Chapter 1: Context and Concepts

From pins to computers

Crime mapping has long been an integral part of the process known today as crime analysis. The New York City Police Department, for example, has traced the use of maps back to at least 1900. The traditional crime map was a jumbo representation of a jurisdiction with pins stuck in it (figure 1.1). The old pin maps were useful for showing where crimes occurred, but they had serious limitations. As they were updated, the prior crime patterns were lost. While raw data could be archived, maps could not, except perhaps by photographing them. The maps were static; they could not be manipulated or queried. For example, it would have been difficult to track a series of robberies that might overlap the duration (a week or month) of a pin map. Also, pin maps could be quite difficult to read when several types of crime, usually represented by pins of different colors, were mixed together. Pin maps occupied considerable wall space; Canter (1997) noted that to make a single wall map of the 610 square miles of Baltimore County, 12 maps had to be joined, covering 70 square feet. Thus pin maps had limited value—they could be used effectively but only for a short time. However, pin maps are sometimes still used today because their large scales allow patterns to be seen over an entire jurisdiction in detail. Today, “virtual” pin maps can be made on the
computer, using pins or other icons as symbols (figure 1.2).

The manual approach of pin mapping gave way during the past decade or so to computer mapping—specifically, desktop computer mapping. For decades before desktop computer mapping, the process was carried out on gigantic mainframe computers using an extremely labor-intensive process. First, much labor was involved in describing the boundaries of the map with numbered coordinates on punched cards. Then came the labor of keypunching the cards, followed by a similar process of coding and keypunching to put the data on the map.

Recognizing all the work needed to produce a map on the computer, many potential cartographers (mapmakers) concluded that computer mapping was too labor intensive. They were right—it was a “royal pain.” It was productive only if many maps were needed (making it worthwhile to prepare the base map, or boundary map, of the jurisdiction), and if the personnel necessary to do the data coding and keypunching were available. Few organizations could afford the luxury.

Since the mid-1980s, and particularly since the early 1990s, when computer processing speed increased dramatically, desktop mapping became commonplace.
and fast, aided and abetted by the concurrent availability of cheap color printers. What a partnership! Only a generation earlier, maps on paper (as compared with the pin maps on walls in police departments) had been drawn by hand using India ink and special pens, with templates for lettering. If a mistake was made, the lettering had to be scraped off the paper with a razor blade. If shading was needed, Zipatone® patterns were cut to fit the area and burnished to stick. Those were the days? For character building, perhaps!

What does all this have to do with mapping crime today? A newfound access to desktop mapping means that more individuals than ever before have the task—or opportunity—to produce computer maps. Also the huge demand for maps means that most crime analysts, police officers, and others involved in mapping crime have received no formal training in cartography—the science called cartography. A body of accepted and useful principles and practices has evolved over the long history of mapmaking. Most cartography texts contain those principles but have no regard for the special needs of the crime analyst, police officer, manager, or community user of crime maps. The goal of this guide, therefore, is to provide a guide to cartography that is adapted to specialized needs and speaks the cartographer’s language.

This guide is not intended to stand alone, isolated from evolving developments in crime mapping. Ideally, it should be used in conjunction with other materials and approaches. In 1998, for example, a group working with the support of the Crime Mapping Research Center (CMRC) at the National Institute of Justice developed a national curriculum for crime mapping. Much information contained in this guide can be found fleshed out in the curriculum and other materials disseminated by CMRC. Readers are strongly encouraged to visit the CMRC Web site at http://www.ojp.usdoj.gov/cmrc.

Ancient history: Cartography and crime mapping

Conclusive evidence from clay tablets found in Iraq proves that maps have been around for several thousand years—perhaps tens of millennia (Campbell, 1993). Evidently, the need to display geographic data is basic and enduring. Nowhere is the need for maps more compelling than in the field of navigation, whether for an epic around-the-world voyage or for a rookie cop’s struggle to find an address in a city map book. Maps for navigation can be matters of life and death, and the inability of early navigators to locate themselves accurately on the

Maps

- Are pictures of information about areas and places.
- Help us visualize data.
- Are like the proverbial pictures worth a thousand words.
- Enable information to be seen at a glance.
surface of the Earth have often spelled disaster, as described vividly in Dava Sobel’s book *Longitude* (1995).

Fortunately, crime mappers do not have to be concerned about such epic matters. However, mapping crime is a scientific activity—an application of the broader scientific field of cartography, which has undergone a transformation with the advent of geographic information systems (GIS). Many mapmakers now see cartography as a branch of information technology. A decade or so ago, cartography was much broader in scope than GIS with applications in fields as diverse as surveying, navigation of all kinds (including orienteering and highway mapping), geology, space exploration, environmental management, tourism, and urban planning. Today, however, the convergence of cartography and GIS is nearly complete. Both are tools in a broad range of applications, reflecting the most important use of maps—to communicate information.

Crime mapping, as noted at the beginning of this chapter, has quite a long history. Phillips (1972) pointed out that “hundreds of spatially oriented studies of crime and delinquency have been written by sociologists and criminologists since about 1830...” and recognized three major schools:

- The **cartographic** or **geographic** school dominated between 1830 and 1880, starting in France and spreading to England. This work was based on social data, which governments were beginning to gather. Findings tended to center on the influence of variables such as wealth and population density on levels of crime.

- The **typological** school dominated between the cartographic period and the ecological period that would follow in the 20th century. The typologists focused on the relationship between the mental and physical characteristics of people and crime.

- The **social ecology** school concentrated on geographic variations in social conditions under the assumption that they were related to patterns of crime.

The social ecologists recognized and classified areas in cities with similar social characteristics. Shaw and McKay (1942) produced a classic analysis on juvenile delinquency in Chicago. This work is generally recognized as the landmark piece of research involving crime mapping in the first half of the 20th century. Shaw and McKay mapped thousands of incidents of juvenile delinquency and analyzed relationships between delinquency and various social conditions. Work by the “Chicago school” of researchers also delineated an urban model based on concentric zones, the first attempt to develop a theory to explain the layout of cities (Burgess, 1925). Other significant contributors to the ecological school included Lander (1954), Lottier (1938), and Boggs (1966).

Most likely, the first use of computerized crime mapping in applied crime analysis occurred in the mid-1960s in St. Louis (McEwen and Research Management Associates, Inc., 1966; Pauly, McEwen, and Finch, 1967; Carnaghi and McEwen, 1970; for more discussion, see chapter 4). Ironically, professional geographers were late getting into the act. Early contributions came from Lloyd Haring (who organized a seminar on the geography
of crime at Arizona State University around 1970), David Herbert in the United Kingdom, Harries (1971, 1973, 1974), Phillips (1972), Pyle et al. (1974), Lee and Egan (1972), Rengert (1975), Capone and Nichols (1976), and others. Among the most remarkable (and little known) pieces of research emphasizing crime mapping were Schmid and Schmid’s Crime in the State of Washington (1972) and Frisbie et al.’s Crime in Minneapolis: Proposals for Prevention (1977)(figures 1.3 and 1.4). The latter, in particular, was notable for bridging the gap between academic crime mapping and analysis/applications specifically aimed at crime prevention. Early computer mapping efforts used line printers as their display devices, so their resolution was limited to the physical size of the print characters. This precluded the use of computer maps for the representation of point data, at least until plotters that were able to draw finer lines and point symbols came into more general use. (For an excellent review of early map applications in crime prevention, see Weisburd and McEwen, 1997, pp. 1–26.)

**Figure 1.3**

A map showing home addresses of male arrestees charged with driving under the influence, Seattle, Washington. 1968–70.


**Figure 1.4**

A map showing the rate of commercial robbery by census tract, Minneapolis, Minnesota. Line printer technology.

Source: Frisbie et al., 1977, figure 7.2, p. 122.
Even as late as 1980, the breakthrough into widespread GIS-style crime mapping was about a decade away. It was necessary to wait for improvements in desktop computer capacity, printer enhancements, and price reductions before desktop mapping could become an everyday, broadly accepted phenomenon.

To illustrate how matters have improved, a snippet of personal history is offered. In April 1984, the author bought his first personal computer, a Kaypro 10 manufactured by Digital Research, Inc. This wonder ran at 4 megahertz and had 64 kilobytes of random access memory (RAM) and a 10-megabyte hard drive. (“How could you ever use all that storage?” friends asked.) It also had a tiny monochrome display and ran on the CP/M operating system, the precursor of Microsoft DOS. And all this for the rock-bottom price of $2,795 in 1984 dollars. The Silver Reed daisy wheel printer purchased to complement the computer was $895 (extra daisy wheels were $22.50 each, tractor feed for paper was $160), and the 300k-baud rate modem was $535. After adding a few other knickknacks, getting started in personal computing cost almost $5,000 (again, in 1984 dollars).

By comparison, the typical RAM in 1999 is perhaps 1,000 times larger (64 megabytes), the processor speed is 100 times faster (at least 400 megahertz), and hard drives routinely are 100 times bigger (10 gigabytes), all at a lower price. It was this type of computing environment that would facilitate the entry of GIS into law enforcement (and elsewhere) and permit cartographic principles and practices to be used on a day-to-day basis. Mapping crime has come into its own primarily because of advances in computing that, in turn, have facilitated GIS applications. Apart from all the obvious advantages, a major benefit is that computer mapping allows free rein to experiment, a luxury denied in the old days of manual mapping. Are you wondering what a certain map design would look like? Try it out. You don’t like it? Start over and have a new map in minutes.

**Mapping as a special case of data visualization**

Desktop computing has put graphic tools within the reach of virtually everyone. Preparing a publication-quality graphic, statistical or otherwise, was an arduous process a generation ago. Today it is much easier, although the process still demands considerable care and effort. This new ease and flexibility have broadened our perspective on graphics as tools for the visualization of information. This has happened because people no longer have to devote themselves to one specialized, time-consuming methodology, such as cartography. Now, maps can be produced more easily, and the computer has in effect freed people to produce other kinds of graphics as needed, such as bar charts, scatter diagrams, and pie charts.

The downside to such ease of production is that it is just as easy to produce trash as it is to create technical and artistic perfection. Famous graphics authority Tufte (1983, chapter 5) referred to what he called “non-data-ink,” “redundant-
data-ink,” and “graphical paraphernalia”—all summed up by the term “chartjunk,” a concept equally applicable to maps and charts. An exemplary map, according to Tufte, was prepared by Joseph Minard in 1861 to depict the decline of Napoleon’s army in Russia in 1812–13 (figure 1.5). Tufte noted that “it may well be the best statistical graphic ever drawn” (Tufte, 1983, p. 40). What makes it so good is that it shows six variables with extraordinary clarity and without the use of color variation. The width of the bands is proportional to the number of troops, starting with 424,000, which was reduced to 100,000 by the time they reached Moscow. The map shows attrition on the return trip (with vertical rays expressing temperatures on selected dates) that left only 10,000 men still alive when the army returned to the starting point. The fact that the map illustrates the devastating loss of life further adds to its drama.

Today’s simplified graphics-producing environment helps put maps in perspective. Maps are but one way of representing information, and they are not always the most appropriate mode. If information about places is being represented, maps may be the best format. However, if no geographic (place-to-place) information is present, such as when all the data for a city are combined into one table, there is nothing to map. The whole jurisdiction is represented by one number (or several numbers, each representing the city as a whole), so the map, too, could portray only one number. In this situation, a bar chart simply showing the relative levels of each crime category would be the best choice.

What does it mean to say that maps are a form of visualization? Simply that a map is data in a form that we can see all at once. Books or tabulations of data are also visualizations in the sense that we assimilate them visually, but they are labor-intensive visualizations. Maps and other graphics are essentially pictures of information, those proverbial pictures “worth a thousand words.” If they are well done, they convey their message more or less at a glance.

Mapping as art and science

Like other forms of visualization, maps are the outcome of scientific activity: hypothesis formulation, data gathering,
analysis, review of results, and evaluation of whether the initial hypothesis should be accepted or rejected in favor of a modified version. This cycle, known as the hypothetic-deductive process, is used throughout science as a fundamental tool. It is a universal paradigm, or model, for scientific investigation.

Constructing a map involves taking a set of data and making decisions consistent with the hypothetic-deductive process. Decisions need to be made about the kind of map to be prepared, how symbols or shading will look, how statistical information will be treated, and so forth. These decisions must be based on the objective to be achieved, including consideration of the target audience. Certain scientific principles can be applied. For example, if we are preparing a shaded map with a range of statistical data to be divided equally, then a simple formula can guide us:

\[
\text{Range in data values} \div \text{Number of classes.}
\]

Thus, if the range (difference between maximum value and minimum value) of data values is 50 and it has been determined that 4 classes, or “subranges,” of data would be appropriate, each will span 12.5 units. This simple example demonstrates an elementary cartographic principle.

However, this science provides no help with elements of map design, such as choice of colors, symbols, or lettering, and the arrangement of map elements on the page or within a frame. These elements are pieces of the art of cartography and are just as important to the overall purpose and effectiveness of the map as the scientific elements. A map that is scientifically perfect may be ineffective if it is an artistic disaster.

Art and science may merge imperceptibly and confound one another in unfortunate ways. For example, oversized symbols or lettering may draw attention to parts of the map that should be understated or less emphasized from a purely scientific perspective. A poor choice of colors or intervals for statistics can also make a big difference. Thus the scientific mission of the map can be subverted through inappropriate artistic choices, and poor choices on the science side can similarly affect the artistic elements. In cartography, as in medicine, art and science are inseparable. The perfect map blends art and science into an effective tool of visual communication. Figure 1.6 shows elements of weaker (middle figure) and stronger (bottom figure) map design. The chart (top figure) known as a histogram accompanying the maps shows an approximately normal (bell-shaped) distribution of scores on an index representing the association between violence and poverty in a neighborhood of Baltimore. The scores have a mean, or average, of zero and a measure of spread around the mean (standard deviation) of 1.0. Technically, this means that the census block groups in the range \(-1.0\) to \(+1.0\) are not significantly different from the average. Those with scores lower than \(-1.0\) or higher than \(+1.0\) are considered relatively extreme. We may wish to map the extremes because they could convey information of value in community policing—areas with a strong link between poverty and violence may warrant special allocations of crime prevention and social service resources.
If the objective of the map is to represent the high and low extremes, then the bottom figure does a much better job than the middle one, both in terms of how the data are divided and how they are symbolized with colors. The bottom figure divides the data into standard deviation units such that the blue and red values are the focus of attention. In the middle figure, the visual message is almost lost in a combination of a poor choice of colors and shading symbols and a confusing division of the data into classes. The visual messages conveyed by the maps are different, yet the underlying geographies and statistics are identical. This example emphasizes the importance of the map as a medium for the interpretation of information. Subjective choices relating to both the art and science content of the map are critical.

Figure 1.6 also reminds us that it is just as easy to lie with maps as it is to lie with statistics. (Remember the three kinds of lies: lies, damn lies, and statistics—and maps, perhaps?) “Lying” may be a bit strong. It is more likely that the compiler of the map misleads readers by choosing inappropriate designs rather than by intentionally falsifying information. This may happen on several levels, the most basic being that the author of the map created it to achieve an objective different from that experienced by the readers. Next are issues related to data manipulation and cartographic art. Ultimately, the possibilities for misrepresentation and misinterpretation are virtually infinite. The key question is whether these problems are fatal flaws with respect to specific maps.
Maps as abstractions of reality: Benefits and costs

Maps try to display some aspect of reality. But like books, movies, television, or newspapers that try to do the same, they fall short (figure 1.7). The only perfect representation of reality is, after all, reality itself. (“You had to be there.”) All else is, to a greater or lesser degree, an abstraction. Abstractions present choices. How much abstraction can we tolerate? How much information can we afford to lose? The fundamental tradeoff is:

- More abstraction equals less information (farther from reality).
- Less abstraction equals more information (closer to reality).

The tradeoff can also be viewed this way:

- More abstraction equals greater simplicity and legibility (more effective visual communication).
- Less abstraction equals greater complexity, less legibility (less effective visual communication).

In our quest to represent reality as faithfully as possible, we may be tempted to put too much “stuff” in our maps or other graphics. This may give us maps that have a lot of information but that may be illegible junk heaps. Usually, the abstraction-reality
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Maps showing the contrast between more abstraction (“stick” streets—top) and less abstraction (an aerial photograph of the same area—bottom).

Source: Orthophotography: Baltimore County, Maryland, GIS Unit, March 19, 1995 (Phase II), pixel size 1”, compilation scale 1” = 200’. Reproduced by permission.
tradeoff should tilt us in the direction of simplicity. Better to have one or two important points clearly understood than to have utter confusion pushing readers toward anger and frustration. Worse yet, that confusion may cause readers to draw incorrect conclusions. That outcome could be worse than no map at all.

Consideration of this tradeoff should be part of the map production process. With practice, it will become “second nature” and will not need much thought. But for the novice, it is an important issue calling for thought and perhaps discussion with colleagues. Reading Tufte (1983, 1990) will raise awareness.

Crime incidents: Measuring time and space

Crimes happen—everything happens—in both time and space. Vasiliev (1996) has suggested that time is a more difficult concept than space. Spaces and locations can be seen and measured quite easily by means of simple reference systems, such as x-y coordinates. Time, however, is harder to grasp, and maps have represented time in multiple ways (Vasiliev, 1996, p. 138), including:

- Moments. Providing times of events in geographic space. When did crime incidents occur and where?
- Duration. How long did an event or process continue in a specific space? For example, how long did a crime rate remain above or below a certain level in a particular area? How long did a hot spot (an area of high crime) persist?
- Structured time. Space standardized by time (for example, shift-based patrol areas, precincts, and posts).
- Distance as time. We often express distance as time. “How far is it?” “About 20 minutes.” More to the point, perhaps, is concern with response times. In practice, a fixed, maximum permissible response time corresponds to the maximum distance feasible for patrol units to drive. Another application would be an investigation to see whether a suspect could have traveled from the last place he was seen to the location of the crime within a certain time period.

Specialized activities, such as policing, have their own unique perspective on time and space; thus, the elements of Vasiliev’s typology will vary in their relevance from time to time and place to place.

There is no question that time is an important element in crime mapping owing to the time-structured way in which things are organized in police departments—by shifts. Patrol area boundaries may differ by shift, commanders may call for maps of crime by shift, and resources may need to be allocated differently by shift. Maps may need to be prepared on a weekly, monthly, quarterly, or annual basis to illustrate trends. Time-based maps may be further refined temporally by adding the shift dimension. Crime data could be mapped vertically, in effect stacking (merging) maps on top of each
other, using different symbols for different time periods. Alternatively, a different map could be prepared for each time period. All these modifications can be automated by using GIS.

The importance of selecting appropriate time periods for mapping cannot be overemphasized. For example, a map covering a month may mask noteworthy week-by-week variations. Or weekly maps could hide day-to-day changes. Mapping intervals selected for administrative convenience may not be the best for analytical purposes. For example, the calendar week may be best for police department convenience, but local events, such as an industrial holiday, a sporting event, a plant closure, or some seasonal phenomenon may cut across administrative time units and may also have relevance to crime frequencies. Related questions are, How much time elapses before a map is out of date? All data are obsolete sooner or later, but when is sooner? When is later? These decisions are quite subjective and call for a “feel” for the data under review.

Another aspect of mapping crime in time and space relates to the representation of change. One of the most crucial questions asked in police departments is, How has crime changed in this neighborhood in the last week or month or year? Maps can help answer this question by symbolizing change in several possible ways, such as by showing crime as a “surface” with peaks representing high levels of occurrence (gray areas) and valleys low levels (red areas) (figure 1.8). This approach borrows from the methodology of the topographic map, on which the land surface is represented by contour lines, each

---

**Figure 1.8**

A representation of the aggravated assault “surface” in part of Baltimore County, Maryland. Red and darker shading indicate higher assault densities.

Source: Keith Harries.
joining points of equal elevation. On the crime surface map, areas of declining crime can be shaded differently from those with increases. Crime mappers are limited only by their imagination when representing time and space in two dimensions or simulated three dimensions.

As usual, we should keep an open mind. Some space-time data may be best represented with a “non-map” graphic, or a combination of map and statistical graphics, such as precinct bar charts or pie charts embedded in a map of precincts. Here we come full circle, back to cartography as art and science and to the abstraction/detail tradeoff. Only crime mappers can decide, probably on the basis of some experimentation, which graphic representations are best for themselves and for their audiences.

Map projection

What is it?

A fundamental problem confronting mapmakers is that the Earth is round and the paper we put our maps on is flat. When we represent the round Earth on the flat paper, some distortion (perhaps a lot, depending on how much of the spherical Earth we are trying to show) is inevitable. Map projection is so called because it assumes that we have put a light source in the middle of a transparent globe (figure 1.9). The shadows (grid) made on a nearby surface are the projection. Their characteristics will vary according to where the surface is placed. If the surface touches the globe, there will be no distortion at that point or along that line in the case of a cylinder being fitted over the globe,

Figure 1.9

Diagrams showing cylindrical and conical projections. Shadows of the globe’s grid lines on wraparound paper; a cylindrical projection results (top). Construction of a conic projection (middle and bottom).

touching along the Equator. Away from the point or line of contact, distortion increases. Among the most common projections are the cylindrical (already described) and the conical, for which a cone is fitted over the globe, like a hat, with the top of the cone over the pole (see figure 1.9). The cylinder or the cone is cut and flattened to create the map. The cylindrical projection tends to have much more distortion at high latitudes (closer to the poles) compared with the conical.

The better known projections include the venerable Mercator (useful for navigation), the Albers conical equal-area, and the Lambert conformal conic (the last two are frequently used for U.S. maps). Another well-known format is the Robinson, now the default world map projection used by the National Geographic Society. Its advantage is that it minimizes high-latitude distortion of areas compared with most other cylindrical projections. U.S. States are typically represented by either the Lambert conformal conic or the transverse Mercator, depending on the size and shape of the State. For example, Dent (1990, pp. 72–73) noted that for Tennessee a conical equal-area projection would be appropriate, with its standard parallel (the line of latitude where the projection cone touches the State) running through the east-west axis of the State. Projections are a highly technical branch of cartography, and readers who want to learn more are referred to standard texts in cartography such as Campbell (1993), Dent (1990), and Robinson et al. (1984).

Why we don't need to worry

Map projections are vitally important for cartographers concerned with representing large areas of the Earth’s surface owing to the distortion problem and the myriad choices and compromises available in various projections and their numerous specialized, modified forms. But crime analysts do not need to be overly concerned with map projections because police jurisdictions are small enough so that map projection (or Earth curvature) is not a significant issue. However, there is the possibility that analysts will deal with maps with different projections and that those maps will not fit properly when brought together. Streets and boundaries would be misaligned and structures misplaced. However, this misalignment can also occur for reasons unconnected with projection, as explained below. Although crime analysts do not need to worry about projections per se, a related issue, coordinate systems, generally needs to be given more attention because the analyst probably will encounter incompatible coordinate systems.

What are the differences between projections and coordinate systems? Projections determine how the latitude and longitude grid of the Earth is represented on flat paper. Coordinate systems provide the x-y reference system to describe locations in two-dimensional space. For example, latitude and longitude together are a coordinate system based on angular measurements on the Earth’s sphere. But there are other ways of referring to points. For instance, all measurements could be based
on distances in meters and compass directions with respect to city hall. That would also be a coordinate system. Distances in feet and directions could be based on the police chief’s office as a reference point. The following discussion provides some details on commonly used coordinate systems.

 Coordinate systems

What are they?

Coordinate systems allow users to refer to points in two- or three-dimensional space. You may have heard of Cartesian geometry, named for the 17th-century French mathematician Descartes, the founder of analytic geometry and the Cartesian coordinate system. In two dimensions, we usually refer to two principal axes, the x (horizontal) and y (vertical). If necessary, we add the z axis for the third dimension. Points are located by referring to their position on the scales of the x and y (and z) coordinates. Diagrams usually known as scatter diagrams, or scatter plots (figure 1.10), are based on Cartesian coordinates, with their origin in the lower left corner.

Things get a bit more complicated when the coordinate system is applied to the spherical shape of the Earth.

Latitude/Longitude

For the Earth’s sphere, angular measurements must be added to the x-y coordinate system. Latitude angles are measured from the center of the Earth between the Equator and poles, 90 degrees north and south, with the Equator as 0 degrees and each pole 90 degrees. Longitude angles are also measured from the center of the Earth, 180 degrees east and west of the Prime Meridian running through the Royal Naval Observatory in Greenwich, England, a location fixed by international agreement in 1884. So all of the United States is described in degrees north latitude and west longitude. For example, New Orleans is located at approximately 30 degrees north latitude and 90 degrees west longitude. Latitude lines are also known as parallels because they are, in fact, parallel to one another, and longitude lines are called meridians, as in “Prime Meridian.” State boundaries west of the Mississippi River are predominantly

![Figure 1.10](image)

A scatter diagram showing the relationship between per capita income and median value of owner-occupied homes by census tract in Orange County, California, that illustrates the use of x-y coordinates. Source: Keith Harries.
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made up of segments of meridians and parallels. For example, the longer western border of Oklahoma is a segment of the 100th meridian.

**State Plane and Universal Transverse Mercator**

As noted previously, appropriate map projections have been adopted for each State, yielding “Earth” projections with coordinates based on latitude and longitude, the universal reference system. But these “latitude/longitude” references, as they will be referred to, are quite cumbersome, given that they are in degrees, minutes, and seconds. Two principal alternative coordinate systems are found in addition to latitude/longitude: the State Plane Coordinate System and the Universal Transverse Mercator (UTM).

The State Plane Coordinate System was devised for greater user convenience, with a rectangular grid superimposed over the latitude/longitude graticule, producing State plane coordinates expressed in meters, yards, or feet. In effect, this system assumes that the individual States are flat so they can be described by plane geometry rather than the spherical grid. For local applications, this use of plane geometry is acceptable because error due to failure to take Earth curvature into account is not significant over relatively small areas such as police jurisdictions.

Large States are divided into zones with separate grids for each to avoid the distortion problem. Texas, for example, is divided into the North, North-Central, Central, South-Central, and South zones; Louisiana into North, South, and Coastal. Typically, the origin, or zero point, for a State plane system is placed in the southwest corner, just like the scatter plot shown in figure 1.10, to avoid the inconvenient possibility of having to express coordinates in negative numbers. The origin is also placed outside the study area for the same reason.

The UTM system is used to refer to most of the world, excluding only polar regions, and consists of 60 zones, north-south, each 6 degrees of longitude wide. Each zone has a central meridian, and origins for each zone are located 500,000 meters west of the central meridian. A sample location in Texas (the capitol dome in Austin) is shown in figure 1.11. This example specifies that the dome is 621,161 meters east of the central meridian of zone 14 and 3,349,894 meters north of the Equator, the latitude of origin. The acronym NAD will appear in references to the State plane and UTM coordinate systems. NAD stands for North American Datum, a reference system that was based at a Kansas ranch in 1927. Demands for greater accuracy and more accurate surveying made possible by satellites led to a new NAD in 1983, hence the reference in figure 1.11 to NAD 83 UTM coordinates.

Why we do need to worry

Crime mappers using computerized data from different sources may run into a problem resulting from different data sets being digitized (assigned their x-y coordinates) in, or converted to, incompatible coordinate systems or even incompatible projections. The most frequent conflict is likely to be between latitude/longitude and State plane coordinates owing to the
The likelihood that locally developed data (often in State plane coordinates) will be mixed with data from more general sources, probably expressed in latitude/longitude. We saw that New Orleans is referenced as 30 degrees north latitude and 90 degrees west longitude in the latitude/longitude system. But if we refer to it using the State plane system, it is in the Louisiana South Zone, with coordinates 3,549,191 feet east of the origin and 592,810 feet north of the origin. Clearly, if we try to put the State plane data on a map set up for latitude/longitude, ugly things will happen. (What usually happens in a GIS is that the map goes blank.11)

Data sets placed together on a map should have compatible projections and compatible coordinate systems. Fortunately, GIS software permits conversion from one projection to another and from one coordinate system to another, so the problem, if it does arise, is reasonably easy to fix. But if incompatibilities are not recognized at the outset, they can be quite frustrating. Positive action to check the projection and coordinate properties of a new data set is recommended because the coordinate system may not be apparent initially.

Map elements: The usual bits and pieces

Generally, maps have the following elements that help provide consistency and comprehensibility for readers.

- **A title** (or caption) to describe the map.
- **A legend** to interpret the content of the map, such as the symbols and colors.
- **A scale** to translate distance on the map to distance on the ground.
- **Orientation** to show compass direction.

However, a review of maps in cartography texts and elsewhere reveals the inconvenient fact that these conventions are often overlooked. Context should dictate whether some or all of these elements are included.

---

**Figure 1.11**

An example of a Universal Transverse Mercator (UTM) location.

For example, in a situation in which maps of the same jurisdiction, or parts of it, are produced and distributed to the same audience on a repetitive basis, a label telling readers the area would be a waste of ink. But if the map were intended for wider distribution to audiences that might not know what they were looking at, a caption or heading would be appropriate. Similarly, scale may be redundant when the users of the map are educated to the spatial relationships on the map, often through years of field experience. Orientation, too, is unlikely to be critical in locally used crime maps, for which north is almost always “up.” It may be worth noting that Minard’s map of Napoleon’s army (see figure 1.5) has no orientation, and if you want to be picky, it has no legend per se.

Indeed, a legend is perhaps the only somewhat (but not entirely) indispensable map element. Readers need to be absolutely sure what map data mean, and the legend is the only reliable guide to this information. Some maps may be so simple that a legend is not necessary. An example would be a map showing points, each of which represents a residential burglary. The heading or caption of the map (such as, “Locations of residential burglaries in St. Louis, September 2000.”) can contain the necessary information and override the need for a legend.

This discussion may imply that one can be slapdash about map elements, but that implication is not intended. Careful consideration should be given to whether a particular element should be included; if an element is included, it must contain complete and accurate information. (For further elaboration, see “Map design” section in chapter 2.)

Types of map information

Maps can provide a rich variety of information, including but not limited to location, distance, and direction as well as pattern for maps displaying point or area data. Each type of data means different things to different users.

- **Location** is arguably the most important of all the types of information to be represented on, or gleaned from, a map from the perspective of a crime analyst. Where things have happened, or may happen in the future, is the most sought after and potentially useful piece of information because it has so many implications for investigators and for the allocation of patrol and community resources, in addition to utility in the realms of planning and politics.

- **Distance** is not much use as an abstract piece of information. It comes to life when translated into some kind of relationship: How far did the victim live from the place where she was robbed? What is the maximum distance police cars can travel within a specific urban environment to provide acceptable response times? How far could a suspect have gone in a particular time period?

- **Direction** is most useful when considered in conjunction with distance, although it is not typically an important piece of map information in crime
analysis unless it relates to other relevant processes or conditions. It is generally used in a broadly descriptive context, such as “the hot spot of burglaries is spreading to the west,” or “serial robberies are moving south-east,” or “the east side is becoming a high-crime area.” In the example shown in figure 1.12, serial robbers were found to have a tendency to migrate south from Baltimore along the major highways.

Pattern is an especially useful concept in crime analysis, as so much of what crime analysts do involves describing or analyzing the pattern of crime occurrences. Pattern can be a powerful investigative tool because the way points are arranged may tell us something about the process driving that arrangement. Patterns are usually classified as random, uniform, clustered, or dispersed. In a random arrangement, points are just as likely to be at any place on the map as at any other. Points are distributed haphazardly around the map. A uniform distribution has points that are equally spaced. Alternatively, we can say that in a uniform distribution the distance between neighboring points is maximized. In a clustered pattern, points are clumped together with substantial empty areas.

It is tempting to assume that the nonrandom distributions (uniform and clustered) automatically mean that some interesting underlying process is at work, providing useful information about crime. This may or may not be true. For example, burglaries show up in a cluster, suggesting a hot spot. But further investigation shows that the cluster corresponds to a neighborhood with a dense population, so the high frequency is no more than an expression of the geography of risk. The terms describing the types of patterns are subject to some semantic confusion. For example, what does dispersed mean? A dispersed pattern could be random or uniform. Is “less dispersed” the same as “clustered”? Various indexes have been developed to measure regularity, randomness, and dispersion. For additional reading, see, for example, Taylor (1977, chapter 4) and Hammond and McCullagh (1974, chapter 2).

Line data (for networks, for example) and both discrete and continuous areal distributions are additional types of data.

Figure 1.12
A map of selected robberies in Howard County, Maryland, concentrating along the U.S. 29, U.S. 1, and I-95 highway corridors. The Baltimore-Washington area Regional Crime Analysis Program has used maps like this to help apprehend serial robbers who cross county lines. For a full account of this process, see Mishra, 1999.
Source: Keith Harries.
Context and Concepts

- **Line data.** Linear features or processes can be abstracted on maps. The Minard map (see figure 1.5) did this by symbolizing the flow of troops to Moscow and back. The street maps used to map crime also contain line data that show points on streets, indicating the linear arrangement of incidents. A map connecting places where vehicles are stolen to the places where they are recovered is prepared with lines connecting the places. Or a line map might connect victim addresses to suspect addresses. Traffic flow can be shown with lines proportional in thickness to the flow (again like Minard’s map in figure 1.5).

- **Discrete distributions.** When point data are combined within unit areas such as precincts, patrol areas, census tracts, or neighborhoods, each area is separated from the others; it is “discrete.” Mapping by discrete areas can be used to reorganize the point data into a context that may have more meaning for a specific purpose. For example, commanders may want to see the distribution of drug offenses by patrol beat to decide how workloads should be assigned. This could be measured by density, which expresses how often something happens within an area. A common application is population per square mile, for example. Density also is used increasingly frequently to describe crimes, and population density data can provide additional explanation of the risk or rate concepts in public forums. Graphic representations of this general type, mapping data by administrative or political areas, are known as choropleth maps. (A more detailed explanation is given in chapter 2.)

- **Continuous distributions** are used less in crime analysis than discrete distributions, but they can be useful and are finding more frequent application in conjunction with, for example, commonly used software such as ArcView® Spatial Analyst. Continuous distributions are phenomena found in nature, such as the shape of the land (topography), temperature, and atmospheric pressure. All places on Earth (above and below sea level) have topography and temperature, and all places above sea level (and a few on dry land below sea level) have atmospheric pressure. Thus it makes no sense to represent these conditions on maps divided into areas such as counties or cities, except for reference purposes.

What does this have to do with crime mapping? It is sometimes useful to assume that crime can be represented as a continuous distribution to prepare a generalized statistical surface representing crime density. This can provide a “smoother” picture of crime that can be enhanced by adding three-dimensional effects (figures 1.13 and 1.14). This implies an acceptance of the tradeoff between loss of detailed locational information from the point map and the smoothed, generalized picture provided by the quasi-continuous presentation. This smoothed version may have the advantage of better legibility than the original detail. Another advantage of a surface smoothed across jurisdictions is that it may vividly illustrate that political
boundaries have little or no meaning for criminals.

Scale

Maps are miniature representations of part of reality. Scale tells us how miniature they are. Scale is commonly expressed as a ratio, in words, or as a bar graph located somewhere in the map frame. A ratio states the scale as a unit of map distance compared with distance on the ground. This is referred to as the representative fraction (RF). Thus an RF of 1:10,000 means that 1 unit of linear measurement on the map represents 10,000 of those units on the ground. Units are interchangeable; for a 1:10,000 map, 1 inch on the map equals 10,000 inches on the ground, 1 centimeter on the map equals 10,000 centimeters on the ground.

Scale terminology can be confusing. For example, large-scale maps and aerial photographs used by local governments (and quite likely to be used by crime analysts) are often at a scale of 1:2,400. If expressed in inches and feet, this is

Figure 1.13

Early (1976) three-dimensional maps of Tulsa, Oklahoma, using the SYMVU program. The robbery rate is based on the population (top) and number of persons per dwelling unit (bottom). The bottom map illustrates the point that the denominator in crime rates does not have to be population.

Source: Harries, 1978, figures 43 and 44.

Figure 1.14

A contemporary three-dimensional map of Redlands, California. The vertical dimension portrays the relative risk of crime across the city.

Source: Redlands Police Department. Reproduced by permission.
equivalent to 1 inch equaling 200 feet. Hence users often refer to the maps simply as “200 scale.”

**Large scale or small scale?**

The distinction between large scale and small scale is also a source of confusion, but there is a simple rule to help us understand. Look at the representative fraction. If it is a large fraction, the map scale is large, and vice versa. For example, I open my National Geographic Atlas of the World and flip through it until I come to a map of the world. The scale is expressed in words as follows: “Scale 1:66,300,000 at the Equator.” This is extremely small scale, as 1/66,300,000th of something is not much. A few pages farther, I come to a map of the upper midwestern States of the United States. Its scale is expressed as “1:2,278,000”—a fraction 29 times larger than that for the world map. As scales get larger and larger, we move from the realm of “maps” to what we customarily refer to as “plans,” such as 1:20, where 1 unit on the map (plan) equals 20 units on the ground or the floor plan. These very large-scale renderings are the domain of the architect or engineer rather than the cartographer.

Scale has implications for the interpretation and meaning of maps. Implicit in the concept of scale is the now-familiar tradeoff between abstraction and detail. Small scale implies more abstraction, large scale less. Evidence from cognitive psychology cited by MacEachren (1995) suggests the importance of progressing from small scale to large scale when presenting maps of different areas, the principle of global-local precedence. In other words, if you were to prepare maps for the entire jurisdiction and also for a small part of it, the best mode of presentation would put the smaller scale map (the entire jurisdiction, perhaps in the form of a satellite image) first. The smaller area (larger scale) would follow this.

Another implication of scale is that crime data will look different at different scales, such as citywide and beat levels. The same data will appear to be more spread out (less dense) at the scale of the beat and more crowded (more dense) at the citywide scale. But in reality densities (crimes per unit area) are the same on both maps. What has changed is scale.

Scale also has implications for data collection. If maps are to be large scale, detailed data collection is appropriate. But small-scale maps are incapable of representing fine detail, so if the only scale available for a specific purpose is small, collecting data at the micro level is pointless. The detail will be lost on a map incapable of showing it. The converse is also true. Gathering data at the ZIP Code level will be too coarse a scale on a map showing street addresses.
Maps of crime: Thematic maps

What is a thematic map? Quite simply, as the label suggests, it is a map of a theme or topic. Thematic maps have almost infinite variety and include most of the maps in the media showing, for example, the spread of fire ants, the status of sales taxes by State, or world population density. Thematic maps are like a comprehensive toolkit—we can select a topic and then choose from many possible ways of converting the data into a legible map that effectively communicates with the intended audience. Thematic maps may be quantitative or qualitative.

- **Quantitative** maps portray numerical information, such as numbers of crimes in an area or crime rates.
- **Qualitative** maps show nonnumerical data like land use types or victim/offender characteristics, such as male or female, juvenile or adult.

Crime analysts use both quantitative and qualitative maps. Thematic maps can include four kinds of measurement data: nominal, ordinal, ratio, and interval. (For a more detailed explanation, see any basic statistics textbook, such as Burt and Barber, 1996.)

- **Nominal** measurement names or labels items in unordered categories, such as race. If a map shows homicide victims by race, it is a qualitative thematic map. Mapping by race, age group, or marital status puts labels on groups without ranking them as higher or lower or better or worse. (Quantitative information can also be inferred from this type of map. For example, the number of incidents affecting racial groups by areas can be counted, thus combining qualitative and quantitative interpretations. Types of measurements are often mixed on maps.)

- **Ordinal** measurement classifies incidents, victim or offender characteristics, or some other attributes (perhaps areas) according to rank. Thus patrol areas or precincts might be ranked according to their crime rates, their incidence of complaints, or the average seniority of officers. This involves only sorting and evaluating the data according to their relative values so that subjects can be ranked. How much the subjects differ is not considered. Thus we can put qualitative characteristics on an ordinal scale, such as a hierarchy of police areas based on size, with districts above precincts, which are in turn above patrol beats.

- **Ratio** scales, such as distance in inches, feet, yards, millimeters, meters, and so forth, start at zero and continue indefinitely. Zero means there is none of it and 20 means there is twice as much as 10. For example, the homicide rate is 3 per 10,000 persons in the city. Crime analysts will use nominal, ordinal, and ratio scales for these data but are very unlikely to use the fourth kind of measurement, interval.

- **Interval** scales show values but cannot show ratios between values. Temperature is a good example. We can measure it, but we cannot say that 80 degrees is twice as warm as 40 degrees, since the starting points of
both the Fahrenheit and Celsius scales are arbitrary—that is, they are not true zeros. A possible exception to the assertion that crime analysts will not use interval scales could be seriousness weighting. (See Wolfgang et al., 1985a and 1985b, for more on this topic.)

Thematic maps come in considerable variety and will be examined in more detail in chapter 2. Each type represents some kind of data best. Information with address-level detail calls for one kind of thematic map, whereas data measured only at the neighborhood, precinct, or census tract level require a different approach. Examples of various ways in which thematic maps can be designed are contained in the following categorization of thematic maps:

- **Statistical** maps use proportional symbols, pie charts, or histograms to visualize the quantitative aspects of the data. Typically, the statistical symbols are placed in each subdivision on the map, such as patrol areas, census tracts, neighborhoods, or wards. Such maps can be quite difficult to read if they contain a large amount of detail, particularly when many geographic subdivisions and several attributes of the information are being mapped. Nominal data, such as the race of victims as proportions in precinct-based pie charts, can be represented on a statistical map.

- **Point** (pin) maps use points to represent individual incidents or specific numbers, such as when five incidents equal one point. (Aggregating multiple incidents to single points would be done only on a small-scale map.) A map showing locations of drug markets by types of drugs prevalent in each is an example of a point map with nominal scale data. Point maps are probably the most frequently used maps in policing, as they can show incident locations quite precisely if address-level data are used.

- **Choropleth** maps show discrete distributions for particular areas such as beats, precincts, districts, counties, or census blocks. Although point data can give us the best detail in terms of where events happen, information may be needed for areas in summary form that has meaning in terms of planning, management, investigation, or politics. Note that point data and choropleth representations can both be put on the same map, if it is appropriate and the result is not a garbled mess. For example, burglary (point) data could be put over neighborhood boundaries (choropleth data) or any areas representing police geography. Also, choropleth maps can be given a three-dimensional appearance by making each area into a raised block, with the height of the block representing the relevant data value.

- **Isoline** is derived from “iso,” the Greek prefix for equal, and refers to maps with lines that join points of equal value. Physical geography is replete with isoline maps that use the following: isobars (equal barometric pressure), isohyets (equal rainfall), isotherms (equal temperature), isobaths (equal depth), and, in a rare departure from use of the iso prefix,
contour lines to join points of equal elevation. The form most likely to be used in crime analysis is the isopleth (equal crowd), in which data for areas, such as crimes per neighborhood or population density, are calculated and used as control points to determine where the isolines will be drawn.\(^\text{14}\) (See Curtis, 1974, for an example of an isopleth map of homicide, rape, and assault in Boston.)

- **Surface** maps can be regarded conceptually as a special case of an isoline presentation. Such maps add a three-dimensional effect by fitting a raised surface to data values. Typically, an arbitrary grid is placed over the map and the number of incidents per grid cell are counted. These counts form the basis for what is, in effect, an isopleth map that is given its third, or Z (vertical), dimension derived from the isoline values. The resulting map is rendered as if it were being viewed from an oblique angle, say 45 degrees. (If it were to be viewed from overhead, like a normal map, the surface would be lost and the map would appear to be a flat contour map.) Such continuous surface maps can make a powerful visual impact, but they have dual disadvantages in that data values are hard to read on the map and detail behind data peaks is lost (see figures 1.13 and 1.14).

- **Linear** maps show streets and highways as well as flows using linear symbols, such as lines proportional in thickness to represent flows. Apart from base maps of streets and highways, crime mappers use linear maps infrequently—the most common application is vehicle theft investigation showing connections between the place of theft and place of recovery.

### Data, maps, and patterns

The stage is set. We have a truckload of data, computers, software, and printers. Provided our data have been gathered in a form that permits computer mapping (or have been converted to such a format; see chapter 4), we are at least technically ready. It should be noted at this point that computer mapping is not “plug and play” but is more akin to word processing—the data have to be entered and sentences (read “maps”) composed. Similarly, we will not be able to do computer mapping until we have data in a format that the program can understand. Also, many choices will have to be made. Automated mapping is automated only up to a point. (When you put your car on cruise control, someone still has to steer!)

Before we plug it all in and start mapping, it might be helpful to pause and think about the reasons underlying the patterns we observe and map. Those patterns must be generated by specific conditions and processes, and theories can be employed to help us understand them.

Each type of crime tends to be influenced by different conditions. For example, shoplifting is the outcome of circumstances different from those that produce homicide. Even within crime types, there are qualitative differences in circumstances. For example, a drug-related homicide may be the result of a conflict...
over turf or unpaid debts, whereas a domestic homicide may be the product of long-simmering animosities between partners.

Crimes may have distinctive geographic patterns for two underlying reasons that often overlap:

- First, crimes must have victims, and those victims (or their property) have definite geographic coordinates at any given moment, although these coordinates can shift, as in the case of vehicles.

- Second, some areas in cities, suburbs, or rural areas have persistently high rates of crime, so that for certain neighborhoods there is a rather permanent expectation that crime is a major social problem. For example, Lander’s (1954) research on Baltimore revealed high rates of juvenile delinquency to the east and west of downtown from 1939 to 1942. Some 60 years later, the pattern has changed a little but is basically the same.

A broad-based discussion of the causes of crime is beyond the scope of this guide, and the reader is referred to the substantial literature of criminology for guidance. However, we can consider issues with more obvious geographic implications, and we can do this by moving along a continuum of scale from the macro to the micro level.

On the macro scale, interpreted here to mean national or regional, geographic variation is apparent for some crimes, notably homicide, in the United States. Although the pattern has decayed somewhat in recent decades, a stream of research has addressed what has been called by some the southern violence construct (SVC), the tendency for high rates of homicide to be concentrated in the South. Similar regional variations are seen in other countries. In India, for example, high homicide rates are seen in the densely populated northern states.

On the intermediate scale, we see variations in crime rates among cities, although much of the apparent variation can be explained by boundary effects. In other words, “underbounded” central cities (where the urbanized area spills over beyond the city limits) tend to have high rates, since their territories exclude low-crime suburbs. Conversely, “overbounded” cities (such as Oklahoma City) tend to have low rates. However, by no means are all explanations of rate variation necessarily found in boundary anomalies. Cities differ in social structure, traditions, mores, the strength of various social institutions, and other conditions relevant to potential criminality. These include economic conditions, the impact of gangs, and gun and drug trafficking. The wide variation in homicide rates among cities is represented by figure 1.15, which also reinforces the point that similar numbers of incidents may yield vastly different rates. (For an interesting example of interurban comparisons examining multiple factors, including gangs, guns, and drugs, see Lattimore et al., 1997.)

On the micro or intraurban scale, a broad array of environmental factors must be taken into account if crime patterns are to be understood. Arguably, the most impor-
tant general principle is usually known as distance decay. This is a process that results from another behavioral axiom, the principle of least effort, suggesting that people usually exert the minimum effort possible to complete tasks of any kind. Distance decay (see also chapter 6) is the geographic expression of the principle of least effort. As shown in figure 1.16, the relationship between the number of trips and distance is represented by a line showing that people take many short trips but few long ones. This principle has been observed to apply to a broad range of behaviors, including shopping, health care, recreation, social visiting, journeying to work, migration, and last but not least, journeying to crime. It is possible to create families of distance-decay curves to represent different classes of movement behavior. For example, shopping trips can be divided into convenience and comparison types. Convenience shopping is characterized by many very short trips because most people will get items such as milk and bread from the closest possible source. Comparison shopping occurs when buyers need big ticket items such as appliances, cars, houses, and college educations. Longer trips in search of more expensive goods and services are thought to be worthwhile because price savings produced by better deals will pay for the longer distances traveled, at least in theory.

Figure 1.15
Source: Lattimore et al., 1997, figures 2–4, p. 10.

Figure 1.16
A diagram representing the relationship between distance and the intensity of interactions, also known as the distance-decay concept.
Source: Keith Harries.
Similar reasoning might be applied to criminal movements, although not enough data have been published to permit much in the way of generalization. The pioneering work of Frisbie et al. (1977), in Minneapolis, showed that more than 50 percent of residential burglary suspects traveled less than half a mile from their homes to their targets. Commercial burglars went somewhat farther, with some 50 percent of incidents occurring within 0.8 miles. Stranger-to-stranger assaults had a wider range, with the cumulative 50-percent threshold not accounted for until a radius of about 1.2 miles from the offenders’ homes. Commercial robbers also reached the cumulative 50 percent of incidents at about 1.2 miles. However, a larger proportion of the commercial robbers traveled longer distances compared with those who committed the other crimes, presumably to locate suitable targets and also to avoid the recognition that may come with robbing the corner store. Travel distances tend to reflect population density and other characteristics of the physical environment (such as the geography of opportunities), so it is unlikely that distance-decay curves for crimes could ever apply universally. Nevertheless, the concept of distance decay is still a useful one, even if curves for specific crimes cannot be calibrated very accurately.

Although journeys to crime vary among crime types and with the demographic characteristics of offenders, targets or victims tend to be chosen around the offender’s home, place of work, or other often-visited locations. If your home is burglarized, the chances are that the burglar is a not-too-distant neighbor. The long-established prevalence of violence among intimates is further confirmation of the idea that most interactions—including negative ones—occur at short range.

Distance decay is a useful general concept, but a detailed understanding of the fine points of local crime patterns demands detailed local knowledge. Where are the neighborhoods that are experiencing the greatest social stress? What are the patterns of mobility of the population? Who are the movers and shakers in the drug and gang scenes, and do their movements affect crime patterns? What changes are going on?

Other theoretical perspectives

Two of the more compelling theoretical perspectives deal with routine activities (Cohen and Felson, 1979; Felson, 1998) and criminal spatial behavior (Brantingham and Brantingham, 1984). In the routine activities interpretation, crimes are seen as needing three ingredients: a likely offender, a suitable target, and the absence of a guardian capable of preventing the criminal act. Guardian is broadly interpreted to mean anyone capable of discouraging, if only through his or her mere presence, or interceding in, criminal acts. The mention of guardians begs discussion of the density paradox. This refers to the idea that, on the one hand, high population densities create a high potential for crime because people and property are crowded in small spaces. There are many likely offenders and suitable targets. On the other hand, surveillance is plentiful, and criminal acts in public spaces are likely to be observed by others, who, however unwittingly, take on the
role of guardians. Crime can be prevented or reduced by making people less likely to offend (by increasing guilt and fostering development of the “inner policeman” who tames criminal impulses), by making targets less available, and by making guardians more numerous or effective. The process of making targets less available in various ways has become known by the generic term situational crime prevention (Clarke, 1992).

Putting the routine activities approach and its sibling, situational crime prevention, into a geographic context involves asking how each element is distributed in geographic space. Where are the likely offenders? (What is the geography of the youthful male population?) Where are the suitable targets? (What is the geography of convenience stores, malls, automated teller machines, poorly illuminated pedestrian areas?) Where are the guardians? (What is the potential for surveillance, both formal and informal, of targets or areas that may contain targets? Where are the public or quasi-public spaces that lack surveillance and are ripe for graffiti and other incivilities?)

The perspective that focuses on criminal spatial behavior develops a scenario in which the motivated (potential) criminal uses cues, or environmental signals, to assess victims or targets. Cues, or clusters of cues, and sequences of cues relating to the social and physical aspects of the environment are seen as a template that the offender uses to evaluate victims or targets. Intimately tied to this process is the concept of activity space, the area in which the offender customarily moves about and that is familiar to him or her (Brantingham and Brantingham, 1984).

At the micro level of analysis, these concepts are useful in that it is known that activity spaces vary with demographics. For example, younger persons tend to have constricted activity spaces. They do not usually have the resources to travel far. Historically, women have had more geographically limited activity spaces than men due to the higher probability that men would work farther from home and that their jobs would be more likely to give them greater mobility. This is less true today but is still valid to some degree.

Analysts considering crime patterns from a theoretical perspective might think in terms of putting the crimes of interest through a series of “filter” questions. The most obvious is the question, How important is geography in explaining this pattern? (Is the pattern random, or not? If not, why not?) Can routine activity theory or criminal spatial behavior theory help explain this pattern? Is this pattern normal or unusual for this area? If the pattern is an anomaly, why is this? What resources can be brought to bear to better understand the social and other environmental dynamics of the area of interest? Analysts can take their intimate knowledge of the local environment and develop their own set of diagnostic questions, which could be the foundation of an analytic model.

The basic point of this section is to suggest that a systematic approach to analysis rooted in theory may yield more consistent results with a deeper level of explanation. This is not to say that analysts need to be preoccupied with whether their work is consistent with all the research ever done but, rather, to advocate a thoughtful research design consistent with some of the more widely
accepted concepts in the field. As noted, this short explanation cannot do justice to the rich array of material dealing with theory in this realm. Readers who may wish to follow up should consult Eck and Weisburd (1995) and the other references cited previously.

A note on cartograms

Maps that distort geography to emphasize a specific type of information are called cartograms to imply a combination of map and diagram. The media often publish maps showing world or U.S. population data as cartograms, with the areas of countries or States proportional to their populations. Cartograms may also represent linear data by showing travel time, for example, rather than physical distance between places.

Cartograms have not found widespread application in crime mapping, although they could be useful. For example, urban subdivisions could be shown with their areas proportional to the number of crime incidents. The major limitation in using cartograms for crime data is the lack of software availability to permit their easy preparation. Historically, cartograms have been labor-intensive projects, each needing to be custom drawn. When viewed from a cost-benefit perspective, the novelty and impact of cartograms for crime data have not been seen as worth the cost.

Reminder: Information is inevitably lost in the process of abstraction

Cartographer Mark Monmonier (1991) pointed out that the three fundamental elements of maps—scale, projection, and symbolization—can each be distorted. In creating the abstraction called a map, loss of information is taken for granted. Given that there will be information loss, the question is whether we are properly representing the “residual” information left after the data are reduced to manageable proportions. As noted earlier in this chapter, our maps may “lie” as a result of sins of omission or commission. We may forget to do something and get errors as a result, or we may do something that creates errors—or both.

Because all abstractions lie in some way, we come full circle to the awareness of both art and science in cartography. As crime mappers, we should maintain a background awareness that we may make artistic (design) decisions that obfuscate. We may make scientific decisions that misinform. Could our map sidestep a degree of accuracy that it might otherwise have achieved? (How should these data be preprocessed? Should the mean or median be used to characterize these data?) More often than not, only the analyst/cartographer knows for sure how truthfully a map conveys its message, so she or he has considerable ethical responsibility.

A note on the maps in this guide

Please note that the publication process puts some limitations on the quality of the maps used as examples in this guide. While crime analysts are typically able to produce high-quality maps, often in large format for display purposes, we are limited here to small maps that were usually in
larger format when produced. Fortunately, we are able to produce maps in color, which helps enliven the visual message and also helps to convey the various concepts involved. Loss of definition occurs in some cases because the original has been scanned or resized, or both. In some cases, only a low-resolution original was available, yielding a low-resolution reproduction.

Thus most of the maps seen here are compromised in some respects and are unlikely to be the perfect exemplars that we would prefer. Perhaps “do as I say but not necessarily as I appear to have done” would be a fair warning! Ideally, of course, maps should be clear and crisp with appropriate shading or symbolization and legible labels and headings. If that is not the case here for any of our examples, please accept our apologies. The original authors of the maps who have so generously consented to their use here are not to blame for any shortcomings in their reproduction or adaptation.

Purists may be shocked by the presentation of so many maps that lack some of the basic elements normally considered essential in map design, such as a scale, a north arrow, or even a legend. Relatively few maps have what may be called classic good looks. The maps used here were often selected for their ability to illustrate one central point, and strict conformity to classic design criteria was not seen as a critical determinant for inclusion. Indeed, had the strict classical criteria been enforced, this volume would not exist because, as noted elsewhere, few maps in any field go by the book. It would have been necessary to modify most maps to make them conform to strict standards, and this was simply impractical.

Some maps identifying specific neighborhoods in specific cities in sufficient detail to permit the possible identification of individual residences have been constructed using hypothetical data or have been otherwise fictionalized to preserve privacy. It is not my intent to present accurate renditions of crime patterns in specific cities but, rather, to illustrate elements of design and map application. No map reproduced here should be used as a reliable guide to actual crime patterns in actual places.

**Summary**

Chapter 1 has explained:

- What this guide is about and how crime mapping fits in the historical context of mapmaking.

- Why cartography is both an art and a science.

- Why it is important to balance costs and benefits when considering map design and production.

- That maps can represent information relating to both time and geographic space.

- The meaning and significance of map projections and coordinate systems.

- The traditional elements that help provide consistency and interpretability in maps.
Context and Concepts

- The types of information provided by maps.
- Measurement systems and their relevance to mapping.
- The meaning of the term “thematic map.”
- The ethical responsibilities of crime mappers.
- The difficulties associated with the black and white reproduction of maps that were originally in color.
- The importance of thinking about the causes underlying the patterns that we map and analyze.
- The meaning and possible application of cartograms in crime mapping.
- Why we should realize that we can lie with maps just as we can lie with statistics.

What's Next in Chapter 2?

- What crime maps should do and how they should do it.
- How to choose the right kind of crime map.
- Types of thematic maps.
- Why the data should be explored.
- How to choose class intervals in numerical data.
- What is involved in crime map design.
- How crime map design, abstraction, and legibility are related.

Notes

1. Photographs were not very useful because they had to be enlarged to an impractical size to be legible.

2. From the Latin c(h)art(a) and Greek graph(os), something drawn or written, hence “chart drawing.”

3. India ink is a mixture of lampblack and glue.

4. This grid is also known as a graticule, a term meaning the spherical pattern of meridians (north-south longitude lines) and parallels (east-west latitude lines). See Campbell, 1993, p. 23.

5. Mercator’s projection, developed by and named for Gerhardus Mercator (1512–1594), a Flemish cartographer, is useful for navigation because a straight line on the map represents a true direction on the Earth’s surface.
6. Equal-area projections, as the name implies, accurately represent area, but not shape. This type of projection shows area distributions such as vegetation, in which the area shown is critical.

7. Conformal projections retain correct shapes. An added advantage is that, if shape is retained, so is direction.

8. Transverse Mercator has the projection cylinder fitted horizontally—i.e., east-west, rather than tangentially to the Equator or north-south.

9. Latitude is relatively easy to determine with reference to “fixed” objects such as the North Star or the Sun. Longitude, as noted earlier, poses greater difficulties. It is known that the 360 degrees of longitude divided into the 24 hours of the day means that each hour is equivalent to 15 degrees of longitude. Thus if the time at a known point could be maintained on a ship at sea, longitude could be calculated based on the time difference as established locally from the occurrence of the noon Sun. The problem, until John Harrison’s invention of the reliable marine chronometer in 1761, was that no clock was able to retain its accuracy under the difficult conditions of a sea voyage. The extraordinary saga of Harrison’s success is found in Sobel (1995). (I learned more than I cared to about this problem on a trip on a 30-foot sailboat from Honolulu, Hawaii, to Santa Barbara, California, when the crew forgot to set the chronometer on leaving Honolulu. The crew always knew their approximate latitude by using a sextant but never knew their longitude. Fortunately, they kept moving east and eventually bumped into North America.)

10. In case inquiring minds want to know, 1 nautical mile, or “knot,” is equivalent to 1 minute of latitude, or 1,852 meters (6,076.12 feet). One nautical mile is also equivalent to 1.1507 statute miles (Dent, 1990, p. 40).

11. This happens because a GIS will try to put both locations on the same map in the originally specified map units. This may result in the map changing to extremely small scale (see explanation of scale in this chapter) as the GIS tries to make State plane coordinate values into degrees of latitude/longitude, placing the new data far, far away. The GIS may try to show data for small areas in Brooklyn and what it reads as Afghanistan or Antarctica on the same map.

12. The term orientation is derived from medieval T-in-O maps. The “O” was the world ocean; the “T” was formed by the Mediterranean Sea (vertical), the Don River (left top of the T), and the Nile River (right top of the T). Paradise in this style of map was typically at the top, in the east. Hence the verb to “orient” a map came to mean adjusting it to its proper direction in relationship to the Earth. Today, however, we orient a map so that north is at the top, which is something of a misnomer (Campbell, 1993, pp. 246–247).

13. From the Greek choros for place and plethos for fullness or crowding, hence “area crowd.”

14. Isolines based on continuous data, such as temperature or topography, are referred to as isometric lines. Actual measurements can be made to provide control points instead of averaging points over areas.
15. The term “geography of opportunities” refers to the idea that the world offers abundant possibilities for crime that may be more complex than we realize at first glance, encompassing both qualitative and quantitative dimensions. For example, although rich neighborhoods may not offer more opportunities than poor neighborhoods for, say, property crime, each opportunity may offer the perpetrator higher value because the goods stolen may be worth more.