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FOREWORD 

Following a Congressional mandate* t.o develop new and improved tech· 
niques, systems, and equipment to strengthen law enforcement and criminal 
justice, the National Institute of Law Enforcement and Criminal Justice 
(NILECJ) has established the Law Enforcement Standards Laboratory (LESL)' 
at the National Bureau of Standards. LESL's function is to conduct research that 
will assist law enforcement and criminal justice agencies in the selection and 
procurement of quality equipment. 

In response to priorities established by NILECJ, LESL is (1) subjecting 
existing equipment to laboratory testing and evaluation, and (2) conducting 
research leading to the development of several series ~f documents, including 
national voluntary equipment standards, user quidelines, state-of-the-art surveys 
and other reports. 

This document, LESP-RPT-0303.00, Imafe Quality Criterion for Identifica­
tion of Faces, is a report on an experiment which was designed and conducted 
by LESL for the purpose of determining the relationship between the human 
ability to identify faces in an image and the performance of imaging equipment 
such as night vision devices. The experiment was part of the LESL effort to 
develop standards and guidelines fDr night vision devices. Additional reports, 
as well as other documents will be issued under the LESt program in the areas 
of protective equipment, communications equipment, security systems, weapons, 
emergency: equipment, investigative aids, vehicles and clothing. 

Technical comments and recommended revisions are invited from all inter­
ested parties. Suggestions should be addressed to the Program Manager for 
Standards, National Institute of Law Enforcement and Criminal Justice, Law 
Enforcement Assistance Administration, U. S. Department of Justice, Wash­
ington, D. C. 20530. 

Lester D. Shubin, Manager 
Standards Program 

·402(b) of the Omnibus Crime Control and Safe Streets Act of 1968, as amended. 
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IMAGE QUALITY CRITERION FOR IDENTIFICATION Of FACES 

1. EXECUTIVE SUMMARY 

The performance required of imaging devices 
should be based on the needs of the user. In analyz­
ing these needs, three psychophysical levels of 
visual task performance must be considered. The 
simplest level is detection, where the observer is 
required to determine the presence of an object: 
a disk, line, gap, etc. The second is recognition, 
where the observer's task is not only to detect the 
presence of an object, but also to recognize it as 
belonging to a group or class; for example, air­
planes, humans, dogs, etc. The third and highest 
level is identification, which includes the preceding 
two tasks, but has the additional requirement of 
discrimination between items within a given group: 
for example, identUying an individual person, a 
specific type of aircraft, etc. A paradigm of the 
above discussion is: I see something (detection), 
the object is a human (recognition) and his name 
is John Doe (identification). The experimental 
data base for these levels of performance is very 
uneven: many detection studies have been per­
formed, fewer have addressed problems of recog­
nition and rarer still are investigations associated 
with identification. The purpose of this study was 
to determine experimentally observers' perception 
of the image quality required for the identification 
of faces, as determined by two criteria: (1) the 
average observer, and (2) 90 percent of the popu­
lation. The subjective response from the human 
observer was then transformed into a physical 
descriptor amenable to direct measurement by 
instruments. 

Front and profile photographs of 40 individuals 
(white males) were taken under identical condi-

dons; a knife edge and three-bar crenelate type 
gratings at 25 splltial frequencies were also photo­
graphed under the same conditions. The photo­
graphs of the peQple were shown t~ a panel of 
observers who were asked to choose the ten faces 
which most closely resembled one another. In the 
preliminary phase, one of the ten faces was 
degraded by defocusing into 16 levels of subjec­
tively equal degradation steps. A small group of 
observers (12) was used to determine the approxi­
mate degradation levels appropriate for identifica­
tion purposes and to make judgments to define 
differences between degradation levels which were 
approximately equal. The results of this prelimi­
nary experiment were used to degrade the photos 
used in the final experiment. 

These ten faces, each degraded at 12 subjec­
tively equal steps, were shown to 144 observers 
who picked the level of degradation that was 
judged as "good enough" for identification pur­
poses. Each observer was asked to evaluate 'all ten 
sets of photos. The average acceptable degradatlo~ 
level and the level accepted by 90 percent of the 
sampled population were determined. The corre· 
sponding degraded knife edges were microphoto­
metered and quantified into modulation transfer 
function and acutance measures. Based on relevant 
experimental studies available in the literature and 
the findings of this study, these two indices are 
recommended as alternative criteria for specifying 
the required performance of imaging devices. 

The minimum acceptable performance for dif­
ferent face sizes and viewing distances is presented 
in tabular and graphical form .. The procedures and 
background information necessary to apply these 
techniques are included. 
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2. INTRODUCTION 

In the assessment of man's performance with 
imaging devices, two disciplines are most directly 
involved: physics (stimulus) and psychology 
(response). The physics of imaging devices has 
been extensively investigated and engineering 
design of these devices is proceeding satisfactorily. 
But unless improvements intended for the user 
do in fact lead to user benefits, the effort is non­
productive. For example, it is generally agreed by 
r~searchers in the field of image quality that the 
minimum resolvable bar target (which is the test 
most often used in lens quality studies) does not 
correlate with subjective evaluation of image 
quality [1-4]. The physical descriptor of the per­
formance of an imaging device must be based on 
the respon~e of the human eye. 

In extracting information from the visual field, 
the psychophysical performance required of the 
observer depends on the type of visual information 
required. These visual tasks differ significantly in 
difficulty and complexity. At the simplest ,level is 
detection-determining the presence or absence 
of any object in the field of view. The next higher 
order of visual task performance requires the 
observer not only to detect the presence of an 
object, but also to recognize it as a member of a 
group. This level will generally require shape or 
form discrimination [5]. "The object I see is a 
triangle, a man, an animal, a gun, etc." The level 
of visual performance requirement is called recog­
nition. Detection and recognition as followed by 
identification. This level requires prior performance 
of the first and second levels, and in addition the 
observer must be able to discriminate between 
members of the:; same group. The additional per­
formance requirement is the perception of details; 
for example, features, type of gun. etc. A simple 
paradigm of the above discussion is: I see some­
thing (detection), it is a man (recognition), and 
his name is John Doe (identification). 

2.1 Ps,)'chological Factors 

All three levels of visual task performance dis-
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cussed earlier are influenced by past sensory 
experience, criterion levels, attention, attitude, 
stress, motivation, etc. [6]. These psychological 
factors, become increasingly important as the dif­
ficulty of the required visual performance is 
increased from detection to identification, and are 
assumed to be included in the obtained judgments 
of image quality. No attempt will be made in this 
paper to discuss the other psychological factors in 
detail, except for those factors directly relevant to 
the conduct of this study. For example, in prelim­
inary studies the observers frequently commented 
that their response would be dependent upon the 
importance of their reply. This and the other 
psychological variables were handled by allowing 
the subjects to react as they saw fit. The subjects 
were instructed to "Choose the photograph you 
feel is just good enough to identify the individual 
shown on the top leaf," (which contained an 
undegraded photograph). When the observers 
asked the experimenter to define "jllst good 
enough," they were told that one of the experi­
mental objectives was to determine how individuals 
defined "just good enough to identify." 

An important parameter is the confidence of the 
response. During the preliminaty phase of this 
study, a photo of John F. Kennedy was used to 
determine degradation techniques and approximate 
image degradation levels. The amount of defocus­
ing required before the observers stated they could 
not rec9gnize the photograph as John Kennedy 
was surprising. We attribute this ability to identify 
grossly degraded photos as being based on past 
experience; that is, familiarity with the face of a 
famous individual. A study by Harmon [7J is 
relevant to the above observation. He asked his 
subjects to match names with highly blurred 
portraits. Since only names were given, the ob­
servers had to be familiar with the individuals por­
trayed and had to rely on past sensory experience 
to match each face with the appropriate name. The 
observers were able to identify highly blurred faces 
which at short distances looked like cubist paint­
ings. Of the 14 faces used in the study, one was 
identified 96 percent of the time, the least identi-
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fiable was correctly identified only 10 percent of 
the time, the average being 48 percent correct 
identification. Harmon's findings on the relation 
between confidence of rating and accuracy of 
response are especially interesting and suppott the 
image quality criterion used in this study. He 
found that when the confidence rating was low the 
ratio of inconect to correct responses was about 
9:2, but at the highest confidence rating the ratio 
of correct to incorrect responses was 11: 1. The 
correlation between an observer's confidence rating 
and his error response indicates that the observer's 
subjective evaluation of image quality is related 
to identifiability. In summary, a highly degraded 
image can be identified if the individual to be 
identified is well known to the person making the 
judgment. The converse is also true; a degraded 
picture will be erroneously identified as a popular 
or familiar individual. In addition, the error rate 
drops significantly when the confidence rating is 
high. This implies that what the observer judges 
as being a good picture will correlate well with 
minimum incorrect identifications. 

It is true that when an observer is forced to 
make a choice or guess, he will be able to identify 
photos significantly more degraded than those he 
would subjectively choose as being adequate, but 
the error rate will be high. Furthermore, it is the 
observer's opinion that counts. Even if by a forced­
choice technique we prove that a given percentage 
of the people can identify faces at highly degraded 
levels, it would still be difficult to convince some 
people that they should "guess" because they would 
probably be right. In this s~udy the purpose was 
to obtain statistical data on the image quality level 
chosen as being acceptable for identification pur­
poses. To this end the criterion for image quality 
was a photo that was judged to be just good enough 
to identify the individual pictured in a high quality 
photograph. 

What are the psychophysical correlates of iden­
tificadon? There is general agreement that image 
quality cannot be completely described by a single 
physical parameter [8]. Part of this difficulty lies 
in the individua..:. definition of image quality. A 

case in point is the study by Stultz and Zweig [2]. 
They used the method of paired comparison 
(observers are asked to compare photographs, two 
at a time, and state which has more of the desired 
quality), and found that when the observers were 
asked to judge the pictures on the basis of "picture 
quality," sharpness and granularity were given 
approximately equal weights. But when these 
same observers were asked to judge the pictures 
for "definition," the results correlated highly with 
sharpness and gave a low correlation with granu­
larity. This is analogous to the intentional defocus­
ing often used by portrait photographers to obtain 
an esthetically pleasing portrait as opposed to a 
sharply focused image beneficial for identification. 

2.2 Psychophysics 

Three levels of visual task requirements have 
been described and differentiated according to the 
use to which the visual input is applied. A descrip­
tion of the three levels in terms of their psychophy­
sical correlates is necessary to indicate the change 
in the physical counterparts, if any, associated with 
each level. The basic response of the visual 
mechanism is the discrimination of changes in 
luminous intensity. In detection, this discrimina­
tion between two luminance levels-contrast 
information-is all that is required. In recognition, 
"the task consists of (1) detecting the presence 
of a signal, then (2) assigning this signal to a 
category which has definitive class properties ... 
Whatever the theoretical position investigators 
have aqopted, all agree that the contour (outline) 
of a figure is the 'cue' or tinformation' carrier for 
shape" [5]. Thus, for detection, ~, change in lum· 
inous intensity sufficient for the determination of 
the presence of a signal defines the total require­
ment, but for recognition the additional require­
ment of contour discrimination is imposed. 

Identification differs from recognition' in that 
the former involves the perception of details as 
well as contours. Identification involves the aspect 
of image quality that improves clarity of detail. 
Furthermore, as Perrin points out, "The attribute 
of a photograph that represents the clarity with 
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whid.1 details ar{: reproduced may be termed 
phoLo~lSraphic definition, and it is probably deter­
mined in large measure by the sharpness of the 
picture, .. If, as seems likely, the most important 
attribute of definition is sharpness, the criterion 
of interes,t must be some property of the micro­
densitometer trace of the edge of the image-the 
graph relating the change of density at the edge 
to the distance across the edge" [1]. Perrin's point 
of view is supported by Brainard and Caum's [9] 
results obtain~~d from their studies of differentia­
tion enhancement techniques, which involved 
modification of the edge gradients by sharpening. 
They found that the enhancement technique 
became more effective as the subject's task became 
more difficult; that is, from detection to recognition 
to identification. For example, by sharpening the 
edge gradients of their images, the relative improve­
ment in performan\~e was 35 percent for target 
detection tasks, but 110 percent for identification 
tasks. In another comparison, the relative improve­
ment of 17 percent obtained for recognition tasks 
contrasted with a 57 percent improvement for the 
I;orresponding identificfltion tasks. Fox [5] found 
that recognition thresholds were slightly more 
affected by edge gradient changes than were detec­
tion thresholds. These findings indicate the increas­
ing importance of image edge traces as task 
complexity increases, in agreement with Perrin. 

The studies discussed above indicate that in the 
evaluation of image quality for identification, as 
opposed to simple detection, the edge gradient 
appears to be an important if not the critical factor 
affecting clarity of detail. In the area of psychophy­
siology we have furthe: experimental studies indi­
cating how edge gradients can importantly affect 
what we see. In his studies of neural interaction 

, ' 
Ratliff found that the sharpness of an image is 
to a gre~t extent a function of the shape of the 
edge gradient of the image. Neural interactions 
accentuate the contrast at sharp spatial gradients 
and at discontinuities in the retinal image, resulting 
in a ucrispening" of borders and contours [10]. 
This phenomenon is caned the Mach band and 
has been extensively investigated. A comprehen-
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sive review of the experimental studies and neural 
models to explain this phenomenon has been made 
by Ratliff [11]. A good example of a similar 
phenomenon at the physical level is the contrast 
effect produced by the electrostatic field in xerog­
raphy. "Wherever there is an abrupt change from 
a light (uncharged) area to a dark (charged) 
area, more powder is attracted at the edge of the 
dark area and less at the edge of the light area 
than in the uniformly dark or uniformly light 
areas. In order to obtain a copy with continuous 
tone, a halftone screen is used to break up the 
image so that there are changes from light to dark 
everywhere" [12].As we shall see in the next 
study to be discussed, not only is the contour 
betwt!en twO areas affected by the contrast between 
those areas, but the contour itself strongly affects 
the contrast. 

O'Brien' [13] has demonstrated that by con­
tour manipulation the eye can be made to perceive 
images very different from the physical object 
distribution. Figure 1 is taken from O'Brien. The 
three (stimulus) curves to the left show the lum­
inance distributions of the obJpcts. The luminance 
differ,ences between, the left and right sides of each 
stimulus is above threshold, and in all cases the 
luminance of the left portion is less than that of 
the right. The edge gradients are different in all 
cases. The three (perception) curves to the right 
of the figure show the brightness distributions 
perceived when the object luminance distributions 
are those presented in the curves to the left. At 
the top we have the typical Mach band. A dark 
line is perceived on the darker half of the knife 
edge and g, bright line is seen on the lighter half. 
In the middle pair, although the luminance dif­
ference is above threshold, the slowly changing 
edge gradient results in the perception of a homo­
generous field. At the bottom is a dramatic' example 
of how contrast can be reversed by a proper choice 
of the flux distribution along the edge. Physically 
the luminance of the left side is lower than the 
right side, but perceptually the left portion is 
brighter than the right. Perceived contrast as well 
as the sharpeness of contours are therefore impor-. " 

FIGURE 1. The effect of edge gradient on perceived con­
trast. The lUminance distribution of the object (stimulus) 
is given on the left and the perceived image (perception) 
is shown on the right. 
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tantly influenced by the shape of the flux distribu­
tion along the boundary of an image. For this , 
reason a physical measure that is used to describe 
the clarity of details should have the edge gradient 
as its basis. 

2.3 Edge Gradie1tf 

When a uniformly illuminated field is cut 
abruptly by an adjacent uniformly dark field, we 
have a "knife edge." The luminance distribution 
along the edge separating these two fields is the 
edge gradient. Figure 2 is a schematic presentation 
of a microdensitometer trace of a knife edge. The 
ordinate is given in terms of density rather than 
transmittance or reflectance since the reponse of 
the eye to luminance differences is essentially 
logarithmic [14]. "The edge gradient distance Xn 
to Xb is the distance perpendicular to the contour. 
The quantity of interest is the slope of the gradi­
ent, b.D/ b.X. There are several ways to describe 

FIGURE 2. Hypothetical microdensitometer traces of two 
edge gradients, E and D. 
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the edge gradient and its slope. Wolfe and Eisen 
[15] have empirically shown that the maximum 
gradient slope does not correlate with sharpness. 
They have also shown that the average gradient 
slope does not correlate with sharpness. In figure 
2, curves E and D give the same average edge 
gradient. Higgins and Jones [14] found an analy­
sis of the edge gradient that did correlate well with 
sharpness. They produced edge gradients from 
knife edges under the identical conditions used by 
Wolfe and Eisen. These knife edge images were 
microphotometered and analyzed by a measure they 
called acutance. Acutance correlated 0.994 with 
the numerical index of sharpness assigned to a 
series of pictures by Wolfe and Eisen. 

2.4 Actuance 

In figure 2 the distance on the sample is divided 
into equal increments, b.X, taken between Xn 
and Xb. The slopes of the increments are squared, 
summed and divided by the number of increments. 
Mathematically, 

.Gi=I(b.D/ b.X)2/N 1. 

Higgins and Jones [14] recommend b.D/ b.X 
= 0.005 where b.X = one micrometer as the 
upper and lower limits to be considered in the 
gradient. Acutance is defined as: 

Ac=Gx2 (Db-Da) 2. 

where Db and Dn are the densities at Xb and Xn. 
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Perrin [1] suggests that sharpness is probably 
inversely proportional to the density scale and 
therefore the definition should be: 

Ac= Gx2
/ (Db-Dn) 3. 

In all further discussions acutance will be 
defined as equation (3). Other researchers have 
also used acutance and found a high correlation 
with image quality. In investigating techniques 
for enhancing image quality, Brainard and Caum 
[9] found that photo interpreters' performance is 
approximately a linear function of the logarithm 
'Of acutance. Thompson, [16] starting with the 
assumption "an image of good quality is any 
image which allows us to recognize and measure 
with high precision and accuracy an edge or 
boundary", determined the degree of agreement 
between subjective edge location by different 
observers. The standard deviation of four observ­
ers' means for each edge was taken as a measure 
of image quality. This definition of image quality 
correlated -0.80 with acutance, which is highly 
significant. 

2.5 Modulation T'ra1tSfe1' FU1tCti01t 

A very popular measure of lens and system per­
formance in use today is the modulation transfer 
function (MTF). As we shall see, the edge gra­
dient is directly related to the MTF by Fourier 
transformation. The derivative of the edge gra­
dient is called the line spread function (LSF). 
Since the first derivative is the slope of the edge 
gradient at x, a plot of the slope against x is the 
LSF. Expressed mathematically, 

LSF=A(x) =dL(x)/dx 4. 

and the edge g;adient at xo is 

f xo 
L(xo) = A(x)dx 

-Q: 
5. 

The LSF can also be thought of as the image of a 
very thin slit, although the fundamental parameter 
of modulation transfer function is the spread of 
a point source rather than a line spread. But, in 
practical miCrophotometry, a split aperture is used 
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to increase the energy available for measurement. 
Therefore, for purposes of this paper the integral 
of the point spread function in one direction) that 
is, the LSF, will be utilized. 

The luminance distribution of the image of any 
object which has constant luminance in one direc­
tion can be determined by convolution of the LSF 
with the object distribution. Let G(x) be the 
luminance distribution as a function of distance x 
for. a one-dimensional object. Take a relatively 
simple distribution, the cosine distribution: 

G(x) = bo + bl cos 271' vx 6. 

where bo is the mean luminance and bl is the 
amplitude and v the spatial frequency (see figure 
3). Given the luminance distribution of the object, 
G(x), and the LSF, A(e), the luminance of the 
image at point x is obtained by: 

F(x) = f :a A(e)G(x- e)de 7. 

this operation being called the convolution of the 
object function by the line spread function [17]. 

For the cosine object distribution we have: 

F(x) = bo f _: A(e) de + bl 

f (Xl A(e) cos271'v(x-e) de 8. 
-Q: 

We normalize eq (8) by dividing through by 

FIGURE 3. Sine·wave distribution illustrating definition of 
1 modulation=btfb,. 
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~ : A(e) de, the area under the LSF. The 

normalized equation may be rewritten as: 

F(x)=bo+bl[A(v) [cos (277'vx-c/J) 9. 

where; 

I A(v) 1= [Ac2 (v) + Al-(v)] 1/2 10. 

is the Fourier transform of the LSF, c/J is the 
phase difference between object and image) and 
the subscripts c and s refer to cosine and sine, 
respectively. The phase angle vanishes for a sym­
metrical line spread function, I A ( v) I = At) (v) ; 
that is, the MTF and optical transfer function are 
the same. P.)r purposes of this paper we will treat 
only the ~!odulus of the optical transfer function. 
A comr~ete derivation of eq (9) and a detailed 
-rrrttlssion of the phase transfer function is given 
by Lamberts [18]. In eq (9), F(x) is a maximum 
when cos (277'vx) = 1, and is at' a minimum when 
cos (277' vx) = -- 1. Therefore: 

F(x)max=bo + bll A(v) I and 

F (x) min = bo - bl I A (v) I 
Modulation is defined as: 

M= LmB" - Lmln =~ 
, Lmn" - Lmlc bo 

11. 

since Lmnx = bo + bl and Lmln = bo - bl (see fig­
ure 3). Given object modulation, M = bilbo, 
image modulation, 

[bo+b1IA(v) n2..[bo-bl[A(v) 11 
bo + b1 I A ( v) I + bo - bl I A ( v) I 
~: I A(v) I =M1 A(v) I =M 12. 

or the modulation transfer function, 

M' 
MTF(v) =IA(v) I=M 13. 

Equation (13) states that MTF is the ratio of 
the modulation in the image to that in the object. 

The two physical indexes discussed, acutance 
and modulation transfer function, will be used to 
describe the degradation acceptable for identifica­
tion purposes. They were chosen for their direct 
relation to the edge gradient. 

3. EXPERIMENT 

The purpose of this study was to determine the 
degradation tolerable in a photograph when the 
visual task is identification. This subjective evalu­
ation of the adequacy of a visual target for identifi­
cation purposes was obtained from a sampling of 
the general population. The degradation level 
acceptable by the average observer and a more 
stringent criterion, acceptable by at least 90 per­
cent of the population, were to be determined. 
These two degradation levels were, described in 
physical terms (acutance and MTF) in order that 
the image corresponding to the subjective evalu­
ations could be measured directly by physical 
techniques. 

3.1 Stimulus 

Human faces were chosen as the identification 
target since they are most frequently encountered 
in law enforcement situations. Several aspects 
were considered in choosing the faces to be used 
in the study. 1) They had to be faces unfamiliar 
to the observers. 2) They should not have special 
features such as scars that would simplify identifi­
cation. We were interested in the quality of a 
photograph required for identification of facial 
features involving clarity of details and not obvious 
characteristics like scars, hair style, beards, etc., 
which can be perceived even under highly,degraded 
conditions. 3) The photographs had to be taken 
and processed under identical conditions. 

The facial photographs were obtained from the 
local police station where facilities were available 
for taking of "mug" shots under standardcondi­
tions and procedures. The individuals were police­
men or police recruits. Although it was felt that 
the probability of an observer being famiLiar :with 
anyone of the test faces was small, all observers 
were ,told to notify the experimenter if the individ­
uals portrayed were familiar. All were Caucasian 
males with no visible scars or other distinguishing 
features. Fronc and profile shots were taken of 40 
individuals. An 8 x 10 inch photograph of a knife 
edge (one-half black and the other half white 
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FIGURE 4. Microphotometry of knife edges. The dash-dot curve is the original knife edge, 
the dashed curve is for degra'iation level 9 and the solid curve is that obtained under 
degradation level 11. 
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with a sharp separation between the two) was 
also taken under the same conditions. The edge 
gradient of the knife edge is given in figure 4. 
The 40 faces were then presented to a panel of 
observers and the judgments of these observers 
were used to obtain the ten most similar faces. 
One of the ten faces, randomly chosen, was 
degraded to 16 levels of approximately equal 
degradation steps. The vertical head size of the 
degraded photos was made one inch as recom­
mended for Credit Union Security Requirements 
[19-:-20]. The Minimum Standards for Security 
Devices states: "photographic recording, monitor­
ing or like devices capable of reproducing images 
. . . with sufficient clarity to facilitate (through 
photographs capable of being enlarged to produce 
a I-inch vert!cal head size of persons whose 
images have beetl reproduced) the identification 
and apprehension of robbers or other suspicious 
characters" [19]. The degradation was accom­
plished by defocusing. The original photographic 
print from the police department and the copying 
camera were mounted on an optical bench. The 
camera was moved a predetermined and measured 

8 

fixed distance to defocus the picture. In order to 
keep magnification constant, it was necessary in 
some cases to shift lens and film plate indepen­
dently. The pictures were taken on Pan atomic-X 
film and processed in DK-50 (1-1) for five min­
utes at 70°F to obtain a gamma of approximately 
0.8. The negatives were then contact printed on 
Kodak F-3 enlarging paper and dried unferrotyped. 

These 16 levels of degraded images of the 
same individual were presented to 12 observers 
who judged them for subjective equality of differ­
ences in degradation. This evaluation was done 
by having the observers judge the degradation 
between adjacent levels as being: very large, large, 
just right, small or very small. These same observ­
ers were also asked to choose the level of deg­
radation which they judged as being "just good 
enough" for identification' purposes. This prelim­
inary determination of the degradation level just 
good enough for identification significantly altered 
the degradation range. The preliminary photos 
were found to be overly weighted in the direction 
of toO much degradation. The data from these 12 
observers were used to make up a new set of 16 

\ 

~ 
( 

degradation levels. Of the 16 degradation levels 
for each face, only 12 were used in the experi­
ment. Five of the sets were composed of degrada­
tion levels 3-14, the other five from levels 4-15. 
The 12 degraded photos of a given individual 
were pasted on the lower leaf of a two leaf folder. 
The photographs were numbered from 1 to 12 in 
increasing levels of degradation. A sample bottom 
leaf is presented in figure 5. The eyes were not 
masked in the photographs used in the study. The 
photograph numbers do not correspond to the 
degradation levels. In order to obtain the degrada­
tion level for the sample presented in figure 5, 
add 3 to the picture number to obtain the degrada­
tion level. 

3.2 p'f'ocedure 

The observers were employees of the National 
Bureau of Standards or student-faculty of the 
University of Maryland. Their ages ranged from 
17 to 35 years; there were 55 females and 89 
males, a total of 144. The subjects were all unpaid 
volunteers. Rather than having the subjects come 
to an experimental room, the experimenter went 

to the subject; that is, subjects were tested at loca­
tions convenient for them, which were usually 
their working areas. The illumination levels were 
approximately 60 ± 20 foot ,candles. When this 
illumination condition was not fulfilled, the sub­
jects were asked to transfer to another location. 
All observers were seated and the folders were 
placed on th~ desk directly in front of them. The 
experiment started with the subjects readIng the 
instructions. (A copy of the instructions is included 
as appendix A.) The observers were then asked 
to look at the large sharp photo on ,the top leaf 
and determine what level of facial degradation 
shown on the lower leaf was good enough for 
identification purposes. No restriction was put on 
length of viewing time and number of glances 
between clear and degraded photos or between 
degradation levels. The observers had no difficulty 
following the written instructions, but several 
subjects asked what was meant by "just good 
enough." The experimenter was non-committal in 
answering this question. The subjects were told 
to define just good enough as they saw fit, and 
that part of the experiment was to formulate this 
definition for identification purposes. 

FIGURE 5. Example of stimulus used in d~termi!"!ing level of degradation tolerated In image 
identification. The eyes were not occluded in the stimuli used in the experiment. 
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3,3 Results 

There is no statistical basis for stating what 
percentage of the pO!,11ladon must be satisfied 
with the quality of .! visual image for a given 
purpose. This criterion is an arbitrary choice and 
we chose two levels, the arithmetic mean or the 
level that would be found acceptable to 50 per­
cent of the population and a more stringent criter­
ion, 90 percent acceptance. That is, in the latter 
case, 9 out of 10 observers agree that the quality 
of the picture is just good enough for identifica­
tion purposes. 

Table 1 gives the mean acceptance level for 
each of the ten photographs used in the study. 
The mean values for the different faces are not very 
different. Also included in the table is the grand 
mean (11.1) and the standard deviation (1.72) 
of all judgments. The average observer accepted 
degradation level 11.1 as acceptable for facial 
identification. That is, in order to be accepted by 
approximately one-half of the population, the tar­
get to be identified must have equal or higher 
clarity than degradation level 11.1. In order to 
include at least 90 percent of the population in 

. a normal distribution a one-tailed distribution 

requires a standard score of 1.28. This value gives 

11.1-(1.72) (1.28)=8.9 as the degradation 

level acceptable by at least 90 percent of the popu­

lation. We round these figures to 11 and 9 as the 

levels accepted by the average observer and 90 

percent of the popul~tion, respectively. 

The edge gradients for the knife edges corres­

ponding to degradation levels 9, 11 and the mas­

ter (undegraded photograph) were analyzed. The 

brightness spotmeter measured the luminance of 

a slit 2.5 x 25 micrometers on the image and the 

readings were continuously recorded on an x-y 

recorder. The grid Hnes on the recorder corres­

ponded to 32 micrometers on the image plane. 

The edge gradients are presented in figure 4 and 

table 2. (For a recent discussion and review of 

edge gradient analysis see Swing and McCamy 

[22] .. ) The master knife edge has a sharp edge 

and a significant change in the shape of the edge 

gradient is observed for degradation levels 9 and 

TABLE 2. Edge gradient of knife edge degraded identically 
to photographs acceptable by the average observer and 
90 percent of the population. 

Distance 
(Micrometers) 

380 
349 
317 
285 
254 
222 
190 
158 
127 

95 
63 
32 
o 

-32 
- 63 
- 95 
-127 
-158 
-190 
-222 
-254 
-285 
-317 
-349 
-380 
-412 
-444 
-476 
-507 
-538 
-571 

Master 

1.553 
1.538 
1.509 
1.432 
0.168 
0.070 
0.062 
0.054 
0.052 
0.051 

Optical Density 

90% of 
Mean Population 

1.222 
1.149 1.215 
1.143 1.194 
1.137 1.168 
1.125 1.137 
1.102 1.071 
1.066 0.963 
1.000 0.848 
0.889 0.733 
0.760 0.623 
0.627 0.526 
0.513 0.454 
0.424 0.384 
0.328 0.317 
0.276 0.266 
0.220 0.228 
0.178 0.196 
0.148 0.171 
0.126 0.150 
0.111 0.136 
0.098 0.124 
0.087 0.115 
0.077 0.108 
0.071 0.101 
0.070 0.096 

0.092 
0.089 
0.086 
0.082 
0.079 
0.078 

TABLE 1. The level of degradation acceptable for photographs of faces used in identification. 

Picture 1 2 3 4 5 6 7 8 9 10 Mean 
Mean 

Acceptance Level 11.4 10.8 11.3 11.5 11.6 11.4 10.6 10.5 11.2 10.9 11.1* 

':'Standard deviation=1.72. 
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FIGURE S. Line Spread Functions for the original knife edge (dash·dot). degradation 
level 9 (dash) and degradation level 11 (solid). 
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11. X = 0 represents that portion of the edge 
gradient with the largest slope.1 

A-cutance computed by eq (3) was 18.78 for 
the master, 4.35 for degradation level 9 and 3.3-9 
for degradation level 11. That is, the average 
observer will accept for identification purposes a 
photograph of a face degraded as much as a knife 

'edge degraded to give an acutance value of 3.39. 
But if we want 90 percent of the population to 
accept the photograph as JUSt good enough for 
identification purposes the acutance value must 
be increased to 4.35. . 

The LSFs derived from the edge gradients are 
graphically shown in figure 6 and the values 
given in table 3. The LSF obtained in this study 
and in most general cases, eq (4), A (e), cannot 
be expressed analytically. Therefore this function 
must be considered point by point and the Fourier 

1 The edge gradients from the degraded knife edges were not 
corrected for the small deviations from a perfect step function. 
When applied to the MTF, the corrections for the spatial fre­
quencies of interest are negligible. 

transform integration must be treated as a sum­
mation process. In mathematical notation we have; 

m 
~ 
. A(e i ) cos 27TVel 6.el 

MTF(v) = _1 __ n _______ _ 

~ A(ei) .6ei 14. 

i=n 

The MTF derived from these spread functions 
using eq (14) are presented in figure 7 and table 
4. In figure 7 the abscissa is given as frequency 
in cyel mm and cys/ deg, since in most publica­
tions on human response to sinusoidal gratings 
the data are generally presented as cyc/ deg or in 
cyc/ mm on the retina. The MTFs were not cor­
rected for the slight gradient in the master knife 
edge (see fig. 4). Figure 7 and table 4 are inter­
preted as lndicating the modulation ratio required 
between image and object when the goal is an 
image acceptable for identification purposes. The 
solid curve in figure 7 is the modulation ratio 
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accepted by the average observer. If we want to 
include not only the average observer, b~t 90 pe~­
cent of the population, the modulauon ratlo 
required is that level indicated ~Y the. dashed 
curve. For example, the modulation rauo of a 
sine wave of frequency 7.98 cyel deg should be 
0.4811 for picture clarity to be acceptable for 

. identification purposes by 9 out of 10 observers. 
When the spatial frequency is increased to 10.11 
cyc/ deg the modulation ratio r@quired is 0.3148. 
As will be shown in discussions to follow) the 
frequency and MTF relations gi:en in figure 7 
and table 4 apply only to a verucal head length· 

of 4.8 deg. 

TABLE 3. The Line Spread FUnction obtained from edge 
gradient of knife edge degraded identically to photographs 
acceptable by the average observer and 90 percent of 

the population. 

X 
(Micrometers) 

380 
349 
317 
285 
254 
222 
190 
158 
127 

95 
63 
32 
o 

- 32 
- 63 
- 95 
-127 
-158 
-190 
-222 
-254· 
-285 
-317 
-349 
-380 
-412 
-444 
-476 
-507 
-538 
-571 
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Master 

,003 
.008 
.023 
.025 
.268 

1.000 
. 009 
.003 
.002 

Reflectance 

Mean 

0.012 
0.024 
0.048 
0.084 
0.169 
0.349 
0.542 
0.747 
0.855 
0.843 
1.00 
0.843 
0.867 
0.135 
0.590 
0.446 
0.301 
0.289 
0.241 
0.229 
0.133 
0.036 
0.012 

90% of 
population 

0.014 
0.043 
0.058 
0.072 
0.174 
0.348 . 
0.478 
0.623 
0.768 
0.870 
0.783 
0.884 
1.00 
0.870 
0.725 
0.652 
0.551 
0.478 
0.348 
0.275 
0.232 
0.188 
0.174 
0.145 
0.101 
0.087 
0.087 
0.087 
0.087 
0.043 
0.014 

TABLE 4. Modulatioli Transfer Function acceptable f;~ 
identificatioli purposes by the average observer and 
percent of the observers. 

Frequency 

cyc/mm 

.1 
.2 
.3 
.4 
.5 
.6 
.7 
.8 
.9 

1.0 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
2.1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
3.0 
3.1 
3.2 
3.3 
3.4 
3.5 

cyc/deg 

.532 
1.06 
1.60 
2.13 
2.66 
3.19 
3.72 
4.26 
4.79 
5.32 
5.85 
6.38 
6.92 
7.45 
7.98 
8.51 
9,04 
9,57 

10.11 
10.64 
11.17 
11.70 
12.23 
12.77 
13.30 
13.83 
14.36 
14.89 
15.43 
15.96 
16.49 
17.02 
17.55 
18.09 
18.62 

3.4 Discussi011-

Modulation Transfer Function 
90% of 

Mean population 

.9942 .9967 

.9770 .9870 

.9492 .9710 

.9119 .9491 
,8666 .9216 
.8151 .8890 
.7591 .8520 
.7006 .8112 
.6414 .7674 
.5829 .7212 
.5267 .6734 
.4735 .6248 
.4242 .5761 
.3789 .5280 
.3378 .4811 
.3005 .4359 
.2666 .3928 
.2357 .3524 
.2073 .3148 
,1807 .2803 
.1558 .2489 
.1321 .2206 
.1096 .1955 
,0883 .1733 
.0684 .1539 
.0502 .1369 
.0338 .1222 
.0196 .1094 
.0078 .0983 

-.0015 .0884 
-.0082 .0794 
-.0125 .0712 
-.0147 .0635 
-.0150 .0561 
-.0139 .0487 

Birch [8], in reviewing the literature on image 
quality, concludes that there does not appear to.be 
one index that will fully describe image qualtty. 
However, he points out that if a required ~har­
acteristic is explicitly stated, such as detaIl of 
content, frequently a well correlated phy~ical, coun­
terpart can be found. In the introduct1~n it. was 
argued that image quality as. related to identifica­
tion involves clarity of detaIl and may be, more 
specifically defined as the sharpness. of the. image. 
Furthermore, the sharpness of an 1mage lS most 
directly influenced by the edge gradient. The meas-

FIGURE 7. The modulation ratio required between object 
and image when the intended use is image identification. 
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ure ot image quality in which the edge gradient 
is directly and fully utilized is acutance. 

The MTF may be derived from the edge gra­
dient, but as stated by Brock) [22] "There is no 
need to go all the way to the extraction of the 
MTF with inevitable errors; since all the informa­
tion resides in the edge image itself, it seems 
logical to keep as near as possible to this." If, as 
discussed in this paper, image quality for identifi­
cation is importantly dependent on the edge 
gradient, any measure that is linked only to the 
edge gradient will not be as powerful as one 
directly utilizing the primary physical variable. 
Yet, the increasing use of MTF in lens and system 
performance makes it highly desirable to utilize 
it as a common measure. Furthermore, a subjective 
image quality measure that can be directly cas­
caded with measures used to evaluate image pro­
ducing systems is preferred. From a practical 

standpoint, the observation that spatial frequencies 
.over a limited range only need be considered, 
argues strongly for MTF. The maximum and mini­
mum for sine-wave gratings of only ten selected 
frequencies need be measured. The measurement 
of maximum and minimum is a relatively simple 
task and is less susceptible to measurement error 
than edge gradient analysis. Since simplicity of 
measurement is an important criterion in the choice 
of a physical measurement technique, this argues 
for the use of MTF. Based on the arguments stated 
above, the writer recommends the use 'of the MTF 
index for image identification acceptance leveL 

The angular subtense used in this study was 
4.8 0

, a one inch (25.4 mm) vertical head height 
observed at a distance of 12 in. (304.8 mm). The 
retinal image of an object viewed at 12. in. will 
~e twice as large as that viewed at 24 in. Similarly, 
if the object size is doubled and viewing distance 
kept constant, the retinal image will be doubled. 
The MTF presented in figure 7 applies to a vertical 
head size of 4.8 0

• The MTF for angular sub tenses 
other tban that investigated in this study have been 
calculated. 

The spatial frequency relative to the image 
dimension is the pertinent parameter, that is, 
(cycldeg) (deg/vertical head length) = cyel 
vertical head length. The modulation ratio required 
for acceptance by 90 percent of the population is 
presented in figure 8 and table 5 as MTF against 
spadal frequency in cycl vertical head height. For 
example, if the vertical head height is divided into 
23 cycles, the modulation rado requjred is 0.77 . 
If there are 33 cyc of a sine-wave across the vertical 
head height of the fac:::e, then the ratio must be 
0.58; that is, (image modulation/object modula­
tion) must be 0.58 if we want the target to be 
acceptable by 90 percent of the population. No 
matter what the absolute dimension of the image, 
when the vertical head height is 33 cycles, the 
MTF must be 0.58. 

The illumination level used in this study was 
60 ± 20 foot candles. Visual performance is 
dependent on luminance; therefore, in the strict~ 

est sense, the results of this study apply only to 
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FIGURE 8. The modulation ratio required for identificat.ion 
of a face as a function of number of cycles per vertical 

head height. 
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TABLE 5. Modulation ratio of sine·wave targets required 
for image identification, where spatial frequency is given 
relative to vertical head size. 

eye per Vertical Head Modulation Transfer Function 
Length 90 Percent of Population 

2.55 0.9967 

5.09 0.9870 

7.68 0.9710 

10.22 0.9491 

12.77 0.9216 

15.31 0.8890 

17.86 0.8520 

20.45 0.8112 , 
22.99 0.7674 

25.54 0.7212 

28.08 0.6734 

30.62 0.6248 

33.22 0.5761 

35.76 0.5280 

38.30 0.4811 

40.85 0.4359 

43.39 0.3928 

45.94 0.3524 

48.53 0.3148 

51.07 0.2803 

53.62 0.2489 

56.16 0.2206 

58.70 0.1955 

61.30 0.1733 

63.84 0.1539 

66.38 0.1369 

68:93 0.1222 

71.47 0.1094 

74.06 0.0983 

76.61 0.0884 

79.15 0.0794 

81.70 0.0712 

84.24 0.0635 

86.83 0.0561 

89.38 0.0487 

14 

60 -+- 20 foot candles. The determination of the 

luminance level correction is beyond the scope 

of this study. 
The angular subtense (cycl deg) for an image 

intensifier with a 65 mm focal length objective is 
given in table 6 (see columns 1 and 2). The 
cycl mm is measured at the scope face. They were 

converted to cycl vertical head length and MTF 
values obtained from table 5 by linear interpola­
tion. Figure 9 and table 6 present the results of 
the above interpolation. The circles and crosses 
depict contrast (modulation) data obtained fro~ 
twO image intensifiers with 65 mm focal length 
objectives using a three bar crenelate target with 
a contrast of 0.95.2 Figure 9 indicates that one of 
the image intensifiers will perform satisfactorily 

2 No correction has been made for the fact that the targets 
were. not sinusoidal targets with a modulation of 1.0. 

FIGURE 9. The modulation ratio required for identification 
of a face. The parameter 2·8 deg is the angular subtense 
of the vertical head height. 
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TABLE 6. Modulation ratio of sine·wave targets required for image identification as a function of spatial frequency. The 
parameter, vertical head height, is directly related to observing distance or magnification. The spatial frequency in 
cyc/deg appiies to an image intensifier with a 65 mm focal length objective. 

Spatial Frequency Vertical Head Height in Degrees 

cyc/mm cyc/deg 2 3 4 

1 1.13 0.9935 0.9892 
2 2.27 0.9891 0.9762 0.9590 
3 3.40 0.9762 0.9493 0.9110 
4 h 4.54 0.9590 0.9107 0.8472 
5 5.67 0.9370 0.8644 0.7728 
6 6.81 0.9107 0.8109 0.6894 
7 7.94 0.8807 0.7524 0.6030 
8 9.08 0.8472 0.6894 0.5177 
9 10.21 0.8110 0.6246 0.4361 

10 11.34 0.7728 0.5610 0.3617 
11 12.48 0.7317 0.4917 0.2960 
12 13.61 0.6898 0.4363 0.2398 
13 14.75 0.6463 0.3792 0.1929 
14 15.88 0.6030 0.3274 0.1564 
15 17.02 0.5606 0.2806 0.1270 
16 18.15 0.5181 0.2397 0.1044 
17 19.28 0.4765 0.2041 0.0866 
18 20.42 0.4361 0.1732 0.0713 
19 21.55 0.3979 0:1485 0.0578 
20 22.69 0.3614 0.1271 
21 23.82 0.3274 0.1096 
22 24.96 0.2960 0.0951 
23 26.09 0.2666 0.0826 
24 27.23 0.2396 0.0713 
25 28.36 0.2151 0.0611 
26 29.49 0.1931 
27 30.63 0.1732 

for i~age sizes as small as 3 in angular subtense: 
but that the second is limited to angular sizes of 
4 0 or larger. The similarity of the image intensi­
fier and image identification functions support the 
use of this measure as the index for identification. 

Following the suggestion of Granger and Cup­
rey [23t a single number index may be obtained 
by integrating the MTF over a limited frequency 

band. They found that an MTF based index of 
image quality correlated highly with film print 
quality rank. The quality of the prints were varied 
by simple defocus, contrast loss, Gaussian degrada­
tion, simulated central obstruction of lens aperture, 
film adjacency effect and astigmatism. In instruct­
ing their subjects they carefully avoided using 
specific terminology; for example, sharpness and 
resolution. They were interested in overall judg­
ments of quality and thlls they used a paired com-

5 6 7 8 

0.9849 0.9764 0.9690 0.9593 
0.9369 0.9107 0.8806 0.8472 
0.8645 0.8114 0.7065 0.6902 
0.77i5 0.6894 0.6026 0.5177 
0.6682 0.5610 0.4565 0.3617 
0.5604 0.4357 0.3270 0.2394 
0.4563 0.3274 0.2271 0.1564 
0.3610 0;?:l94 0.1561 0.1043 
0.2808 0.1732 0.1094 l 0.0713 
0.2153 0.1273 0.0787 
0.1649 0.0951 0.0546 
0.1272 0.0714 
0.0994 0.0513 
0.0789 
0.0610 

parison technique in which the subjects were asked 
"If you could keep only one picture, which picture 
would you prefer to keep?," or "Which picture 
was taken by the better camera?" The proposed 
Subjective Quality Factor (SQF) weights the MTF 
curve by including only that portion of the spatial 
frequency spectrum important to the human eye, 
3.0 to 11.9 cycl deg.3 As can be seen in figure 7, 
this range includes the main portion of the fre­
quency spectrum of interest for identificatbn of 
a face subtending 5 0, the approximate image size 
used in this study. But for smaller angular sub­
tenses the frequency range has to increase in order 
to include the relevant frequencies. Furthermore, . 
in identification the sharpness of the image is 
assumed to be the most important parameter. 
Therefore, when image quality is restricted to 

3 In converting from line pairs/mm at the retina to cye/deg, 
17 mm was used as the interoculac distance of the eye. 
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identification, the frequency band should be 
enlarged to include higher frequenCies than those 
suggested by Granger and Cuprey, the recom­
mended range being 3-20 cyel deg. 

From l.Igure 9 it can be noted that a summation 
of MTF over the frequency range 3-20 cycl deg 
will give an index increasing with decreasing 
angular sub tense of vertical head length and will 
cover frequencies relevant to image identification 
performance. A 20 vertical head height will cover 
approl'jmateiy Va the diameter of a 18 mm scope 
face when the image intensifier has a 65 mm 
focal length objective. There is no empirical evi. 
dence to indicate which single frequency, if any, 
is more effective in image identi.ficatio." ·t~re· 

fore, a single number index based Gtc ..,lOgie 
frequency, although highly desirable, has no 
empirical justification. 

16 

4. RECOMMENDATION 

From the results of this study and the sample 
contrast measurements obtained trom two image 
intensifiers, we recommend the use of the MTF 
vs cyc! deg function as the acceptance index for 
identification. A step by step procedure and 
examples demonstrating the computation tech­
niques for this index are given in appendix B. 

For a single number index we recommend 
summation of MTF over the frequency range 
3-20 eyc! deg. In mathematical notation, 

19 
identification quality index = ~ MTFJ (H); 

i = 3, step i = 2 

where the cycl deg is taken at every other degree 
and H represents the parameter head size or view­
ing distance. 

APPENDIX A. INSTRUCTIONS 

This is a study to determine the quality of an 
image required to recognize a face from a photo­
graph. 

Please open the folder in front of you. Do it 
now. 

Look at the bottom Ieaf with the twelve facial 
photographs. As you can see, photograph 1 is the 
clearest and photograph 12 the least clear, with 
the other numbers representing intermediate 

stops. Choose the photograph you feel is JUST 
GOOD ENOUGH to identify the individual 
shown on the top leaf. When you have made your 
decision give the experimenter the photograph 
number. The photographs can be viewed in any 
sequence and you may take as long as you need. 

You will be asked to follow the same procedure 
for 9 additional faces .. Are there any questions? 
If not you may begin. 

17 
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APPENDIX B. 

Step by step procedure to obtain MTF for given 
angular subtense of vertical head height and 
spatial frequency in cyc/u, where u is the unit 
measure.' Transform line pairs/ u or cyel u to 

angular measure, eyel deg. 

cyeldeg= fd/57.3 1b 

where: f = cyel u, 
d = viewing distance or focal length, and 
f and d are in the same units. 

Example: f = 2 line pairs/ mm and d = 65 mm, 
then 2 ( 65) 157.3 = 2.27 eycl deg. 

Compute angular subtense of vertical head height 
(H). 

deg/H= (57.3H)/d 2b 

18 

where Hand d are in the same units. 

Example: H = 25 em and d ,:.-:.: 358 em, then 

(57.3) (25)/358=4deg,or 

for H measured on the face of the scope = 4.5 mm 
with objective focal length = 65 mm; 

(57.3) (4.5) /65 = 3.97 deg. 
cyelH = (deg/H) (cycl deg) 

Convert into eycles per vertical head height in 
angular notation. 

cyelH= (deg/H) (cyc/deg) 3b 

Example: cycl deg = 2.27 and deglH = 4, then 

2.27 (4) = 9.08 eye/a. 

From Table 5 find MTF by linear interpolation. 
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