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Overview 

(~ , .t 

The attached study answers in some detail three fundaHlental questions 

about Dr. Ruth Levy' s study on police selection. The questions concern what 

the researcher did or clailued to do in her reP'?):t, whether the findings should 

be applied, and finally their relation to the overall objective of improving the 

quality of per sonnel on the police force. 

The first two sections of this report sunnnarize and analyze Dr. Levy's 

report. Basically the approach is to attern.pt to identify, before hire, those 

individuals who are going to leave the force volul1tarily or for inlprOpel' con-

duct. These predictions are based on an evaluation of the background factors 

relating to an individual's personal and faluily life. SOlne of these background 

factors wer(~ found to be significant in explaining behavior after hire; for 

" 

other s she could not find significance but felt they should be included, based 

on her understanding of their psychological ilnplications. Thus, the prilnary 

predictive device is a combination of statistically deter-mined weights and 

factors and subjectively deterrn.ined ones. 

In order to demonstrate the validity of the predictive device, data was 

collected or. the factors for new hires in l~ law enforce'I":q.ent departments 

between November 1, 1968 and October 31, 1969. With from. two to fourteen 

m.onths of elapsed time she consider s the device's predictive ability to date 

and concludes that it can successful~y predict terminations Ul general and 

dismis sals in partic ular. 

1 

•• 
. -...\ 

) 
..,1 

The analysis section of this report contains a compa:rison of the 

predictive devices (the equations) used for several of the departments. 

• For Oakland in particular an analysis is made to show which of the factor s 

have the rnost influence on the predictions and the accuracy of the re sults 

• to date. Finally, the overall meaning of the practicality of the resea.:cher' s 

classified rule is considered. 

Based on the data available, our conclusion is that the re suIts should 

• not be irnpleluented. 

There are several reasons for this conclusion, which are detailed in 

• the report. First, the approach used to estirnate "the likelihood of an 

individual's predicted clas sificalion being correct is only a rough one at 

best. It could be invalid when used on a new group of individuals. Secondly, 

• the classification l'uIE~, which uses these likelihood estip"lations on the new 

hires, emphasizes the hnportance of identifying people who will ter'minate. 

This is done at the expense of eliminating people who will stay with the 

force. In other words, there is no consideration given to the proble"m of 

how lnany good people you can afford to tui'n away in your attenlpt to avoid 

• hiring a bad one. Also it is not clear what the improvement would be if the 

force were ITlade up primarily of those people who are predicted to stay with 

the force for seven years or 'more. Finally, the overall predictive ability 

• of the device has not been validated. It appears promising when' terminations 

alone are considered for several departments, but for Oakland the predictions 

• on terminations are no better than what would be expected by simply saying 

every other person you hire will terminate., That is, one could predict with 
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50% probability those who would tern1.inate. Since the se predictions are 

based on staying with the deparhnent seven years or :more, the overall 

• predictive value of the model will have to wait a few n1.ore year s. Even 

then the other objections raised may preclude its appli~abilityo 
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Sumnlary of. the Study 

Motivation. a:1c1 Objectives 

The objective of Dr. Levyl s study is the improvernent of the calibre 

of lnen on the police force. The researcher proposes to accomplish this 

~bjective by developing an ilnproved police selection technique. Motivated 

by the difficulties in describing the desired qualities and behavior of the 

ideal police officer, a screening device was constructed that purports to 

eliminate candidates with undesirable characteristics. The screening is 

accomplished by defining three distinct groups of police officers and 

predicting, before hire, into which of the groups a candidate will fall . 

The three groups are defined as: 

Currents: 

Failures: 

Non-failures: 

Officers who will renlain with the force a 
minim\.un of seven years 

. Unsuccessful police officers who will be 
separated for cause within seven years and 
be ineligible for rehire 

Police officers who, within seven years, 
will resign voluntarily and be eligible for 
rehire 

D 
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Establishment of the Independent Vari.ables 

In order to find those particular undesirable characteristics, an 

assumption was 'made that a pel.-son' s background factors as revealed in 

pre-employment inform,ation will significantly discrhninate between 

individuals in the different groups. From a previous study in which 5000 

personnel files were collected from 14 law enforce'ment jurisdictions, a 

total of 140 of these factors were sele.cted based on pre-ernployme'nt 

information. Using a standard statistical technique (regression analysis)' 

she deterlnjned how useful each of these factors was in explaining why an 

individual belonged to one of the three groups. 1 

The findings Otl those factors where the researcher reports 99% 

confidence' of their helping to explain an individual' smc'mbership in a group 

are listed in the follO\ving table. The table provides a general indication 

"of the findings on how individuals in one group differ iro1J:l those in another . 

In addition to the factors listed in the table, m.embership in a group was 

found to be significantly related to which of the 14 departments an individual 

belonged. Evidently some departrnents had a larger proportion of individuals 

in one particular group than did other s. 

1 That is, regres sion analysis was used to calculate the correlation 
coefficients between the variables or factors and the three groups and to 
establish the level of statistical significance of a factor or variable's 
ability to explain the variance bet\yeen groups. Although the specific model 
used to accornplish this is not explained, it would be possible to construct 

the appropriate one s. 
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I GROUP \. 
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1------

! 
I - I 

F;:,c1:or s Currents Failures 
i , 
I Non-failures • , 

-- - --_. 
Age at ernployment 

I 
I I oldest ! youngest 

, 'I 
Education least I I n1.ost 

! I 
- --_._-

Had police science course 'mo st likely least 1il<:ely I 
! 

, 
\ i I 

Tenure on previous jobs longest shortest I 
i I 

Dismissed from previous I jobs least likely 'most likely ! , 
I 

Vehicle code violations fewest 'most 
-

Born in city of application Ino st likely I : least likely 

I ---------------------------
Years in city of residence longest shortest J --
Number of residences fewest 1ll0st 

- -

! 
I , 

N umbe l' ofma_r_r_i_a_g_e_s ___ --1. ________ ~,_o_s_t_· - ___ 1.-________ -1 

In order to develop a consistent method for quantitatively predicting 

into which group a candidate would fall, linear discrir.nination analysis was 

used. The purpose of discriminant analysis is to classify objects (or 

individuals) into two or more exclusive categorie s (like the three groups) 

by: a set of independent variables (the background factors). This is accom-

pUshed by developing, m.athe'matically, weightings for each of the variables. 

When the weightings are multiplied by the presence, absence, or the level 

of the corresponding variables and are added together, a total score is 

prociuced for the individual. If this score is greater than a value assigned 

- 6 -
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by some predetermined rule, it is classified into one group as opposed to 

another, 

Based on the previous statistical study discussed above and on 

inferences lrOln hel' l' .::search on psychological considerations, a list of 

variables or factors was developed. A complete listing of these variables 

is attached. 2 

" 

2. See list on page 25, entitled IIDe scription of Input Variable s for 
Discriul'inant Equationsll. Three pieces of information are given on each 
variable to allow tie-in with her Fortran evaluation programs. These are: 

1. The column on the input card for an individual where the 
value for the variable appears, 

2.. The nanle of the variable as it appears in the Fortran programs. 

3. A de scription of the variable. 
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E stahlif5hment of the Equations 

" ') 
-,' 

In developing the predictive equations two approaches are used. In 

one approach discrinlinant analysis is' used to determ.ine which variables 

are Significant and to calculate their weighting. These are known as 

"En1piricalll or "Con~Futel,1I equations. In the other approach, the results 

from the first are adjusted subjectively by her knowledge of social psychology • 

These adjusted equations are known a·s "Levy" or IILogical" equations. 

Using 954 individuals 3 from. the previous study as a basis, the 

researcher developed her empirical (discrilninant) equations. She began 

by considering the following sets of two groups each: 

a. Currents vs. Failures and Non-failures lumped together 
b, Failures vs. Currents ar;td Non-Failures 1urnped together 
c, Non-failures vs. Currents and Failul'es hnnped together 

Based on which deparhnent an individual was in she segmented her 

base of 954 individuals. For each of the 14 deparhnents she determined 

~hiCh va~iables wer~ significant i:' explaining mfmberst:iP in each of th~ 

groups -(Current, Fallure, Non-fa11ure) at the 8~% conhaence level. Th1S 

" was acco'mplished by applying stepwise discriminant analysis BMD07M to 

each of the three sets (a), (b), (c), 

Next, the researcher cOlnbined departments having similar sets of 

significant variables. This led to four con~binations. On each of these 

con~binations she again found out \',1hich variables were significant in 

explaining 'membership in the groups, but this time at the 95% level. 

3 This nun:tber consisted of 495 Currents, 209 Failures, and 250 
Non-failures', 
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At this point the .researcher apparently felt she had a set of val'iab1es 

that could explain ll"lCrnbership in a group for each particulal" cOlnbination. 

(i. e., for each given subcollection of the 14 departm.cnts). To detennine 

the discriminant equation.s themselves (and hence the weightings for the 

variables), the researcher applied another discri"m.inant analysis prograITl, 

BMD04M. 4 This left a predictive equation for each group (Current, Failure, 

Non-failure) for each of the four c01nbinations • 

In order to either validate or disprove the predictive ability of her 

equations, a study is currently being conducted on 1765 new officers hired 

by the 14 depart~ents between Novem.ber 1, 1968 and October 31, 1969. 

In addition to testing the empirical equations discussed above the researcher 

has con.structed the logically derived 01' Levy equations. TheBe were 

developed for i:wo reasons. First: Dr. Levy apparently feels the exten·t 

to which people differ with respect to some of the independent variables has 

changed between the base group and the new hires in the present study. 

Hence, she luodified son"le of the weightings for these variables. For 
. 

exa1TI.p1e, in. Oakland, a larger portion of the new hires had taken. po1i~e 

science courses than in the base group. Therefore, the weighting on this 

variable was reduced to zero. Secondly, some of the variables were not 

found to be st8.tistically significant in explaining m.eITlbership in a group 

even though her research on their psychological i1nplications indicated 

their usefulness for prediction. After arriving at weightings for these 

4 Thi.s may have been done because it was felt BMD041vf. was easier 
to interpret. 
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variables by department, Dr. Levy adds theln into the 1uodified eD1pirical 

equations to forITl the logical or Levy equations. 

To devise a rule for pr<2!dicting the das sification of individuals in 

her current study, the researc.her drew from. the results of. the developluent 

of the em.pirical equations. For each group (Current, Failure, Non-failure) 

associated with each department cOITlbination, a ranking of each indivic1nal 

by score was obtained. To arrive at the probability o~ correct classification 

(her a posteriori percents) the ·ITleTnbers of the opposite groups that fell 

within a given level ill the ranking were simply tallied. For exan"lple, 

suppose the equation for predicting failures in th~ department combination 

that includes Oakland had been based on 200 (out of the initial 954) 

individuals. Sorne of these 200 are Currents or Non-failures. If vIe look 

at those indivj rl11rl.l s having the top 10% of the Failnre score s and find 18 

were actually FaUUl'es while 2 are either Currents or Non-failures, we 

m.ight say that any individual \vb.o score s in the top 10% has an 18/20 or a 

90% chance of actually being a Failure . 

In this ·ITlanner the researcher constructs a relationship to derive an 

individual! s percent fr01TI his relative ranki.ng for each group within each 

department cOl'Y'hination. After evaluating their score s from the appropriate 

di~criminant equation (both en"lpirical and I.Jevy) and ranking them., this 

relationship was then applied to the individuals in the current study. Thus 

determined. an individual! s percent for each group is used to predict his 

classification in the following nJ.anner: 

10 
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1. If his Failure percenLage ;,s greater than 440/0 and is also greater 
than his Non-failure percenta.ge then. prediction is Fa.ilure. 

2. If his Non-failure percentage is greater than 450/0 then prediction 

, is Non-failure. 

3. If h':"s Current percentage is greater than 390/0 and FaUnre percentage 

is less than 390/0 then prediction is Current. 

4. Everything else re!Dains uncla s sified. 
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Results and Conclusions 

. The validity of the predictiol1::: as of January 1970, on 1056
5 

of the 

original 1765 new hires beL'ween November 1, 1968 and October 31, 1969 

is summarized in. the clas sification table below for her Levy or Logical 

equations: 

Pred:icted Classification 

Actual 
clas s1£i-
r..j'.l.tion as 20 

of Jan. 
_ .... --_ .. _---

1970 1056 

As an illustration of hoW to read the table, consider the 80 people 

that were actually Failures. Of the 80, Dr. Levy predicted 16 would be 

Currents, 43 were correctly predicted as Failures, 10 as Non-failures, 

and no predictions were !Dade on 11 of the individuals that failed. Assuming 

that all of the eleven Non-failures whose predictive category cannot be 

distinguished were predicted correctly, the researcher would have had 

371 Currents, 43 Failures, and 11 Non-Failures correctly classified or 

5 166 individuals lacked SOlne necessary date and the 543 C2.ses from 

the sheriff! s office were not included. 
6 The report does not contain suHicient infonnation to break down actual 

Currents and Nori-failures into predicted Fail. and Non-fai.l. 

- 12 -
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about 40% correctly classified. This can be comp::tred with 360/0
7 

which 

would be the percent that would have been correctly clas sHied on a strictly 

randOln basis. 

Finally the researcher detennines what is referred to as lip values", 

After testing the distribution of predicted term.inations 8 against actual 

terminations she finds p = . 14 for the elnpirica1 equations and p = • 001 

for the Logical ones. She offers no explanation of ho",? these p values were 

calculated and little as to how they should be interpreted. Our guess is 

that they are the result of a chi square test which can be applied in the 

following Inanner: 

1. The Failure and Non-Failure groups are lumped together as 

Tenninations and the das sification table is reduced to: 

Predicted Classifications 

Actual 
clas sifica
tion as of 
Jan. 1970 

, 

Currents 

Terminations 

Predicted 

\ 

\ 
I , 

\ 

\ 

Current \ 
I 

I 
371 

31 

402' 

Term.in. I Not Class. Actual 
,- _ .. _ ... -_.-.. _-

418 167 956 

64 15 100 
. 

482, 182 1056' 

2. The hypothesis that the entries in the table are on a proportionate 

bas~s (i. e., are as can be expected on a strictly random basis) is then tested 

7 Found by ITll1ltiplying the proportion actual by the proportion predicted for 

each group and sumITling. 

8 Here the Failure and Non-failure groups have been lumped together. 
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by the chi. square te st. 

3, The test sho\vs the hypothesis can be rejected \vith a probability 

equal to p in that a true hypothesis is being rejected. In other words the: 

probability that the entries have occurred tho \vay. they have, solely by chance, 

is one in a thousand for the logical equations. 

A ssum.ing a sirn,ilar interpl'etation on. p values frOln testing the 

distribution of the predicted classification vs. the distribution of the actual 

failures, P = .05 for the empirical equations and is less than. 001 for the 

logical ones. 

Based on these p values and on perfor'mance' to date; Dr. Levy 

concludes: 

1. 

2. 

A Tl'lodel (the Logical equations) based on pre-employment 
factors can successfully predict which recruits w:ill tel'n'tinate 

after 2 - 14 months. 

This 'model will also successfully predict which recruits will 

be failures after 2 - 14 m.onths. 

. .. 
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• 

• 

• 

• 

'. 
• 

• 

A nalysis of the Rc suits 

The Discl'il'rJinant Equations 

r 

.,.~.) 

A ttachec1 al.'e two tables illustrating the actual equations developed 

f:rom the study. The weighting factors associated with each variable were 

'obtained from the l'esearcher's Fortran programs. These progralus are used· 

to evaluate the scores of the Logical and Empirical equati.ons for each of the 

three IF oups, to sort and rank each indi.vidual by score, and to as sign the 

appropriate percent depending on his ranking. The weights in the programs 

were checked against any lists of weights provided. if available and weTe 

fm.1.11cl to correspond. 

The first of the two tables, COlugarison of Empirical Equations, shows 

Oakland" San Jose, and Los Angeles. 9 These are for the empirically derived 

equatiolls. ' A blank corresponding to a particular variable or fa.ctor indicates 

that variable is not used in determining individual's group score for that 

,city's eq).lation. A s an eXaluple of how to use the information to compute a 

pel'son's scoro, assume we want to evaluate a person' s Failure Score for 

Oakland. Suppose he has a tatoo, has had a police science course; has been 

discharged from two previous jobs, has never been a sworn policemen, and 

has had th).'ee pl'evious jobs. His score would be 45 (17 xl - 12 x 1 f 6 x 1 .f. 14 x 0-

2 x3/40 ::: 45). There is not much similarity between the three cities with 

9 Data not available for Long Beach police department for the E'mpirical 
equatiol1s. 

- 15 -

• 
respect to which variables can be used fO'r prediction or which ones a.re 

I 

I 
• relatively :rnore significant. 

The second table, Comparison of Logical Equations, follows the same 

• for'mat as the first. These Logical equations exhibit a great dealluore 

similarity than do the Empirical ones. The variables have been grouped 
, . 

to highlight their similarity. Notice tne Long Beach equations are almost 

• identical to the Oakland one s and the Non-fail equations are nearly the sa'me 

for all cHie s . 

• 

• 

,'-'or 
, 1 

.. 

• 

, 

1
,:11:·, , 
~ 

, . 

- 16 -



• . , 

• 

• 

• 

• 

• 

• 

• 

• 

!~ 
:~ 

i 

•• ~ •..• 
.!I'i .~ 

' .. 
" . ~ 

A nalYf'iS for Oakland 

are: 

Two questions that m.ust be asked of any discriminant analysis study 

1. 

2. 

Which variables or factors have the most influence in 
determ5 ning an individual! s score for each of the groups? 

How accurate are these variables in predicting an individual's 

actual classification? 

To answer the first question we need to consider the size of the weights 

of sl
'gtl) for each of the factor s and then to rank the factor s 

(regal-'dles s 

h 
. 'ht This aplHoach would be successful except the 

acconHng to t cnr we1g ~. 

values over which the variables can range is much greater for 's01ne variables 

than. fo)~ otbers. Hence, given the Salne weight a variable which varies over 

of value
s has rnuch more influence than one with a smaller 

a e:reatel' range 

Fortunately this problem can be corrected by multiplying the weights 
range. 

b
'l't (the standard deviation) of the corresponding 

by the arnount of varia 1 1 'y 

factor. 

The result of applying this type of analysis to the factor s (or variables) 

. tt J' , 110 e.quatl'on for Oakland is presented in the attached table, 
1n . 1(1 ...Iog1c a 

Since the Failure 
ptandarc1i7..ed Weights for the Logical Oakland Factors. 

group is the main group of interest in the study, the table has been co?structe~ 
of the factor s used for pr edi~ting which 

to highlight the relative importance 

in.divic1t.;~als will fall in this group. 

10 Slnce the main emphasis is on the Logical or Levy equations this analysi.s 

has not been done for the empirical or computer equations • 
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Based on the classification. rule for 'assigning individuals to groups for 

Oakland, additional analysis shows the five statistically l'nost ilnportant 

factor s overall are: 

1. 
2. 
3. 
4. 
5. 

Years of educati.on 
Never having been Dl.arried 
Number of years, in California after 16 years of age 
An incorrect application blank 
Having a tatoo 

Again, these are the factors hnportant to her classification scheme and not 

necessarily to an individual's actual classification. To deterrn.ine the latter 

it would be neces sary to exaluine her base data. 

To measure the accuracy of the variable's ability to predict an individual's ' 

classification we need to cOlnpare her predicted classification aga.inst 'an 

individual's actual clas sification. The finding s as of January 1970 for 13 of 

the 14 departments were discussed in the sunJ.:mary of. her study. The results 

for Oakland as of February 1, 197 J..:are pre sented in the attached table, 

Oakland Classification Tables. This table shO\vs her perforrnance to date 

for both the Empirical and Logical equations. An analysis of the results 

,from this table shows the following: 

1. ~irical Predictions: Using her classification rule, 33 Currents, 

'2 Failures and 1 Non-failure are correctly assigned. This is 36 out of 83 or 

43%, overall. The 43% can be corrtpared with 45% which'is what. would be 

expected if individuals were assigned to their predicted classifications in the 

same propol'Hon but on a strictly random basis. Hence, overall she is not 

doing as well as pure chance. In 10'aking at only those individuals that left 

- 18 -
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the force, 4 out of the 10 that left were predicted to leave. This 40% can be 

• cor11pal'cd to 530/0 which one would expect to get right on a random. basis . 

(She has 27 classified as Failures and 17 classified as Non.-failures and 

4·4/83 :: 53%). 

• 2. ~ical Predictions: U sing the researcher IS clas sification rule, 

37 Cnrrents, 5 Failures and 0 Non-failures are correctly assigned. This is 

• 42 out of 83 or 500/0 correctly assigned overall. The 5Q% can be cO'mpared 

wi.th 47% which is the amount th?J.t would be correctly classified by chance. 

Again, looking at just those individuals that left the force, Dr. Levy had 5 

• out of 10 01' 50% correctly classified. There is also a 50% chance of 

classifying SO'lneone to leave the force on a strictly randorn basis given 

• the )'05earche1,1 s proportion classified as Failures and Non-failnres . 

Those results do not indicate success in p:l..'eciic..:i.:ing i.l.n LllJ.i.viciual's 

I classification to date. A list of the il1.dividuals for Oakland, their scores, 

t. and their predicted classification has. been provided. With this information 

it will be possible to determine the validity of her predictions after a period 

• of time that corresponds more closely to the seven years used in defining 

the three groups. 

• 

•• 
o 

~; 
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The Classification Rule 

In order to usc c1iscri.rninant analysis, a classification rule must be 

developed for assigning individuals to groups. Norm.ally this rule is used by 

comparing the scores honl. the discriminant equations against a pre-determ.ined 

value. This value is based on what chance one is \villing to take on being 

wrong in his classification. The scores thernselves define the chance of 

being correct provided they were calculated by a valid discriminal'l1: analysis 

study . 

A s explained in the summary, the method the researcher used to 

calculate this chance is that of associating the ranking with the percent 

. correctly clas sified. The percentage as signnl.ent as it appear s in the Fortran 

Pl'ogra'm. for Oaklatld is shown in the attached table, Ra nk to Perc~!atage 

Conversion. This assignment relationship appears to com.e from ihe base of 

the original 954 individuals. If this is true, there is no reason to assume 

that the present sample of new hires will have the same rank to percent 

correctly classified percentage. 

Two rather obvious problems arise due to this ranking process. First, 

since it is the ranking of scores rather than the score itselfll that as signs 

,. 
the probabi:ity, there is no way to assign one individual at a time. Further, 

let us suppose a. set of indi.viduals all have about the same scores and they 

are all low. If the equation is the one that predicts Failures, then the 

11 Although in tllC packet of infonnation Dr'. Levy associates actual !';corcs 
with percent, probabilities, it is apparenH)r only after ranking the scores with 
the com.puter program. 
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, I the lll'giles i ' of these low scores \vill be assigned a hi.gh chance indivi.duals W1.i 1 ~ 

a {at'lure, when in fact none of them. should be classified in of ac tually bei.ng 

tbe Failure group. 

Next, let US consider the deci.sion rule 'itself. Without a classification 

1'u1e that will accomplish a well defi.ned and relevant objective, the study has 

no immediate practical value. In thi.s study a relevant objective might have 

been to minilnize the total cost (~.nclllding social cost) of hiring 'mistakes. 

Noticc, one cannot say I1maximize the effectiveness or 'maximize the efficiency 

(cffectiveness/cost) of the force" because this parti.cular study does not deal 

with the question of individual job proficiency. 

To accom.plish a relevant objective it \vould firs~ be necessary to know 

'what actioll..\vas to be taken on an individual, given his classification in one 

1 ·~ecoll.a-l·y, 1';· wO"lld be nel:e8SdL"y to know -,vhat the of tIle tHee groups. '-' ... ~ 

penalties are for taking the prescribed action on an individual. In oiher words, 

what are the costs for being wrong. Then, after looking at an individual's 

scores to find the correct probability that he belongs to each group, it would . . . 

. be possible to choose the classification and take the corresponding action 

that minimized the expected or average cost of hiring the individual. 

The rule itself i.s outlined in the first section of the report. It is doubt-

ful \hat the :t:eseal'cher used the foregoing approacll in arriving at this 

classification rule, The effect of the rule is to emphasize the importance of 

identifying the Failures and Non-failures at the expense of m.isclassi£ying 

SOlne of the Curl.'ents. 
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Should the Study be Used? 

C ol1clusiOI1S 

To use the study as it stands, si.mply obtain the values cf the pre-

employment factors and multi.ply them by the appropriate weights given in 

the table, Comparison of Logical Equations. After surnm.ing to obtain a 

score, use ,.h,'! data in Dr. Levy's infol'lnation packet to convert the scores 

to percents for each of the equat'ioi.is. Next apply the clas sification rule to 

the percents to arrive at each individual's classification. The final step 

would be to take action on the information just obi'ain.ed. 

Our recommendation is that the study, 1. e., the information obtainable 

. froln tbe equations, should not be acted upon. The reasons for this recom-

mendatioll are as follows: 

1. First, the study has not been validated. As of January 1970, 

with hvo to fourteen months' experie,nce Oll the new hires for 13 departn'lents, 

she has 40% correct classifications. This 40% can be compared to 36% 

which is what would be expected if individuals were as signed to their predicted 

classifications in the same proportion but on a strictly randol'll basis. Hence, 

overall the researcher' s scheme is not 'much better thrlll pure chance. Looking 

at the Failures and Non-failures as a group, Dr. Levy does better- -with 64% 

correct vs. 46% correct on a random basis (for Oakland alone, only 50% 

correct predictions vs. 50% on a random basis). As 'mentioned earlier, 

this is a result of the decision rule's emphasis 'on catching the Fai.lures and 

'0 , 
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the Non-failures. It wiJl probably be three or four more years before any 

valid conclusions can be drawn . 

2. Secondly, the approach used to develop the probabi.lity of co'1'rect 

classificat10n provides only a rough. estimate of their true value and cannot 

confidently be applied to a sd of individuals different from the base group. 

It should be noted that Dr. Levy cannot ptoper~y estimate probabilities wUh 

the Logical or Levy equatlon since she has abandoned the statistical derivation 

of the equation in favor of judglTIent. 

3. A side from the problelTI that the decision rule te sts percentages 

which Inay not be accurately estimated, there appears to be little consideration 

given to both sides of the hiring problem. In other words, how 'many good 

,men can you afford to turn away in your attempt to avoid the hiring of a bad 

one? 

4, Finally, it should be deterrnined if a police force priinarily 'made 

up of individuals hom the group classified as Currents by the equations would 

be de sirable. 
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Extcn sion. of the Findings to Future Stndic s 

, ..... , 

0' I ,,' ...... ,; 

A ssun"ling that Dr. L evy 1 s study turns out to be valid, one result of 

its application would be to reduce turnover. In the sense of retaining good 

officers, reducing training and hi.ring costs, not employing people that will 

turn o'ut bat], and having a lUore experienced force, this is a good objective • 

It is a questi.onab~e objective in the sense of selecting only those people \"'ho 

have the greatest likeli.hood of remaining for 'more than seven years. To 

resolve this question it is necessary to determine ·:f there is a correlation 

between performance and score by group (particularly the CL'trrent group) . 

Any future st.udy should be .designed to OVerC01TIC the objoctions raised 

in this repor,t. A d<l1.tionalJ.y, a sa'mpling of individuals should be set aside 

£1'011'1 the base sam.ple in ordcJ' to i.nlll.l.cdiately validate the results. Fi.nally, 

sO'me of the background factor 5 that are significant in explaini.ng behavior 

after hi.re will undoubtedly prove to be useful and should properly be included 

in any future study. 
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DESCRIPTION OF INPUT VARIABLES FOR DISCRliv.tINANT EQUA TIONS ~:! 

Col Code 

1-6 ID 
7 DEL 

8 Q(l) 

9 Q(Z) 
10-11 Q (.3) 

12-13 Q(4) 
14-15 JS11)S(1) 
16-17 ,}S1BS(2) 

IS JSl1)S(3) 
19 JSIBS(4) 
20 ~! (1) 
21 i~! ( 2) 
22 ~·1 (:)) 
23 ~·I ( <1) 
24 :,1 (5) 
2S i·l (6) 
26 ~.; (7) 
27 ' }of (8) 
28 ~! (9) 
29 ~! (10) 
30 M(1l). 
31 ~I(l2) . 
32 [·1 (13) 
33 }1 (14 ) 
34 ~.~ (15) 
:)5 1-1(16) 
3G ~! (17) 
37 ~1 (1 S) 
38 ~1(19) 

Format 

16 
II 

II 

11 
12 

12 
12 
12 
II 
II 
" 
" 
" 
II 

II 

II 

" 
" 
1\ 

II 

II 

" 
It 

II 

II 

II 

II 

" 
" 

. ____________ D_c_s_cri~tio_n __________________________ _ 

ID >.lumber 
N=No military 5ervice~ *case dclcted for conflicting or in

sufficient information 
Rcason for bcco~jng police officer (l=work with people, 2= 

influenced. 3=intcrest, 4=service mankind) 
Numbcr of m3rria~;es (jf 0(2);1, Divor.=l) 
f\.r.. c (It first marTiagc (=0 if not marricd, =17 if 18, =23 if 
)- 22) 

'Ap:,e at hirth of first child (same as nhove) 
Totn1 nunher of childrcn in faJ:li Iv 
Applicant's birth order 
Applicant is last born 
Anplicant is first born 
is n Jr. 
hns (] tntoo 
police scienc~ course 
nolice naior 
~oes not ~rink alcohol 
necrro .-. 

, 

divorced, scparnted or had marriage annulled 

dischRrged fr08 nrcvious jobs 
received disho~ors in militRry or in school 
lied or blundered on application blank 

unstahle paTents, divorced, scparated, etc. 
Jivorced or separated parents 
dead parent 

memher of fami:y was (is) nolice officer 
fathcr was (is) police officer 

>:' See footnote (2) on page? 

.~~ .. ~ ~ 
, . j 
• ". 4!. . "~1 ..,' .• '1.' I' 1 it 
~l .,.i' '! 

Il .. ' , r j:, f '. -.:,' 
~. j;{J: : .. J'.:~J .<~ 1· .. ,,· .!r{: .'0 

. 11~U;~:;-':i i' 
Col :}",,',~,odc 

-_.- c
1 
:·t~~;~,r:- -,-. 

39 ';'< 1·1 (20) 
40 

.. 
" 1'-'1(21) 

41 rl (22) 
42 1'>1 (23) 
43 ;'\(24) 
44 1'.\ (25) 
45 ~,!(26) 

46 :\1(27) 
47 "F? <\) 1 \. ... " 

48 \.1(29) 
49 j\! (30) 
50 ~,!(3l) 

51-52 \1 (.,. 2) ,. .) 

53-54 1'-\ (33) 
55 GI:1) 

56 - 5 7 0>,; En 
ss t! PO 

/1" '-lj t GUARD 'k' { . '«it-' . COP f .. ~li;'I; . ,>:,-", ', .. 
JOnS 
~!1L 
l·lP 
~!T LRES 
}iT LACT 
YRS~TIL 
RANK 
1\/\ VY 
m:STD 
YHSCAL 
B~~PA 

p 

P.T 
nx 
DXF 

80 LC 

Format 

II 
I! 

" 
II 

" 
II 

" 
" 
" 
" 
II 

II 

12 
12 
II 
12 
11 
II 
II 
12 
II 
II 
11 
II 
12 
II 
II 
12 
12 
II 
11 
11 
11 
11 
II 

Descrintion .-------------- -------------

brother is (was) police officer 
other relative is (~as) cop 

negative references (regardlcss of source) 
\I II er.1plover 
" II secon~ employer 
" II character l'cfercnce 
11 1° school 
\I I: neir;hhor or landloT<l or wife 

negative Tecommendat ion' by, b8 ck.grOlmd invest iga tor 
II II " :intcrviewcr 
11 II 11 psychi(ltrist, psychologist, or 

hcight 
age 

eX3Dining physician 

GED or ot1ler highschool equivalency (no highschool dipoloma) 
years education 
was sworn ~olice officer 
corrections officer. ~uard, etc. (not sworn police officer) 
PO and/or G1JAIW and/or military police 
number of johs 
served in military , 
was rtP 
was in rcscrve unit (only) 
was on active duty 
ycars in mil:itary 
hi!~hest ran1-: achieved in last active mili tarv service 
ac~ivc Navy • 
nu~her of TcsiJcnccs 
yehrs in California after age 16 
horn in city he resides at time of application 
adult arrcsts fOT penal codc violations 
juvenilc arrests for penal code violations 
law enforcement rintrance tcsts takcn previously 
13\"1 cnforcemcnt entrancc tests fail cd previously 
coder (l-cook. 2-Lcvy) 

I 
i 

""' .. 

• 

,( "-. . ; 
"-," 

; . i 
0' 



~ 

~~ .. ~),.Q;t& .~~~~::.~ ..... ~~~~ ... ~-~ ........ ~------------
-~ 

• • • . '. ( 

,--

N l<') 

• t<') "- t'"l r-I "- t<') NO < r-I rl 
CJ~ + + I + I I + h 
~ 
ri t<') 

'M I; 
\C r-I \0 N ~ In 0 

GU) + I + + I I + f.!.. 
I 

• h 
O~ C'1 C'l C N a 

Z < rl N 
C I + I I + 

• (J) 
(J) z (:il 0 r.:) H 

<I~ N 
0 "- NO 
r-I rl ri 

~r+ + I I + + 

f:-I (:il () 

§ 0 
z a ~ 

• (:il (J) 

r.:) 0 
~ H 
0 
H 

r4 ~ H 

h t<') 
;:J ~ t"") t<') «:T rl ro "- 0 
r-\ I; N rl r-I !J) 
'M u; + + + ;- I I I + r: 
f..t. ~ 

~ l' N \0 '<:t N 0 ..-:: rl r-I r-C «:T 
0 + I + + I + 

~ (J) 

~ 0 

• (:il 
I..., 

, Z 
•. -l A" 

0 .... 
if) 

rl~1 N 
If) r-C tr) rl "- If) c:: 

rl If) 

"'i I I + I + I + 

z 
0 

~ ~ 

• r4 Z 
(,., Pi j 

~ 
~ 
~ 0 0 u 

~. 
- ---{J 

::: 0 
() '<:t N rl NN 00 c:: 
f-< C'l rl rl 
l-< V; I I a + + , + r_ 
~, 

U -
~ 

C 
'<:t NC N c- C- 0 < r-I rl rl rl C + I I + + I + 

• a 

• 

Q) I 
C) l-< ;.... 
U ~, r.:! :>, I ,-... (/) 0 
r.:! h ~ (/) l-< 'M N +J >-C!) ~ 0 f.: r.:! CI! (/) .'-J (/).rl 

'M 0 'rl 0 0"0 U) ~J (:) 4-i \I) Or:::: 
U ;.... -I-J U·rl ~ ..c: 'M ;.... 'rl l-< l-< 
(/) ~ ~ 'rl +J ~ Orl rl >-~ c: 

I 
Ur-I U ;: 'r-..r-; :>,4-< r:) ~ CJ 

<J) "Cl If) ;:J 0 (l) t:t; E >- 0 r:....;\O 0 
0 U 0.0 "0 ~f-< l.;-I- c::l rl-lJ..c 
O'rl t.r.O 0 h l-< 0 ..... Z h (/) ::: r-I .-

U) {.J r-I H 'r-, h 0 C) 'M 0 O'M f-< .... U)'"O -' r.;.< ,~ 0 0 \.) ~ ~ U t) H (l..c U (J'O :-.: () 
H +J ~ If • .-C \I) 0 0 ·t~ Or-:; :> \!! ~ Vl-I-J c":..!: U 
(:Q f-< U ;::l C.J :.,: l/) t;...! ...c C.J ~ ·rl ;::l 0 lo-<l;.... I < Vl til ;:J Vl 0 t.: Vl Vl ~L.... ~ ::> ;:: .J.J r.:!"O :>" d L....,.--. +J 
H C';! d O·rl.M G h ~ 0 ;::J lo-< U I erl h t:::::: ~,.c:: u r-,j ;:... I c-J U) I h CJ til r:) I " '---" ro >-> < I I I ...-. Q) tj~ I (/) ~.c. < .. ~ -;J > ,......,,-... ,.. .... t"") ? ;:: ::::: V; I ;;:>--H r:....; 00 '.1"1 

Nt"") C'l (',1 I , < r.- ~ I ;:"'V; V; 1=:::'- t:: ....,-
........ '-..1 '-" ~CC::; OHC-<:":"; e:-.: I H 0 ..... _w - ~~~C; r-;~:::/:~ ;>. f"' ,.... 

U ,.::., ,.-:!. - , ...... -
0 

---------~--- - 27 -

~ 
o 

\/, 
'M '"0 

(!) 
(/)~ 

0C1S 
t:r,U 
\.l.~ 

~n ro 
He: 
H·rl (/) 
t'j H 
~ (/) r;j 

'M () 
4-1 :>-. 
O~ 

hC 
$-.. <J) rl 
o ~ 

..nrl4-i 
EM 0 
::l ;:5 
r.:! h }-< 

h (J 
<J)CO.c 
~ g:; 
.jJ ~ ;:5 

(";j ~ 
4-l~ 
'M g:; 
~ h ;:5 

rl 0 E: 
n -rl 
~ • >< 
O'VG 
~CJg:; 
H +J 
~~c;l 

) 
,-,OMPARISON OF LOGICA L EQUATIl.,;:; 

OAI<LAND - LONG BEACH - SAN JOSE - LOS ANGELES 

--------------------~--------------------~'----~~~--------.-~--~~~------CurrC'nt i Fnil 1, ~on-r~il l. 
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lsB .11'. I ! i, +6 +6 +6 +(, 

father policeman i II ; +3 1 +3 1 +3 +3 
no. Juv. nrrcsts(J) I !. 1+2 !+2 1+2 +2 
last born II 1-1_ 3 +3 +3 +2 I I 
inconcct apnlic. I -3 !.+1(), +10 +1.0 +10 I, -3 -3 -3 
tln5t:1hlc p.:lTcnts ? \ -2 -2 -3 11+10; +]0 +10 +10 
nop. TCC bkf.:"d invcst(~)! -2 -2 -2 \ +3 1+3 +3 +3 I- -1 -1 1'-1 
previous fUll PD exam -5 -5 -5 -3 +5 +S +5 +S 
no job"s but prev. mil. -8 -8 -8 ! 
has tatoo +17 +17 +5 +5 I I 
fired fTom past jobs -10 -10 -24 -S +6 +6 +23 +10 
dishonors school or mil +6 +6 +3 +4 
dend parent (2) +9 +9 +3 +4 
any neg reference +3 +3 +? +2 
age 
hig11schoo1 equivalency 
ex" guard or carr off 
h'ns NP 

-2 -2 '+3 +3 
+4 
-3 

i 
I 
I 

! -1 
1-2 

-1 
-2 

-1 

-4 

-1 

no. of(7~sidences 
(It'c 21 J 

-1 -1 
+6 
-1 -1 +1 +1 +1/2 +1 

h~s been divorced 
first born 
divorced parents 
ncg rec intervicwer(2) 
years education 
served in military 
adul t -arrests (1) 
born in citv of qnnlic 
no yrs in C~lif(3) 
activo r\avv 

-2 
-17 

-1 
-2 
-2 
-4 

+9 

+4 

-2 
-17 

-2 
-s 
-5 

+9 
+1 

-8 

-1 
-2 
-2 
+3 

+9 

+6 +2 

-5 

-1 

+3 

1
+1/2 
+3 

+2 
+6 
+3 
+2 

+2 
+6 

+2 
+3 

+2 +2 
+14 +3 
-2 -5 

I 

+1 
+3 

-3 
+3 

-1/3 

+1 
+2 

+3 

-1 
+6 
+4 

+3 +3 

-1 -1 
+6 +3 
+4 -1 
-3' - 4 +3 1-3 

-1/21=~· =~ -2 
+1 no. of joh~ 4 

rank correction(') 
never married 

1+1 
-* I -1 

-1/2* -,: 
I , 
! ~. 

-1/2-;:1' +i: 
+1 +1 

+.* I 

no jobs & no military 
reason joining force 
police scibnce course 
was sworn policeman (6) 
age at bTth 1st chid 

-4 -8(5) -4(5) -3 
"1·4 
-2 

Constant term +100 +92 +100 +50 

maximum number of three 

+9 

+5 _ +9(5) +S(5) +5 
~~: 

+2 

+40 +49 

+3 
+1 
+50 

+1 
+10 

-2 

+20 +20 +0 

+3 

+3 

-3 

-1/3 
-3 
+1/2 I 

+0 

(1) 
(2) 
(3) 
(4 ) 

(5) 

if recommendation is strictly against hiTe then the weighting is doubled. 
a maximum number of ten vears. The number of years is after age J6. 
If militarY rank 5. then- *=0: if rank is less than 4 and venrs l'lilitarv is 1ess 
thna 4 thc~ *=(4-rank)2; if rank is less than Sand yenrs'military is ~reater 
thon 3 then *=(5-rnnk)2; otherwise *=0 

(6) 
• I 

(7) 

If a single reason (ie .• onc and only one) is ~ivcn for wnnting to become ~ 
police officer, the sign (±) ch~n~cs and this factor also becomes a variable. 
Thnt is the \.;eight of this new :lddetl variable is the same and it has the oT1posi te 
sign (±). The ,\'ei1!ht given is for reason heing service to mankind. 
If age at birth of first child is 14 or o]dcr but less than 22. then mu1 tip1y 
the ,·:cjr!llting hy (n.gc at hirth of first child-2l)L othen-ise multiply by 0 
age 21=0 if age is greater than 22. If age=22, then nflc 21=1. If age is less 
than 22, age 21=4. 
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STANDi\RDIZED ,\YEIGHTS FOR THE LOGICA L 

OAl<:LAND FACTORS 

GROUPS 
VARIABLES Current Failure N.FaiJure 

Unstable Parents 
Incorrect Application 
Never ~lnTTicd 
lias Tatoo 
Age 21 
Dead PaTent 
No. of Adult Arrests 
No. of Johs !leld 
DjshonoTs in School aT M.L. 
Dischnrgcc1 from Previous Jobs 
Previolls Fnil r.D. EXams 
Reason for Joining force 
Negative Reference 
Last Born in Family 
First Barn in.famiiy 
Soyved in j'·lilit8ry 
Has been nivoTced 

I Divorced Parents 
Iii g 1'5 C}100 1 Eq ~l i \,.~ 1 ~n C'.T 

Ne~. nee. Background Invest. 
Ral)]: Correct i on 
Born in .city of Application 
Years Education 
No. Years in California 
Age 
No. of Residences 
Active :.lnvv 
Is a Jr. ' 

'No. of Juv. Arrests 
1'0. ,Jobs hut Previous ~!ili tary 
Neg. Rec. by Interviewer 
Father was Policeman 

- 29 -

- .8 

-2.1 

-3.1 

+2.0 

-3.1 
-1.8 
-1.5 

-1.9 
-2.4 
- .4 
- .5 
- .3 
- .5 
+2.1 
-2.5 

-2.4 
+1.3 

-1.8 
+ .6 

+4.1 
+3.9 
+ 3.8 
+3.8 
+3.1 
+3.0 
+2.1 
-2.0 
+2.0 
+1.8 
+1.8 
+1.5 
+1.5 
+1.4 
+1.1 
0{- .9 
+ .8 
+ .7 
+ • 7 
+ .5 
+ .5 
- . 5 

-1.2 

- .5 
+2.0 

- .5 

+1.1 
+1.9 

- .2 

+7.'7 
-5.6 
-4.5 
+2.4 
-2.0 
+1.9 
+1.5 

- .3 
+ .4 

I 
f 
f; 
f' 
f 

~. 

e .. 

• 

• 

e 

• 

• 

e. 

Actual 
to 

2/1/71 

Actual 
to 

2/1/71 

OAI<:LAND CLASSIFICATION TABLES 

EMPIRICAL PHEDICTIONS 

.' 
Current Failul'Z N on- failu re 

l 
- -~ ~ _ ..•• _~,._4... • . --.~ ..... ---. --- -_.- .--.... r .. -. ,~- --------+---.. 

I Current I 33 I 24 : 16 i 73 
! I L' ! -----_ ... _-----.,---_ ...... -.--- •. _ .. _-----_.---- ~. - -.~-.... -"'.--.. - ......... - .... _-- -' .. ~ #-.. ... .. ....... , .. - . 

Failure : 5 I 2 ! 0 . i 7 
---··---·----1---------~---------r_------.. -- --------~--.------- .. ---

Non-failure . 1 ! 1 ! 1 [ 3 
----·--··-~----·~------------·r--------t---·------··-~ -- --'-¥'-

I 1 I 
; 39 ! 27 ! 17 I 83 
I J I I . 
I I' ; I 

f , 

LOGICA L PREDICTIONS 

Current I Failure Non-failure 
I ----.... - .... -_ .•. _ .. _ .. ," ...... -.-- . -.. ...... - - - .. -. 

Cur rent I 37 . 16' I 20 . 73 
._--.- --,-.. -.--.-~ .. - .. ------- -" .. "".-- - "-- _ .. J .. --.--. .. ___ -. __ ....... _______ ... 

I '. 

~:~~:l::- !--·-~---~---~--j---~--·----ll-----;-. ----.. --.---~--------r I I 
----:--·---··-------r--·--··--

. 42 21 i 20 83 
! I 
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RANI< TO PERCENTAGE CONVERSION 

OAI<LAND 

----•. ~ 
Perccnt Correct Classifjcntion 

The 1ndiyjtl11n)'5 Scores from 
i 

Scores fTorl nrc n.re 
Scene H:Il11. s Current Fail nnc.1 ;-':on - FAi 1 

Het\.;c'cn thc Top B(p,1(1 t i on Equ3tions 
-o t~ - 5~ 90% 9 0 ~o 

5% - 10% 7 0 ~o 70% 

10 to - 20% 70% I 60% 

20% - 25% 70% 50% 

25% - 30% 70% 40% 

30% - 37.S% 60% 40% 

37.5 9J - tiO% 60% '30% 

I\. 0 ~c - SO% - S'O % 20% 

50% - 62.5% 40% 10% 

62.S~J - 75% 30% 10 r6 

75% - 87 . S!'o 20% 10% 

87.5% - 100% 10% 10% 
, 
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