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Chapter 1
Introduction to CrimeStat

CrimeStat® is a spatial statistics package that can analyze crime incident location
data. Its purpose is to provide a variety of tools for the spatial analysis of crime incidents
or other point locations. It is a stand-alone Windows® XP Professional® program that can
interface with most desktop geographic information systems (GIS). It is designed to
operate with large crime incident data sets collected by metropolitan police departments.
However, it can be used for other types of applications involving point locations, such as
the location of arrests, motor vehicle crashes, emergency medical service pickups, or
facilities (e.g., police stations).

Uses of Spatial Statistics in Crime Analysis

Most GIS packages, such as MapInfo®, ArcView®, ArcGIS®, ARC/ INFO®,
Atlas*GIS™, and Maptitude®, have very sophisticated data base operations. They do not,
however, have statistical methods other than means and standard deviations of variables.
For most purposes, GIS can provide great utility for crime analysis, allowing the plotting of
different incident locations and the ability to select subsets ofthe data (e.g., incidents by
precinct, incidents by time of day). Most crime analysts visually inspect incident maps
and, based on their experience, draw conclusions about shifts over time, ‘hot spots’and
other patterns suggested by the data.

There are times, however, when a more quantitative approach is needed. For
example, an analyst wishing to examine patterns of streets robberies over time will need
indices which document how the robberies may have shifted. For a neighborhood showing
an apparent sudden increase in auto thefts, there needs to be a quantitative standard to
define the typical’level of auto thefts. In assigning police cars to patrol particular major
arteries, the center of minimum travel needs to be identified in order to maximize response
time to calls for service. Forresearch, as well, quantification is important. In examining
correlates of burglaries, for example, a researcher needs to determine the exposure level,
namely how many residences or commercial buildings exist in a community in order to
establish a level of burglary risk. Or a precinct may want to target areas for which there is
a high concentration of incidents occurring within a short time (‘hot spots’). While some of
these analyses can be conducted with GIS queries, quantification can allow a more precise
identification and the ability to compare different types of incidents. In short, there are
many uses for quantitative analysis for which a statistical program becomes important.

The CrimeStat I1I Spatial Statistics Program

CrimeStat is a tool designed to provide statistical summaries and models of crime
incident data. The tool kit provides crime analysts and researchers with a wide range of
spatial statistical procedures that can be linked to a GIS. The procedures vary from the
simple to some very sophisticated ‘cutting edge’routines. The reasoning is that different
audiences vary in their needs and requirements. The program should be of benefit to
different organizations. For many crime analysts, simple descriptions of the spatial
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distribution will be sufficient with the aim being practical intervention over a short time
period. For these persons, many of the techniques provided in CrimeStat will be
unnecessary.

For other analysts, statistical tools can supplement a much larger GIS effort, such
as the Regional Crime Analysis System (RCAGIS) that was developed by the U.S.
Department of Justice in cooperation with a number of police departments in the
Baltimore-Washington metropolitan area (USDOJ, 2000). For other researchers, even
more demanding techniques may be needed to detect the underlying spatial structure as a
means for formulating a temporal-spatial theory. A pattern in and of itselfhas little
meaning unless it is linked to some framework. The ability to quantify relationships with
a large amount of data can address problems that previously were avoided and can be a
first step in developing an explanatory framework or interventionist strategy. CrimeStat
attempts to address both types of needs by providing statistics in a toolbox’ framework.
We recognize that today’s exotic statistical techniques may become tomorrow’s practical
diagnostics and want the program to be useful for many years.

Input and Output

CrimeStat is a full-featured Windows®XP Professional® program using a graphical
interface with database and expanded statistical functions. It can read files in various
formats - dBase® (I11, IV, or V), which is a common file format in desktop GIS programs,
ArcView Shape (shp) files, MapInfo data (dat) files, and files conforming to the ODBC
standard, such as Excel, Lotus 1-2-3, Microsoft Access, and Paradox (Borland.Com, 1998;
ESRI, 1998a; Microsoft, 1999). In addition, many other GIS packages, such as Maptitude®
can read ‘dbf’, shp’, dna’or mif files.

Output includes both displayed tables, which can be printed as text or copied to a
word processing program, and graphical output. CrimeStat can write graphical objects to
the ArcView®, ArcGis® , MapInfo®, and Atlas*GIS™ GIS programs and can write
interpolation files to these programs, to programs that read Ascii grid files (e.g., Vertical
Mapper®), and to the Surfer® for Windows and ArcView Spatial Analyst® programs (Golden
Software, 1994; ESRI, 1998a; 1998b; 1998c; 1997; Maplnfo, 1998).

Statistical Routines
CrimeStat I1I includes routines for:
Type of distance measurement
Direct distance
Indirect distance
Network distance
Spatial distribution

Mean center
Standard distance deviation
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Standard deviational ellipse

Median center

Center of minimum distance
Directional mean and variance

Convex Hull

Moran’s I spatial autocorrelation index
Geary’s C spatial autocorrelation index
Moran Correlogram

Distance analysis
Nearest neighbor analysis
Ripley’s K statistic
Assign primary points to secondary points
Within primary file distance matrix
Between primary file and secondary file distance matrix
Between primary file and grid distance matrix
Between secondary file and grid distance matrix

Hot spot analysis
Mode
Fuzzy mode
Nearest neighbor hierarchical clustering
Risk-adjusted nearest neighbor hierarchical clustering
Spatial and temporal analysis of crime routine (STAC)
K-mean clustering
Anselin’s local Moran test

Interpolation
Single variable variable kernel density interpolation
Duel variable variable kernel density interpolation

Space-time analysis
Knox index
Mantel index
Correlated walk model

Journey-to-Crime analysis
Calibrate Journey-to-crime function
Journey-to-crime estimation
Draw crime trips

Crime Travel Demand: Trip Generation
Skewness diagnostics
Calibrate model
Make prediction
Balance predicted origins & destinations
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Crime Travel Demand: Trip Distribution
Calculate observed origin-destination trips
Calibrate impedance function
Calibrate origin-destination model
Apply predicted origin-destination model
Compare observed and predicted origin-destination trip lengths

Crime Travel Demand: Mode Split
Calculate mode split

Crime Travel Demand: Network Assignment
Check for one-way streets
Create a transit network from primary file
Network assignment

Many of these routines allow variations yielding an even larger number of statistics
to be calculated. Also, CrimeStat has Dynamic Data Exchange (DDE) capabilities so that it
can be accessed from within another program.

CrimeStat is a program that specializes in the analysis of point locations. Over the
years, many statistical tools have been developed for analyzing point locations. Many of
these have either not been implemented as computer programs or were collected together
as part of a specialized statistical system. They have been typically unavailable to crime
analysts and the major statistical packages (e.g., SAS®, SPSS™, Systat®) do not include
these routines. Consequently, we have collected those that are most appropriate for crime
analysis and detection and organized them into a single package with a common graphical
interface. They represent a wide variety oftools that can be used for crime analysis.
CrimeStat can also analyze zonal data by treating them as ‘pseudo’points. For example,
the centroid of a census tract can be treated as a point and a value associated with the
tract (e.g., its population) can be treated as an Intensity value (see chapter 3).

Program Requirements
Required Hardware and Operating System

CrimeStat I1I was developed for the Windows®XP Professional® operating system,
though it will also work with the Windows®2000%, or Windows®NT® operating system; it is
not hardware dependent so that any processor that can run Windows XP
Professional/ 2000/ NT will suffice. Some of the routines can also run on the Windows®95°®
(Microsoft, 1995) or Windows® 98° (Microsoft, 1998c) operating systems. However, the
program was not designed around nor fully tested for those operating systems. It is highly
recommended that the program be run on a more current version of Windows.

While it can run on a relatively slow computer (e.g., 250 MH z clock speed) with
limited RAM (e.g., 64 MB), it will run much better ona 1.6 GHz computer (or faster) with
more than 256 MB of RAM. The faster the processor used, the quicker the program will
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run. The more RAM the computer has, the quicker the program will run. The program is
very intensive with respect to calculations. Some of the statistics produce very large
matrices (e.g., the trip distribution routines in the Crime Travel Demand module).
Depending on the size of the data files that will be processed, there may be hundreds of
millions of calculations on any one run. It is critical, therefore, that the computer be fast
and have sufficient amounts of RAM. The program was designed on an Windows® XP
Professional® system with 1 GB of RAM running a single processor 1.6 GHz computer.

For most of the simple statistics, a reasonably fast computer will be adequate.
However, several of the trip distribution routines will push the limits of most computer
systems. The current 32 bit Windows operating system has a maximum limit of 4 Gb of
RAM (actual and virtual). With a trip distribution matrix, there are M x N cells where M
is the number ofrows (origins) and N is the number of columns (destinations). With 8 bits
being assigned to a number, practically a square matrix of about 10,000 x 10,000 would be
close to the theoretical maximum allowed. Aside from taking a very long time to be
calculated (days, if not weeks), the storage space required to save such a matrix will be
very large. In short, the size of the files that can be processed will depend on the
particular routines being run.

CrimeStat is a multi-threaded application written to take advantage of multiple
processors if the hardware and operating system support multiple processors. The
program is designed to be multi-threading which means that it will take advantage of
multiple processors using Windows® XP Professional®, Windows® 2000®, or Windows® NT®.
These operating systems support two processors. Windows2003 Server® supports up to four
processors. Thus, if there are two processors and Windows® XP Professional® or Windows®
2000° is the operating system, CrimeStat will calculate routines in about half the time. If
there are four processors and Windows® 2003 Server® is the operating system, CrimeStat
will calculate routines in about a quarter of the time. The multiples are not exact since
processing time must be allocated for input of data and output of tables.

For small data sets, this feature is not important as most runs will be very quick.
However, for large data sets (e.g., 3000 cases or larger), the speed of calculations become
important. For example, on a 1.6 GHZ single-processor Pentium M® computer with 1 GB of
RAM running Windows® XP Professional®, it takes about 4 minutes to complete a nearest
neighbor analysis on 14,853 cases involving the calculating of distance from every point to
every other point multiple times (for different neighbors). On a similar 1 GHz dual-
processor Pentium® computer with 1 GB of RAM running Windows® XP Professional®, it
takes about 2 minutes to complete the same task. Slower systems will produce
correspondingly slower times. The larger the file that is being processed, the more critical
becomes the calculating efficiency of the computer.

If a police department is expecting to run large data sets, it would benefit them to
purchase fast multiple-processor computers with lots of RAM and fast hard disks to speed
calculating times. The evolution of new processors is moving in this direction anyway so
that a multi-processor computer will become the norm in the next couple of years.
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Required Software

CrimeStat needs a Windows environment to operate. The program was designed for
a Windows® XP Professional® 2000%/ NT® operating system so it is better optimized for
that system. In particular, Windows® XP Professional® 2000%/ NT® has two features that
allows CrimeStat to run more efficiently. First, it is a multi-threading operating system
and can utilize multiple processors, as mentioned above. Neither Windows® XP Home®,
Windows® 95° nor Windows® 98® can utilize multiple processors. Second, it addresses
memory in a more efficient way, as a large flat block. Windows® 95® cannot handle cache
memory above 64 MB. Windows 98 can handle RAM above 64 MB, but still has poorer
memory management than NT. Consequently, for the same machine, CrimeStat will run
more efficiently (i.e., more quickly) in XP Professional® 2000®/ NT® than in older or more
limited operating systems.

CrimeStat is a stand-alone program. Hence, it does not require any other program
other than a Windows operating system. However, to be maximally useful, there should be
an accompanying GIS program. While point data can be obtained from a non-GIS system
(e.g., census files include lat/lon coordinates for the centroid of census units), the use of the
GIS to assign the coordinates is almost necessary. Further, many of the outputs of
CrimeStat are for GIS programs. Thus, to view an ellipse or to view a three dimensional
interpolation produced by CrimeStat will require an appropriate GIS package.

Installing the Program

CrimeStat comes compressed in a zipped file called CrimeStat.zip. To install the
program, it is necessary to have a compression program that recognizes the zip’ format:

1. Create a directory using Windows Explorer and copy the file to that
directory.
2. Double click on the file name in Explorer. When the name CrimeStat.zip is

visible in the dialog box name field, double click the name with the left
mouse button. CrimeStat will be installed in that directory.

3. The program help menu can also access the manual. For this feature to
work, however, it is important the chapters of the manual be kept in the
same directory as the program.

Adding an Item to the Start Menu

To add CrimeStat to the start menu:

1. Click on the Start button in Windows followed by Settings then Taskbar.
Click on Start Menu Programs followed by Add.

2. In the dialog box, click on Browse, point to the directory where CrimeStat
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resides, and click on its name followed by Open. When the name CrimeStat is
in the dialog box name field, click on the Next button.

Double-click on the folder to which CrimeStat is to be assigned.

Finally, type a name for CrimeStat (e.g., CrimeStat) followed by Finish.

Adding an Icon to the Desktop

To add CrimeStat to the desktop:

1.

2.

Double-click on My Com puter.

Double-click on the drive in which CrimeStat resides followed by the
directory that it is in (it may be several levels down).

Click once on the name CrimeStat with the left button and then hold down
the right mouse button.

While holding the right mouse button, scroll to Create Shortcut.
The name Shortcut to CrimeStat will be placed at the end of the list of files.

Highlight the name by clicking on it once. Hold the left mouse button down
and drag this name on to the desktop.

You can rename it CrimeStat by clicking on its icon with the right mouse
button followed by Rename.

Alternatively, you can use Windows Explorer to create a shortcut and then
drag the shortcut to the desktop.

Installing the Sample Data Sets

There are four sample data sets that can be used to run the program, also in ‘zip’
format. Since the data are simulated, they should not be used for real applications:

1.

SampleData.zip. The data are simulated incident points from Baltimore
City and Baltimore County in Maryland.' They are provided to allow a user
to become familiar with the program quickly. However, ultimately, the value
of the program must be tested on real data, rather than simulated data.

JtcSampleData.zip. There are three files of simulated data for use with
the Journey-to-crime routine (chapter 8):

A. JtéTest].dbf— A simulated data set of 2000 robberies in Baltimore
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County that can be used for calibrating a travel demand function.
Each record has a crime location and a residence location of the
offender.

JtcTest2.dbf - A simulated data set of 2500 burglaries in Baltimore
County that can be used for calibrating a travel demand function.
Each record has a crime location and a residence location of the
offender.

Seriall.dbf - A simulated data set of the location of seven incidents
committed by a single serial offender. To become familiar with the
journey to crime routine, they can be treated as either robberies or
burglaries.

CorrelatedWalk.zip. These are three files of simulated data for use with
the Correlated Walk Analysis routine (chapter 9):

A.

B.

C.

TestSeriall dbf - A simulated data set for an algorithmic offender who
committed 13 incidents.

TestSerial2.dbf -A simulated data set for an algorithmic offender who
committed 12 incidents.

TSerll3.dbf - A simulated data set for a realistic offender who
committed 13 incidents.

BaltCountyZones.zip. There are two files of data on crime incidents by
zone for Baltimore County, Md. They are examples used in the crime travel
demand module (chapter 11-17):

A.

BaltOrigins.dbf - a data set on 532 origin zones in both Baltimore
County and the City of Baltimore from the late 1990s. There are data
on crimes originating from each zone and demographic, economic and
land use variables associated with those zones.

BaltDest.dbf - a data set of 325 destination zones in Baltimore County
only. There are data on crimes occurring in each zone and
demographic, economic and land use variables associated with those
zones.

To install any of these sample data files, it is necessary to have a compression
program that recognizes the zip’ format:

1.

Create a data directory using Windows Explorer and copy the files to that
directory.

In Windows Explorer, double-click on its name and then follow the
instructions.

Step-by-Step Instructions
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This manual will go through the program step-by-step to address how it can be used
by a crime mapping/analysis unit within a police department. Chapter 2 provides a quick
guide for all the data definition and program routines and chapter 3 provides detailed
instructions on setting up data torun with CrimeStat. The statistical routines are
described in parts II, III, and IV. Part II presents a number of statistics for spatial
description, part III presents a number of statistics for spatial modeling, while part IV
presents a crime travel demand module. The different statistics are presented and
detailed examples of each technique are shown.

Options

There is an option tab that allows the saving and loading of program parameters
and the setting of colors for each of main headings: Data setup, Spatial description, and
Spatial modeling. One can also output simulated data during the simulation runs; this
will be explained in the appropriate section.

Short Applications

The manual also includes a number of applications conducted by other researchers
and analysts. These are presented as one page sidebars in the various chapters. Most of
these are from criminal justice. But, applications from other fields have also been included.
The aim is to show the diversity of applications that researchers and analysts have used
with the various routines in CrimeStat.

On-line Help

In addition, there is on-line help for the program. There is a Help button that can
be pushed to access all the help items. In addition, the program has context-sensitive help.
On any page or routine, typing F/ will pop up an appropriate help item. The on-line help
can alsoaccess the program manual. For this to be available, be sure to store the chapters
of the manual in the sam e directory as the program.
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Endnotes for Chapter 1

The data were simulated by a random number generator following the distribution
of several types of crime incidents. Because the data were selected by a random
generator, the points do not necessarily fall on streets or even stay within the
boundaries of Baltimore City and Baltimore County; some even fall into the
Chesapeake Bay! Their purpose is to provide a simple data set so users can become
familiar with the program.
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Chapter 2
Quickguide to CrimeStat

The following are quick instructions for the use of CrimeStat®III , paralleling the
online help menus in the program. Detailed instructions should be obtained from chapters
3-17 in the documentation. CrimeStat has five basic groupings in seventeen program tabs
and one option tab. Each tab lists routines, options and parameters:

Data setup

Primary file

Secondary file

Reference file
Measurement parameters

B W N -

Spatial description

Spatial distribution
Distance analysis I
Distance analysis II
‘Hot Spot’ analysis I
‘Hot Spot’ analysis II

Spatial modeling
10. Interpolation
11. Space-time analysis
12. Journey to crime estimation
Crime Travel Demand
13. Trip generation
14. Trip distribution
15. Mode split
16. Network assignment
17. File worksheet
Options

18. Saving parameters, colors and options

Figure 2.1-2.18 show the ten operational tab screens with examples of data input
and routine selection.
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I. Data Setup
Primary File

A primary file is required for CrimeStat. It is a point file with X and Y coordinates.
For example, a primary file could be the location of street robberies, each of which have an
associated X and Y coordinate. There can be associated weights or intensities, though
these are optional. There may be time references, though these are optional. For example,
ifthe points are the locations of police stations, then the intensity variable could be the
number of calls for service at each police station while the weighting variable could be
service zones. More than one file can be selected. The time references are used in the
space-time analysis routines and are by hours, days, weeks, months, or years.

Select Files

Select the primary file. CrimeStat can read ASCII, dBase®III/IV/V ‘dbf’, ArcView®
‘shp’, and MapInfo® ‘dat’ files, Microsoft Access 'mdb' files and files formats that correspond
tothe ODBC standard interface. Select the type of file to be selected. Use the browse
button to search for a particular file name. If the file type is ASCII, select the type of data
separator (comma, semicolon, space, tab) and the number of columns. ODBC files have to
be defined for the particular computer on which it runs. See chapter 3 for instructions on
defining ODBC files. Use the browse button to search for the file name.

Variables

Define the file that contains the X and Y coordinates. CrimeStat can accept values
associated with the X and Y coordinates. These are called Intensities or Weights.
Essentially, these are two different types of weights that could be used. If weights or
intensities are being used, define the file that contains these variables. Certain statistics
(e.g., spatial autocorrelation, local Moran) require intensity or weight values and many
other statistics can use intensity or weight values. It is possible to have both an intensity
variable and a weighting variable, though the user should be cautious in doing this to avoid
'double weighting'. If a time variable is used, it must be an integer or real number (e.g., 1,
36892). Donot use formatted dates (e.g., 01/01/2001, October 1, 2001). Convert these to
real numbers before using the space-time analysis routines.

Column

Select the variables for the X and Y coordinates respectively (e.g., Lon, Lat, Xcoord,
Ycoord). If weights or intensities are being used, select the appropriate variable names. Ifa
time variable is used, select the appropriate variable name.

Missing values

Identify whether there are any missing values. By default, CrimeStat will ignore
records with blank values in any of the eligible fields or records with non-numeric values
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(e.g., alphanumeric characters, #, *). Blanks will always be excluded unless the user
selects <none>. There are 8 possible options:

1. <blank> fields are automatically excluded. This is the default
<none> indicates that no records will be excluded. If there is a blank field,
CrimeStat will treatitasa0

N

3. 0 is excluded

4. -1 is excluded

5. 0 and -1 indicates that both 0 and -1 will be excluded

6. 0, -1 and 9999 indicates that all three values (0, -1, 9999) will be excluded

7. Any other numerical value can be treated as a missing value by typing it
(e.g., 99)

8. Multiple numerical values can be treated as missing values by typing them,
separating each by commas (e.g., 0, -1, 99, 9999, -99)

Directional

If the file contains directional coordinates (angles), define the file name and variable
name (column) that contains the directional measurements. Ifdirectional coordinates are
used, there can be an optional distance variable for the measurement. Define the file name
and variable name (column) that contains the distance variable.

Type of Coordinate System and Data Units

Select the type of coordinate system. Ifthe coordinates are in longitudes and
latitudes, then a spherical system is being used and data units will automatically be
decimal degrees. If the coordinate system is projected (e.g., State Plane, Universal
Transverse Mercator — UTM), then data units can be in feet (e.g., State Plane), meters
(e.g., UTM), miles, kilometers, or nautical miles. If the coordinate system is directional,
then the coordinates are angles and the data units box will be blanked out. For directions,
an additional distance variable can be used. This measures the distance of the incident
from an origin location; the units are undefined.

Time units

Define the units for the time variable. Time is defined in terms of hours, days,
weeks, months, or years. The default value is days. Note, only integer or real numbers can
be used (e.g., 1, 36892). Do not use formatted dates (e.g., 01/01/2001, October 1, 2001).
Convert these to integer or real numbers before using the space-time analysis routines.

Secondary File

A secondary data file is optional. It is also a point file with X and Y coordinates. It
is usually used in comparison with the primary file. There can be weights or intensities
variables associated, though these are optional. For example, if the primary file is the
location of motor vehicle thefts, the secondary file could be the centroid of census block
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groups that have the population ofthe block group as the intensity (or weight) variable. In
this case, one could compare the distribution of motor vehicle thefts with the distribution of
population in, for example, the Ripley's "K" routine or the dual kernel density estimation
routine. More than one file can be selected. Time units are not used in the secondary file.

Select Files

Select the secondary file. CrimeStat can read ASCII, dbase '.dbf', ArcView '.shp'
Maplnfo 'dat’ files, Microsoft Access 'mdb' files and files formats that correspond to the
ODBC standard interface. Select the type of file to be selected. Use the browse button to
search for a particular file name. If the file type is ASCII, select the type of data separator
(comma, semicolon, space, tab) and the number of columns. ODBC files have to be defined
for the particular computer on which it runs. See chapter 3 for instructions on defining
ODBOC files. Use the browse button to search for the file name.

Variables

Define the file that contains the X and Y coordinates. If weights or intensities are
being used, define the file that contains these variables. Certain statistics (e.g., spatial
autocorrelation, local Moran) require intensity values and most other statistics can use
intensity values. Most other statistics can use weights. It is possible to have both an
intensity variable and a weighting variable, though the user should be cautious in doing
this to avoid 'double weighting'. Time units are not used in the secondary file.

Column

Select the variables for the X and Y coordinates respectively (e.g., Lon, Lat, Xcoord,
Ycoord). If there are weights or intensities being used, select the appropriate variable
names. Time units are not used in the secondary file.

Missing values

Identify whether there are any missing values. By default, CrimeStat will ignore
records with blank values in any of the eligible fields or records with non-numeric values
(e.g., alphanumeric characters, #, *). Blanks will always be excluded unless the user
selects <mone>. There are 8 possible options:

1. <blank> fields are automatically excluded. This is the default

2. <none> indicates that no records will be excluded. If there is a blank field,
CrimeStat will treat it as a0

0 is excluded

-1 is excluded

0 and -1 indicates that both 0 and -1 will be excluded

0,-1 and 9999 indicates that all three values (0, -1, 9999) will be excluded
Any other numerical value can be treated as a missing value by typing it
(e.g., 99)

NownAEw
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8. Multiple numerical values can be treated as missing values by typing them,
separating each by commas (e.g., 0, -1, 99,9999, -99)

Type of Coordinate System and Data Units

The secondary file must have the same coordinate system and data units as the
primary file. This selection will be blanked out, indicating that the secondary file carries
the same definition as the primary file. Directional coordinates (angles) are not allowed for
the secondary file.

Reference File

For referencing the study area, there is a reference grid and a reference origin. The
reference file is used in the risk-adjusted nearest neighbor hierarchical clustering routine,
journey-to-crime estimation and in the single and dual variable kernel density estimation
routines. The file can be an external file that is input or can be created by CrimeStat. It is
usually, though not always, a grid which is overlaid on the study area. The reference origin
is used in the directional mean routine. The file can be an external file that is input or can
be created by CrimeStat.

Create reference grid

If allowing CrimeStat to generate a true grid, click on 'Create Grid' and then input
the lower left and upper right X and Y coordinates of a rectangle placed over the study area.
Cells can be defined either by cell size, in the same coordinates and data units as the
primary file, or by the number of columns in the grid (the default). In addition, a reference
origin can be defined for the directional mean routine. The reference grid can be saved and
re-used. Click on 'Save' and enter a file name. Touse an already saved file, click on Load’
and the file name. The coordinates are saved in the registry, but can be re-saved in any
directory. Tosave to a particular directory, with the Load screen open, click on 'Save to file'
and then enter a directory and a file name. The default file extension is 'ref.

Input external file

If an external file that stores the coordinates of each grid cell is to be used, select the
name of the reference file. CrimeStat can read ASCII, dBase '.dbf, ArcView ".shp', MapInfo
'dat' files, Microsoft Access 'mdb' files and files formats that correspond to the ODBC
standard interface. Select the type of file to be selected. Use the browse button to search for
the file. If the file type is ASCII, select the type of data separator (comma, semicolon, space,
tab) and the number of columns. ODBC files have to be defined for the particular computer
on which it runs. See chapter 3 for instructions on defining ODBC files. Use the browse
button to search for the file name.

A reference file that is read into CrimeStat need not be a true grid (a matrix with &
columns and / rows). However, an external reference file that is read in can only be output
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to Surfer for Windows since the other output formats — ArcView, MaplInfo, Atlas*GIS,
ArcView Spatial Analyst, and ASCII grid require the reference file to be a true grid.

Reference origin

A reference origin can be defined for the directional mean routine. The reference
origin can be assigned to:

1. Use the lower-left corner defined by the minimum X and Y values. This is the
default

2. Use the upper-right corner defined by the maximum X and Y values

3. Use a different origin point. With the latter, the user must define the origin

Measurement Parameters

The measurement parameters page defines the measurement units of the coverage
and the type of distance measurement to be used. There are three components that are
defined:

Area

First, define the geographical area of the study area in area units (square miles,
square nautical miles, square feet, square kilometers, square meters.) Irrespective of the
data units that are defined for the primary file, CrimeStat can convert to various area
measurement units. These units are used in the nearest neighbor, Ripley's "K", nearest
neighbor hierarchical clustering, risk-adjusted nearest neighbor hierarchical clustering,
Stac, and K-means clustering routines. If no area units are defined, then CrimeStat will
define a rectangle by the minimum and maximum X and Y coordinates.

Length of street network

Second, define the total length of the street network within the study area or an
appropriate comparison network (e.g., freeway system) in distance units (miles, nautical
miles, feet, kilometers, meters.) The length of the street network is used in the linear
nearest neighbor routine. Irrespective of the data units that are defined for the primary
file, CrimeStat can convert to distance measurement units. The distance units should be in
the same metric as the area units (e.g., miles and square miles/meters and square meters.)

Type of distance measurement

Third, define how distances are to be calculated. There are three choices:

1. Direct distance
2. Indirect (Manhattan) distance
3. Network distance
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Direct

If direct distances are used, each distance is calculated as the shortest distance
between two points. Ifthe coordinates are spherical (i.e., latitude, longitude), then the
shortest direct distance is a 'Great Circle' arc on a sphere. Ifthe coordinates are projected,
then the shortest direct distance is a straight line on a Euclidean plane.

Indirect

Ifindirect distances are used, each distance is calculated as the shortest distance
between two points on a grid, that is with distance being constrained to the horizontal or
vertical directions (i.e., not diagonal.) This is sometimes called 'Manhattan' metric. Ifthe
coordinates are spherical (i.e., latitude, longitude), then the shortest indirect distance is a
modified right angle on a spherical right triangle; see the documentation for more details.
If the coordinates are projected, then the shortest indirect distance is the right angle of a
right triangle on a two-dimensional plane

Network distance

If network distances are used, each distance is calculated as the shortest path
between two points using the network. Alternatives to distance can be used including
speed, travel time, or travel cost. Click on 'Network parameters' and identify a network file.

Type of network

Network files can bi-directional (e.g., a TIGER file) or single directional (e.g., a
transportation modeling file). In a bi-directional file, travel can be in either direction. In a
single directional file, travel is only in one direction. Specify the type of network to be used.

Network input file

The network file can either be a shape file (line, polyline, or polylineZ file) or another
file, either dBase IV 'dbf', Microsoft Access 'mdb’, Ascii 'dat’, or an ODBC-compliant file.
The default is a shape file. If the file is a shape file, the routine will know the locations of
the nodes. For a dBase IV or other file, the X and Y coordinate variables of the end nodes
must be defined. These are called the "From" node and the "End" node. An optional weight
variable is allowed for all types of file0073. The routine identifies nodes and segments and
finds the shortest path. If there are one-way streets in a bi-directional file, the flag fields
for the "From" and "To" nodes should be defined.

Network weight field
Normally, each segment in the network is not weighted. In this case, the routine
calculates the shortest distance between two points using the distance of each segment.

However, each segment can be weighted by travel time, speed or travel costs. If travel time
is used for weighting the segment, the routine calculates the shortest time for any route
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between two points. If speed is used for weighting the segment, the routine converts this
into travel time by dividing the distance by the speed. Finally, if travel cost is used for
weighting the segment, the routine calculates the route with the smallest total travel cost.
Specify the weighting field to be used and be sure to indicate the measurement units
(distance, speed, travel time, or travel cost) at the bottom of the page. If there is no
weighting field assigned, then the routine will calculate using distance.

From one-way flag and To one-way flag

One-way segments can be identified in a bi-directional file by a 'flag’ field (it is not
necessary in a single directional file). The 'flag' is a field for the end nodes of the segment
with values of '0' and '1'. A'0'indicates that travel can pass through that node in either
direction whereas a 'l' indicates that travel can only pass from the other node of the same
segment (i.e., travel cannot occur from another segment that is connected to the node). The
default assumption is for travel to be allowed through each node (i.e., there is a '0' assumed
for each node). For each one-way street, specify the flags for each end node. A'0' allows
travel from any connecting segments whereas a '1' only allows travel from the other node of
the same segment. Flag fields that are blank are assumed to allow travel to pass in either
direction.

FromNode ID and ToNode ID
Ifthe network is single directional, there are individual segments for each direction.
Typically, two-way streets have two segments, one for each direction. On the other hand,
one-way streets have only one segment. The FromNode ID and the ToNode ID identify
from which end of the segment travel should occur. Ifno FromNode ID and ToNode ID is
defined, the routine will chose the first segment of a pair that it finds, whether travel is in

the right or wrong direction. To identify correctly travel direction, define the FromNode and
ToNode ID fields.

Type of coordinate system
The type of coordinate system for the network file is the same as for the primary file.
Measurement unit

By default, the shortest path is in terms of distance. However, each segment can be
weighted by travel time, travel speed, or travel cost.

1. For travel time, the units are minutes, hours, or unspecified cost units.
2. For speed, the units are miles per hour and kilometers per hour. In the case

of speed as a weighting variable, it is automatically converted into travel time
by dividing the distance of the segment by the speed, keeping units constant.
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3. For travel cost, the units are undefined and the routine identifies routes by
those with the smallest total cost.

Network graph limit

Finally, the number of graph segments to be calculated is defined as the network
limit. The default is 50,000 segments. Be sure that this number is slightly greater than the
number of segments in your network. Note: using network distance for distance
calculations can be a slow process, for example taking up to several hours for calculating an
entire matrix. Use only if more precision is needed or for the network assignment routine
in the crime travel demand module.

Saving Parameters

All the input parameters can be saved. In the options section, there is a Save
parameters’button. A parameters file must have a ‘param’extension. A saved parameters
file can be re-loaded with the Load parameters’button.

II. Spatial Description

The spatial description section calculates spatial description, distance analysis, and
'Hot Spot' statistics. The 'Hot Spot' statistics are on two separate tabs.

Spatial Distribution

Spatial distribution provides statistics that describe the overall spatial distribution.
These are sometimes called centrographic, global, or first-order spatial statistics. There are
four routines for describing the spatial distribution and two routines for describing spatial
autocorrelation. An intensity variable and a weighting variable can be used for the first
three routines. An intensity variable is required for the two spatial autocorrelation
routines; a weighting variable can also be used for the spatial autocorrelation indices. All
outputs can be saved as text files. Some outputs can be saved as graphical objects for
import into desktop GIS programs.

Mean Center and Standard Distance (Mcsd)

The mean center and standard distance define the arithmetic mean location and the
degree of dispersion of the distribution. The Mcsd routine calculates 9 statistics:

The sample size

The minimum X and Y values

The maximum X and Y values

The X and Y coordinates of the mean center

The standard deviation of the X and Y coordinates
The X and Y coordinates of the geometric mean

AN H W -
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7. The X and Y coordinates of the harmonic mean

8. The standard distance deviation, in meters, feet and miles. This is the
standard deviation of the distance of each point from the mean center.

9. The circle area defined by the standard distance deviation, in square meters,

square feet and square miles.

The tabular output can be printed and the mean center (mean X, mean Y), the
geometric mean, the harmonic mean, the standard deviations of the X and Y coordinates,
and the standard distance deviation can be output as graphical objects to ArcView '.shp',
MaplInfo 'mif and Atlas*GIS ".bna' formats. A root name should be provided. The mean
center is output as a point (MC<root name>). The geometric mean is output as a point
(GM<root name>). The harmonic mean is output as a point (HM<root nam e>). The
standard deviation of both the X and Y coordinates is output as a rectangle (XYD<root
name>). The standard distance deviation is output as a circle (SDD<root nam e>).

Standard Deviational Ellipse (Sde)

The standard deviational ellipse defines both the dispersion and the direction
(orientation) of that dispersion. The Sde routine calculates 9 statistics:
1. The sample size
The clockwise angle of Y-axis rotation in degrees
The ratio of the long to the short axis after rotation
The standard deviation along the new X and Y axes
The X and Y axes length
The area of the ellipse defined by these axes
The standard deviation along the X and Y axes
The X and Y axes length for a 2X standard deviational ellipse
The area of the 2X ellipse defined by these axes

VENAU AW

The tabular output can be printed and the 1X and 2X standard deviational ellipses
can be output as graphical objects to ArcView ‘shp’, MapInfo ‘mif’and Atlas*GIS bna’
formats. A root name should be provided. The 1X standard deviational ellipse is output as
an ellipse (SDE<root name>). The 2X standard deviational ellipse is output as an ellipse
with axes that are twice as large as the 1X standard deviational ellipse (2SDE<root name>).
If data are normally distributed, then the 1X standard deviational ellipse will capture
approximately 68% of the cases and the 2X standard deviational ellipse will capture
approximate 95% ofthe cases; however, any particular distribution may deviate
considerably from normal and the actual percentages may vary.

Median Center (MdnCntr)

The median center is the intersection of the median of the X coordinate and the
median of the Y coordinate. This is the approximate middle of the distribution. However,
the median center is dependent on the axis of orientation, so it should be used with caution.
The MdnCntr routine outputs 3 statistics:
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1. The sample size
. The median of X
3. The median of Y

The tabular output can be printed and the median center can be output as a
graphical object to ArcView shp’, MapInfo mif or Atlas*GIS bna’files. A root name
should be provided. The median center is output as a point (MdnCntr<root name>).

Center of Minimum Distance (Mcmd)

The center of minimum distance defines the point at which the distance to all other
points is at a minimum. The Mcmd routine outputs 5 statistics:

The sample size

The mean of the X and Y coordinates

The number of iterations required to identify a center

The degree of error (tolerance) for stopping the iterations

The X and Y coordinates defining the center of minimum distance.

N b W -

The tabular output can be printed and the center of minimum distance can be output
as a graphical object to ArcView shp’, MapInfo ‘mif’ or Atlas*GIS bna’files. A root name
should be provided. The center of minimum distance is output as a point (Mdn<root
name>).

Directional Mean and Variance (DMean)

The angular mean and variance are properties of angular measurements. The
angular mean is an angle defined as a bearing from true North: Odegrees. The directional
variance is a relative indicator varying from 0 (no variance) to 1 (maximal variance). Both
the angular mean and the directional variance can be calculated either through angular
(directional) coordinates or through X and Y coordinates.

If the primary file cases are directional coordinates (bearings/angles from 0 to 360
degrees), the angular mean is calculated directly from the angles. An optional distance
variable can be included. In this case, the directional mean routine will output five
statistics:

The sample size

The unweighted mean angle

The weighted mean angle

The unweighted circular variance
The weighted circular variance.

RN

On the other hand, ifthe primary file incidents are defined in X and Y coordinates,
the angles are defined relative to the reference origin (see Reference file) and the angular
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mean is converted into an equation. In this case, the directional mean routine will output
nine statistics:

The sample size;

The unweighted mean angle

The weighted mean angle

The unweighted circular variance

The weighted circular variance

The mean distance

The intersection of the mean angle and the mean distance (directional mean)
The X and Y coordinates for the triangulated mean

The X and Y coordinates for the weighted triangulated mean

The directional mean and triangulated mean can be saved as an ArcView ‘shp’,
MapInfo ‘mif’, or Atlas*GIS bna’file. The unweighted directional mean - the intersection of
the mean angle and the mean distance is output with the prefix Dm’ while the unweighted
triangulated mean location is output with a ‘Tm’prefix. The weighted triangulated mean is
output with a TmWt’ prefix. The tabular output can be printed.

Convex hull (Chull)

The convex hull draws a polygon around the outer points of the distribution. It is
useful for viewing the shape of the distribution. The routine outputs three statistics:

1. The sample size;
2. The number of points in the convex hull
3. The X and Y coordinates for each of the points in the convex hull

The convex hull can be saved as an ArcView 'shp’, MaplInfo 'mif, or Atlas*GIS 'bna’
file with a 'Chull' prefix.

Spatial Autocorrelation Indices

Spatial autocorrelation indices identify whether point locations are spatially related,
either clustered or dispersed. Two spatial autocorrelation indices are calculated. Both
require an intensity variable in the primary file.

Moran’s “I” (MoranlI)

Moran’s “I” statistic is the classic indicator of spatial autocorrelation. It is an index

of covariation between different point locations and is similar to a product moment
correlation coefficient, varying from —1 to +1. The Moran’s I routine calculates 6 statistics:

1. The sample size
2. Moran’s “T”
3. The spatially random (expected) ‘“1”
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4. The standard deviation of “T”
5. A significance test of “I” under the assumption of normality (Z-test)
6. A significance test of “I” under the assumption of randomization (Z-test)

Values of I greater than the expected [ indicate clustering while values of / less than
the expected I indicate dispersion. The significance test indicates whether these differences
are greater than what would be expected by chance. The tabular output can be printed.

Adjust for small distances

If checked, small distances are adjusted so that the maximum distance weighting is
1 (see documentation for details). This ensures that 7 will not become excessively large for
points that are close together. The default setting is no adjustment.

Geary’s “C” (GearyC)

Geary’s “C” statistic is an alternative indicator of spatial autocorrelation. It is an
index of paired comparison between different point locations and varies from 0 (similar
values) to 2 (dissimilar values). The Geary’s C routine calculates 5 statistics:

The sample size

Geary’s “C”

The spatial random (expected) “C”

The standard deviation of “C”

A significance test of “I” under the assumption of normality (Z-test)

Wn W=

Values of C less than the expected C indicate clustering while values of C greater
than the expected C indicate dispersion. The significance test indicates whether these
differences are greater than what would be expected by chance. The tabular output can be
printed.

Adjust for small distances

If checked, small distances are adjusted so that the maximum distance weighting is
1 (see documentation for details). This ensures that C will not become excessively large or
excessively small for points that are close together. The default setting is no adjustment.

Moran Correlogram

The Moran Correlogram calculates the Moran's "I" index (not adjusted for small
distances) for different distance intervals/bins. Like The user can select any number of
distance intervals. The default is 10 distance intervals.

Adjust for small distances

If checked, small distances are adjusted so that the maximum weighting is 1 (see

2.18



This document is a research report submitted to the U.S. Department of Justice. This report has not
been published by the Department. Opinions or points of view expressed are those of the author(s)
and do not necessarily reflect the official position or policies of the U.S. Department of Justice.

documentation for details.) This ensures that the I values for individual distances won't

become excessively large or excessively small for points that are close together. The default
value is no adjustment.

Simulation of confidence intervals

A Monte Carlo simulation can be run to estimate approximate confidence intervals
around the "I" value. Specify the number of simulations to be run (e.g., 100, 1000, 10000).

Output
The output includes:

The sample size

The maximum distance

The bin (interval) number

The midpoint of the distance bin

The "I" value for the distance bin (I[B])

wm AW -

and if a simulation is run:

The minimum "[" value for the distance bin
The maximum "[" value for the distance bin
The 0.5 percentile for the distance bin

. The 2.5 percentile for the distance bin

0. The 97.5 percentile for the distance bin

1. The 99.5 percentile for the distance bin.

—_— \O 00 3 O\

The two pairs of percentiles (2.5 and 97.5; 0.5 and 99.5) create an approximate 5%
and 1% confidence interval. The minimum and maximum "I" values create an envelope.

The tabular results can be printed, saved to a text file or saved as a ".dbf file. For
the latter, specify a file name in the "Save result to" in the dialogue box.

Graphing the '"I:values by distance
A graph is produced that shows the "I" value on the Y-axis by the distance bin on the
X-axis. Click on the "Graph" button. The graph displays the reduction in spatial
autocorrelation with distance. The graph is useful for selecting the type of kernel in the

Single- and Duel-kernel interpolation routines when the primary variable is weighted (see
Interpolation).

Distance Analysis I

Distance analysis provides statistics about the distances between point locations. It
is useful for identifying the degree of clustering of points. It is sometimes called
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second-order analysis. The distance routines are divided into two pages. On the first page,
there are four routines for describing properties of the distances.

Nearest Neighbor Analysis (Nna)

The nearest neighbor index provides an approximation about whether points are
more clustered or dispersed than would be expected on the basis of chance. It compares the
average distance of the nearest other point (nearest neighbor) with a spatially random
expected distance by dividing the empirical average nearest neighbor distance by the
expected random distance (the nearest neighbor index). The nearest neighbor routine
requires that the geographical area be entered on the Measurement Parameters page and
that direct distances be used. The Nra routine calculates 10 statistics:

1. The sample size

2. The mean nearest neighbor distance

3. The standard deviation of the nearest neighbor distance

4. The minimum distance

5. The maximum distance

6. The mean random distance (for both the bounding rectangle and the user
input area, if provided

7. The mean dispersed distance (for both the bounding rectangle and the user
input area, if provided)

8. The nearest neighbor index (for both the bounding rectangle and the user
input area, if provided)

9. The standard error of the nearest neighbor index (for both the bounding
rectangle and the user input area, if provided)

10. A significance test of the nearest neighbor index (Z-test)

The tabular results can be printed, saved to a text file, or saved as a ‘dbf”file.
Number of nearest neighbors

The K-nearest neighbor index compares the average distance to the K™ nearest other
point with a spatially random expected distance. The user can indicate the number of K-
nearest neighbors to be calculated, if more than one are to be calculated. CrimeStat will
calculate 3 statistics for each order specified:

1. The mean nearest neighbor distance in meters for the order
2. The expected nearest neighbor distance in meters for the order
3. The nearest neighbor index for the order

The Nna routine will use the user-defined area unless none is provided in which case
it will use the bounding rectangle. The tabular results can be printed, saved to a text file or
output as a ‘dbf file.
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Linear Nearest Neighbor Analysis

The linear nearest neighbor index provides an approximation as to whether points
are more clustered or dispersed along road segments than would be expected on the basis of
chance. It is used with indirect (Manhattan) distances and requires the input of the total
length of a road network on the measurement parameters page (see Measurement
Parameters). Ifindirect distances are checked on the measurement parameters page, then
the linear nearest neighbor will be calculated when the Nna box is checked. The linear
nearest neighbor index is the ratio of the empirical average linear nearest neighbor distance
to the expected linear random distance. The Nna routine calculates 9 statistics for the
linear nearest neighbor index:

The sample size

The mean linear nearest neighbor distance in meters, feet and miles

The minimum distance between points along a grid network

The maximum distance between points along a grid network

The mean random linear distance

The linear nearest neighbor index

The standard deviation of the linear nearest neighbor distance in meters, feet
and miles

The standard error of the linear nearest neighbor index

A t-test of the difference between the empirical and expected linear nearest
neighbor distance

O o0

Number of linear nearest neighbors

Nna can calculate K-nearest linear neighbors and compare this distance the average
linear distance to the K" nearest other point with a spatially random expected distance.
The user can indicate the number of K-nearest linear neighbors to be calculated, if more
than one are to be calculated. CrimeStat will calculate 3 statistics for each order specified:

1. The mean linear nearest neighbor distance in meters for the order
The expected linear nearest neighbor distance in meters for the order
3. The linear nearest neighbor index for the order

Edge correction of nearest neighbors

The nearest neighbor analysis (either areal or linear) does not adjust for
underestimation for incidents near the boundary of the study area. Itis possible that there
are nearest neighbors outside the boundary that are closer than the measured nearest
neighbor. The nearest neighbor analysis has three edge correction options: 1) no
adjustment — this is the default; 2) an adjustment that assumes the study areais a
rectangle; and 3) an adjustment that assumes the study area is a circle. The rectangular
and circular edge corrections adjust the nearest neighbor distances of points near the
border. If a point is closer to the border (of either a rectangle or a circle) than to the
measured nearest neighbor distance, then the distance to the border is taken as the
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adjusted nearest neighbor distance.
Ripley’s “K” Statistic (RipleyK)

Ripley’s “K” statistic compares the number of points within any distance to an
expected number for a spatially random distribution. The empirical count is transformed
into a square root function, called L, and is adjusted for orientation (see documentation for
more details). Values of L that are greater than the upper limit of the simulations indicate
concentration while values of L less than the lower limit of the simulations indicate
dispersion. L is calculated for each of 100 distance intervals (bins). The RipleyK routine
calculates 6 statistics:

The sample size

The maximum distance

100 distance bins

The distance for each bin

The transformed statistic, L(t), for each distance bin

The expected random L under complete spatial randomness, L(csr)

AN W -

In addition, CrimeStat can estimate the sampling distribution by running spatially
random Monte Carlo simulations over the study area. If one or more spatially random
simulations are specified, there are 6 additional statistics:

7. The minimum L value for the spatially random simulations

8. The maximum L value for the spatially random simulations

9. The 0.5 percentile L value for the spatially random simulations
10. The 2.5 percentile L value for the spatially random simulations
11. The 97.5 percentile L value for the spatially random simulations
12. The 99.5 percentile L value for the spatially random simulations

The tabular results can be printed, saved to a text file, or saved as a ‘dbf’file.
Edge correction of Ripley’s K statistic

The default setting for the Ripley’s “K” statistic does not adjust for underestimation
for incidents near the boundary of the study area. However, it is possible that there are
points outside the study area boundary that are closer than the search radius of the circle
used to enumerate the “K” statistic. The Ripley’s “K” statistic has three edge correction
options: 1) no adjustment — this is the default; 2) an adjustment that assumes the study
area is a rectangle; and 3) an adjustment that assumes the study area is a circle. The
rectangular and circular edge corrections adjust the Ripley’s “K” statistic for points near the
border. If the distance of a point to the border (of either a rectangle or a circle) is smaller
than to the radius of the circle used to enumerate the “K” statistics, then the point is
weighted inversely proportional to the area of the search radius that is within the border.
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Output intermediate results

There is a box labeled “Output intermediate results”. If checked, a separate dbf file
will be output that lists the intermediate calculations. The file will be called
‘RipleyTempOutput.dbf’. There are five output fields:

1. The point number (POINT), starting at O (for the first point) and proceeding
to N—1 (for the Nth point)

2. The search radius in meters (SEARCHRADI)

3. The count of the number of other points that are within the search radius
(COUNT)

4. The weight assigned, calculated from equations 5.24 or 5.28 above (WEIGHT)

5. The count times the weight (CTIMESW)

Assign Primary Points to Secondary Points

This routine will assign each primary point to a secondary point and then will sum
by the number of primary points assigned to each secondary point. It is useful for adding
up the number of primary points that are close to each secondary point. For example, in the
crime travel demand module, this routine can assign incidents to zones as the module uses
zonal totals. The result is a count of primary points associated with each secondary point.
It is also possible to sum different variables sequentially. For example, in the crime travel
demand module, both the number of crimes originating in each zone and the number of
crimes occurring in each zone are needed. This can be accomplished in two runs. First,
sum the incidents defined by the origin coordinates to each zone (secondary file). Second,
sum the incidents defined by the destination coordinates to each zone (also secondary file).
The result would be two columns, one showing the number of origins in each secondary file
zone and the second showing the number of destinations in each secondary file zone.

There are two methods for assigning the primary points to the secondary.
Nearest neighbor assignment
This routine assigns each primary point to the secondary point to which it is closest.
Ifthere are two or more secondary points that are exactly equal, the assignment goes to the
first one on the list.
Point-in-polygon assignment
This routine assigns each primary point to the secondary point for which it falls
within its polygon (zone). A zone (polygon) shape file must be provided and the routine
checks which secondary zone each primary point falls within.

Zone file

A zonal file must be provided. This is a polygon file that defines the zones to which
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the primary points are assigned. The zone file should be the same as the secondary file (see
Secondary file). For each point in the primary file, the routine identifies which polygon
(zone) it belongs to and then sums the number of points per polygon.

Name of assigned variable
Specify the name of the summed variable. The default name is FREQ.
Useweighting file

The primary file records can be weighted by another file. This would be useful for
correcting the totals from the primary file. For example, if the primary file were robbery
incidents from an arrest record, the sum of this variable (i.e. the total number of robberies)
may produce a biased distribution over the secondary file zones because the primary file
was not a random sample of all incidents (e.g., if it came from an arrest record where the
distribution of robbery arrests is not the same as the distribution of all robbery incidents).

The secondary file or another file can be used to adjust the summed total. The
weighting variable should have a field that identifies the ratio of the true to the measured
count for each zone. A value of | indicates that the summed value for a zone is equal to the
true value; hence no adjustment is needed. A value greater than 1 indicates that the
summed value needs to be adjusted upward to equal the true value. A value less than 1
indicates that the summed value needs to be adjusted downward to equal the true value.

If another file is to be used for weighting, indicate whether it is the secondary file or,
ifanother file, the name of the other file.

Name of assigned weighted variable
For a weighted sum, specify the name of the variable. The default will be ADJFREQ.
Save result to

For both routines, the output is a 'dbf file. Define the file name. Note: be careful
about using the same name as the secondary file as the saved file will have the new
variable. Itis best to give it a new name.

A new variable will be added to this file that gives the number of primary points in
each secondary file zone and, if weighting is used, a secondary variable will be added which
has the adjusted frequency.

Distance Analysis II
On the second Distance Analysis page, there are four routines that calculate distance

matrices:
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Distance Matrices

1. From each primary point to every other primary point
From each primary point to each secondary point

3. From each primary point to the centroid of each reference file grid cell. This
requires a reference file to be defined or used.

4. From each secondary point to the centroid of each reference file grid cell. This

requires a reference file to be defined or used.

CrimeStat can calculate the distances between points for a single file or the
distances between points for two different files. These matrices can be useful for examining
the frequency of different distances or for providing distances for another program.

Within file p oint-to-point (Matrix)

This routine outputs the distance between each point in the primary file to every
other point in a specified distance unit (miles, nautical miles, feet, kilometers, or meters.)
The Matrix output can be saved as a CrimeStat distance file which can be used to speed up
raw calculations (see Distance options under Data Setup). The Matrix output can also be
saved to a text file.

From all primary file points to all secondary file points (IMatrix)

This routine outputs the distance between each point in the primary file to each
point in the secondary file in a specified distance unit (miles, nautical miles, feet,
kilometers, or meters). The IMatrix output can be saved as a CrimeStat distance file which
can be used to speed up raw calculations (see Distance options under Data Setup). The
IMatrix output can also be saved to a text file.

From primary points to grid (PGMatrix)

This routine outputs the distance between each point in the primary file to the
centroid of each cell in the reference grid. A reference has to be defined or provided on the
Reference file page. Again, the distance units must be specified (miles, nautical miles, feet,
kilometers, or meters). The output can be saved as a CrimeStat distance file which can be
used to speed up raw calculations (see Distance options under Data Setup). The output can
be saved as a CrimeStat distance file which can be used to speed up raw calculations (see
Distance options under Data Setup). The output can also be saved to a text file.

From secondary points to grid (SGMatrix)
This routine outputs the distance between each point in the secondary file to the
centroid of each cell in the reference grid. A reference has to be defined or provided on the

Reference file page. Again, the distance units must be specified (miles, nautical miles, feet,
kilometers, or meters). The output can also be saved to a text file.
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‘Hot Spot’ Analysis

‘Hot spot’ (or cluster) analysis identifies groups of incidents that are clustered
together. It is a method of second-order analysis that identifies the cluster membership of
points. There are a number of different hot spot’analysis routines in CrimeStat. They are
organized on two program tabs: Hot Spot’ analysis I and Hot Spot’ analysis II.

‘Hot Spot’ Analysis I
The Hot Spot’ Analysis I tab includes four different routines:

The mode (Mode)

The fuzzy mode (Fmode)

Nearest-neighbor hierarchical clustering (Nnh)

Risk-adjusted nearest-neighbor hierarchical clustering (Rnnh)

B WN =

Mode

The mode calculates the frequency of incidents for each unique location, defined by
an X and Y coordinate. It will output a list of all unique locations and their X and Y
coordinates and the number of incidents occurring at each, ranked in decreasing order from
most frequent to least frequent. It will also list their rank order from 1 to the last unique
location. The data can be output to a 'dbf file.

Fuzzy Mode

The fuzzy mode calculates the frequency of incidents for each unique location within
a user-specified distance. The user must specify the search radius and the units for the
radius (miles, nautical miles, feet, kilometers, meters). The routine will identify each
unique location, defined by its X and Y coordinates, and will calculate the number of
incidents that fall within the search radius. It will output a list of all unique locations and
their X and Y coordinates and the number of incidents occurring at each within the search
radius, ranked in decreasing order from most frequent to least frequent. It will also list
their rank order from 1 to the last unique location. The data can be output to a 'dbf file.

Nearest Neighbor Hierarchical Spatial Clustering (Nnh)

The nearest neighbor hierarchical spatial clustering routine is a
constant-distance clustering routine that groups points together on the basis of spatial
proximity. The user defines a threshold distance and the minimum number of points that
are required for each cluster, and an output size for displaying the clusters with ellipses.
The routine identifies first-order clusters, representing groups of points that are closer
together than the threshold distance and in which there is at least the minimum number of
points specified by the user. Clustering is hierarchical in that the first-order clusters are
treated as separate points to be clustered into second-order clusters, and the second-order
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clusters are treated as separate points to be clustered into third-order clusters, and so on.
Higher-order clusters will be identified only if the distance between their centers are closer
than the new threshold distance.

The tabular results can be printed, saved to a text file, or output as a '.dbf file. The
graphical results can be output as either ellipses or as convex hulls (or both) to ArcView
"shp', MapInfo "mif or Atlas*GIS "bna’ files. Separate file names must be selected for the
ellipse output and for the convex hull output.

The routine outputs six results for each cluster that is calculated:

1. The hierarchical order and the cluster number
. The mean center of the cluster (Mean X and Mean Y)
3. The standard deviational ellipse of the cluster (the rotation and the lengths of
the X and Y axes
4, The number of points in the cluster
5. The area of the cluster
6. The density of the cluster (points divided by area)

Nnh threshold distance

The threshold distance is the search radius around a pair of points. For each pair of
points, the routine determines whether they are closer together than the search radius.
There are two ways to determine a threshold distance:

Random nearest neighbor distance

First, the search distance is chosen by the random nearest neighbor distance. The
default value is 0.1 (i.e., fewer than 10% of the pairs could be expected to be as close or
closer by chance.) Pairs of points that are closer together than the threshold distance are
grouped together whereas pairs of points that are greater than the threshold distance are
ignored. The smaller the significance level that is selected, the smaller the threshold
distance and, usually, the fewer pairs will be selected. On the other hand, choosing a higher
significance level, the larger the threshold distance and, usually, the more pairs will be
selected. However, the higher the significance level chosen, the greater the likelihood that
clusters could be chance groupings.

The slide bar is used to adjust the significance level. Move the slide bar to the left to
choose a smaller threshold distance and to the right to choose a larger threshold distance.

Fixed distance

Second, a fixed distance can be selected. The default is 1 mile. In this case, the
search radius uses the fixed distance and the slide bar is inoperative.
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Nnh minimum number of points

The minimum number of points required for each cluster allows the user to specify a
minimum number of points for each cluster. The default is 10 points. Restrictions on the
number of clusters can be placed by defining a minimum number of points that are
required. Ifthere are too few points allowed, then there will be many very small clusters.
By increasing the number of required points, the number of clusters will be reduced.

Ellipse output

The results can be output graphically as an ellipse to ArcView "shp', MapInfo "mif
or Atlas*GIS "bna' files. The prefix will be 'NNH1' for the first-order ellipses, 'NNH2' for
the second-order ellipses, and 'NNH3' for the third-order ellipses. Higher-order ellipses will
only index the number.

Output size for Nnh ellipses

The cluster output size can be adjusted by the lower slide bar. This specifies the
number of ellipse standard deviations to be calculated for each cluster: one standard
deviation (1X - the default value), one and a half standard deviations (1.5X), or two
standard deviations (2X). The default value is one standard deviation. Typically, one
standard deviation will cover more than halfthe cases whereas two standard deviations will
cover more than 99% of the cases, though the exact percentage will depend on the
distribution. Slide the bar to select the number of standard deviations for the ellipses. The
output file is saved as Nnh<number><root name>. The number is the order of the
clustering (i.e., 1, 2...) while the root name is provided by the user.

Restrictions on the number of clusters can be placed by defining a minimum number
of points that are required. The defaultis 10. Ifthere are too few points allowed, then
there will be many very small clusters. By increasing the number ofrequired points, the
number of clusters will be reduced.

Convex hull cluster output

The clusters can also be output as convex hulls to ArcView ".shp', MapInfo 'mif or
Atlas*GIS '.bna' files. Specify a file name. The name will be output with a 'CNNH1' prefix
for the first-order clusters, a '"CNNH?2' prefix for the second-order clusters, and a 'CNNH3'
prefix for the third-order clusters. Higher-order clusters will index only the number.

Nnh simulation runs

A Monte Carlo simulation can be run to estimate the approximate confidence
intervals around first-order Nnh clusters; second- and higher-order clusters are not
simulated since their structure depends on first-order clusters. The user specifies the
number of simulation runs and the Nnh clustering is calculated for randomly assigned data.
The random output is sorted and percentiles are calculated. The output includes the
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number of first-order clusters, the area, the number of points, and the density. Twelve
percentiles are identified for these statistics:

The minimum for the spatially random simulations
The maximum for the spatially random simulations
The 0.5™ percentile for the spatially random simulations
The 1* percentile for the spatially random simulations
The 2.5"™ percentile for the spatially random simulations
The 5" percentile for the spatially random simulations
The 10™ percentile for the spatially random simulations
The 90™ percentile for the spatially random simulations
9. The 95 percentile for the skpatially random simulations
10. The 97.5 percentile for the spatially random simulations
11. The 99 percentile for the spatially random simulations
12. The 99.5 percentile for the spatially random simulations
These can allow eight a one-tail or two-tail significance test. For example, for a 5%
one-tail test, use the 95" percentile whereas for a 5% two-tail test, use the 2.5th and 97.5th
percentiles. The simulated data that is used can be viewed by checking the Dump
simulation data' box on the Options tab.

I R S

Risk-Adjusted Nearest Neighbor Hierarchical Spatial Clustering (Rnnh)

The risk-adjusted nearest neighbor hierarchical spatial clustering routine groups
points together on the basis of spatial proximity, but the grouping is adjusted according to
the distribution of a baseline variable. The routine requires both a primary file (e.g.,
robberies) and a secondary file (e.g., population). For the secondary variable, if an intensity
or weight variable is to be used, it should be specified.

The user selects a threshold probability for grouping a pair of points together by
chance and the minimum number of points that are required for each cluster, and an output
size for displaying the clusters with ellipses. In addition, a kernel density model for the
secondary variable must be specified. The threshold distance is determined by the threshold
probability and the grid cell density produced by the kernel density estimate of the
secondary variable. Thus, in areas with high density ofthe secondary variable, the
threshold distance is smaller than in areas with low density of the secondary variable.

The routine identifies first-order clusters, representing groups of points that are
closer together than the threshold distance and in which there is at least the minimum
number of points specified by the user. Clustering is hierarchical in that the first-order
clusters are treated as separate points to be clustered into second-order clusters, and the
second-order clusters are treated as separate points to be clustered into third-order clusters,
and so on. Higher-order clusters will be identified only if the distance between their centers
are closer than the new threshold distance.

The tabular results can be printed, saved to a text file, or output as a '.dbf" file. The
graphical results can be output as either ellipses or as convex hulls (or both) to ArcView
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"shp', Maplnfo "mif or Atlas*GIS "bna'files. Separate file names must be selected for the
ellipse output and for the convex hull output.

The routine outputs six results for each cluster that is calculated:

1. The hierarchical order and the cluster number
The mean center of the cluster (Mean X and Mean Y)

3. The standard deviational ellipse of the cluster (the rotation and the lengths of
the X and Y axes

4. The number of points in the cluster

5. The area of the cluster

6. The density of the cluster (points divided by area)
Rnnh threshold distance

The threshold distance is the confidence interval around a random expected distance
for a pair of points. However, unlike the Nnh routine where the threshold distance is
constant throughout the study area, the threshold distance for the Rnnh routine is adjusted
inversely proportional to the distribution ofthe secondary (baseline) variable. In areas with
a high density of the secondary variable, the threshold distance will be small whereas in
areas with a low density of the secondary variable, the threshold distance will be large. The
default threshold probability is 0.1 (i.e., fewer than 10% of the pairs could be expected to be
as close or closer by chance.) Pairs of points that are closer together than the threshold
distance are grouped together whereas pairs of points that are greater than the threshold
distance are ignored. The smaller the significance level that is selected, the smaller the
threshold distance and, usually, the fewer pairs will be selected. On the other hand,
choosing a higher significance level, the larger the threshold distance and, usually, the more
pairs will be selected. However, the higher the significance level chosen, the greater the
likelihood that clusters could be chance groupings. Move the slide bar to the left to choose a
smaller threshold distance and to the right to choose a larger threshold distance.

Rnnh risk parameters

A density estimate of the secondary variable must be calculated to adjust the
threshold distance of the primary variable. This is done through kernel density estimation.
The risk parameters tab defines this model. The secondary variable is automatically
assumed to be the 'at risk' (baseline) variable. Ifan intensity or weight variable has been
used in the secondary file, it should be checked. The user specifies a method of interpolation
(normal, uniform, quartic, triangular, and negative exponential kernels) and the choice of
bandwidth (fixed interval or adaptive interval). Ifan adaptive interval is used, the
minimum sample size for the band width (search radius) must be specified. Ifa fixed
interval is used, the size of the interval (radius) must be specified along with the
measurement units (miles, nautical miles, feet, kilometers, meters). Finally, the units of
the output density must be specified (squared miles, squared nautical miles, squared feet,
squared kilometers, squared meters).
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The routine overlays a 50 x 50 grid on the study area and calculates a kernel density
estimate of the secondary variable. The density is then re-scaled to equal the sample size of
the primary variable. For each grid cell, a cell-specific threshold distance is calculated for
grouping a pair of points together by chance. The threshold probability selected by the user
is applied to this cell-specific threshold distance to produce a threshold distance that
corresponds to the cell-specific confidence interval. Pairs of points that are closer than the
cell-specific threshold distance are selected for first-order clustering.

Rnnh minimum number of points

The minimum number of points required for each cluster allows the user to specify a
minimum number of points for each cluster. The default is 10 points. Third, the output size
for the clusters can be adjusted by the second slide bar. These are the number of standard
deviations defined by the ellipse, from one standard deviation (the default value) to three
standard deviations. Typically, one standard deviation will cover about 65% of the cases
whereas three standard deviations will cover more than 99% of the cases.

Ellipse output

The results can be output graphically as an ellipse to ArcView 'shp', MapInfo 'mif
or Atlas*GIS 'bna' files. The prefix will be 'RNNH1' for the first-order ellipses, 'RNNH2' for
the second-order ellipses, and 'RNNH3' for the third-order ellipses. Higher-order ellipses
will only index the number.

Output size for Rnnh ellipses

The cluster output size can be adjusted by the lower slide bar. This specifies the
number of ellipse standard deviations to be calculated for each cluster: one standard
deviation (1X - the default value), one and a half standard deviations (1.5X), or two
standard deviations (2X). The default value is one standard deviation. Typically, one
standard deviation will cover more than halfthe cases whereas two standard deviations will
cover more than 99% of the cases, though the exact percentage will depend on the
distribution. Slide the bar to select the number of standard deviations for the ellipses. The
output file is saved as Rnnh<number><root name>. The number is the order of the
clustering (i.e., 1, 2...) while the root name is provided by the user.

Restrictions on the number of clusters can be placed by defining a minimum number
of points that are required. The defaultis 10. Ifthere are too few points allowed, then
there will be many very small clusters. By increasing the number ofrequired points, the
number of clusters will be reduced.

Convex hull cluster output
The clusters can also be output as convex hulls to ArcView ".shp', MapInfo "mif or

Atlas*GIS '.bna' files. Specify a file name. The name will be output with a 'CRNNH1' prefix
for the first-order clusters, a '"CRNNH?2' prefix for the second-order clusters, and a
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'CRNNH3' prefix for the third-order clusters. Higher-order clusters will index only the
number.

Rnnh simulation runs

A Monte Carlo simulation can be run to estimate the approximate confidence
intervals around first-order Rnnh clusters; second- and higher-order clusters are not
simulated since their structure depends on first-order clusters. The user specifies the
number of simulation runs and the Rnnh clustering is calculated for randomly assigned
data. The random output is sorted and percentiles are calculated. The output includes the
number of first-order clusters, the area, the number of points, and the density. Twelve
percentiles are identified for these statistics:

The minimum for the spatially random Rnnh simulations

The maximum for the spatially random Rnnh simulations

The 0.5 percentile for the spatially random Rnnh simulations
The 1 percentile for the spatially random Rnnh simulations
The 2.5 percentile for the spatially random Rnnh simulations
The 5 percentile for the spatially random Rnnh simulations
The 10 percentile for the spatially random Rnnh simulations
The 90 percentile for the spatially random Rnnh simulations
9. The 95 percentile for the spatially random Rnnh simulations
10. The 97.5 percentile for the spatially random Rnnh simulations
11. The 99 percentile for the spatially random Rnnh simulations
12. The 99.5 percentile for the spatially random Rnnh simulations

The simulated data that is used can be viewed by checking the 'Dump simulation
data' box on the Options tab.

‘Hot Spot’ Analysis 11

The Hot Spot’ Ahalysis IT tab includes three different routines:

1. The Spatial and Temporal Analysis of Crime module (STAC)
2. K-Means clustering
3. Anselin’s local Moran statistics

Spatial and Temporal Analysis of Crime (STAC)

The Spatial and Temporal Analysis of Crime (STAC) routine is a variable-distance
clustering routine. It initially groups points together on the basis of a constant search
radius, but then combines clusters that overlap. On the STAC Parameters tab, define a
search radius, the minimum number of points that are required for each cluster, and an
output size for displaying the clusters with ellipses. The results can be printed, saved to a
text file, output as a '.dbf file, or output as ellipses or as convex hulls (or both) to ArcView
".shp', MapInfo ' mif or Atlas*GIS 'bna' files

2.35



m ndwo) _

aoouep, | §30U3IS p |ELWS Jopisnipy |

“0})ns3. aABg {UBIoALY) U3.0py [290° 5 uijsiY o

smed

:asdyje
' 8y .0} sUCHRN3P
351 5 pigaum)s O IBOuInp

L)sesclecmRs . m_.v_ ugipleceg 5 s1818n)

s

@ ryxenuod engs

OLns3. arag spaas [ayuioj8 yAecuoass asn | (sLBBAY) JunaiEn] sLesn-Y o)

Q [ry>@auoo enas sunanding

G 3esclaenes v1S ewn) jo sisAeuy iadwa| pJe eneds o

| s s8puy Jods 10m, 1SR jodg 10— || sisfipry souzieq |1s1eAuy s re31q [uoyngusi Beds

Tcom&o ?mwwmwv [gaen Bl mmzw#oe Eﬁuw.” ge%&ﬁ% m«@maw dmes vyeg

111 1PISILLD @

uealog || sisAjeuy ,Jods JoOH,

*gonsnf jo Juswyedaq ‘S'N 9y} JO mmﬁﬂaﬂo&n-&_ 4proyjo ey} Josyel Ajuessaodau jou op pue

s N L T Dananidlin A aRuuad 1a AlTAundA auannimdaa amn £a nanenand naan



This document is a research report submitted to the U.S. Department of Justice. This report has not
been published by the Department. Opinions or points of view expressed are those of the author(s)
and do not necessarily reflect the official position or policies of the U.S. Department of Justice.

The routine outputs six results for each cluster that is calculated:

1. The hierarchical order and the cluster number
. The mean center of the cluster (Mean X and Mean Y)

3. The standard deviational ellipse of the cluster (the rotation and the lengths of
the X and Y axes

4. The number of points in the cluster

5. The area of the ellipse

6. The density of the ellipse (ellipse points divided by area)
STAC parameters

The STAC parameters tab allows the selection of a search radius, the minimum
number of points, the scan type, the boundary definition, the number of simulation runs,
and the output size of the STAC ellipses.

STAC search radius

The search radius is the distance within the STAC routine searches. The default is
0.5 miles. A 20 x 20 grid is overlaid on the study area. At each intersection of a row and a
column, the routine counts all points that are closer than the search radius. Overlapping
circles are combined to form variable-size clusters. The smaller the search radius that is
selected, the fewer points will be selected. On the other hand, choosing a larger search
area, the more points will be selected. However, the larger the search area, the greater the
likelihood that clusters could be chance groupings. On the STAC Parameters tab, type the
search radius into the box and indicate the measurement units (miles, nautical miles, feet,
kilometers, meters).

STAC scan type

The scan type is the type of grid overlaid on the study area. There are two choices:
rectangular (default) and triangular.

STAC boundary
The studyvarea boundaries can be defined from the data set or the reference grid.
STAC minimum number of points
The minimum number of points required for each cluster allows the user to specify a
minimum number of points for each cluster. The default is 5 points. If there are too few
points allowed, then there will be many very small clusters. By increasing the number of

required points, the number of clusters will be reduced. On the STAC Parameters tab, type
the minimum number of points each cluster is required to have.
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Output size for STAC ellipses

The cluster output size of the ellipses can be adjusted by the lower slide bar.
The routine will output one standard deviation (1X), one and half standard deviations
(1.5X), and two standard deviational (2X) ellipses. Typically, ifthe data are randomly
distributed, one standard deviation will cover about 50% of the cases whereas two standard

deviations will cover more than 99% of the cases; however, the actual percentages may
differ.

On the STAC Parameters tab, Slide the bar to select the number of standard
deviations for the ellipses. The output file is saved as ST<roof name>. The root name is
provided by the user.

Convex hull cluster output

The clusters can also be output as convex hulls to ArcView ".shp', MapInfo "mif or
Atlas*GIS ".bna' files. Specify a file name. The name will be output with a 'CST' prefix.

STAC simulation runs

A Monte Carlo simulation can be run to estimate the approximate confidence
intervals around the STAC clusters. The user specifies the number of simulation runs and
the STAC clustering is calculated for randomly assigned data. The random output is sorted
and percentiles are calculated. The output includes the number of clusters, the area, the
number of points, and the density. Twelve percentiles are identified for these statistics:

The minimum for the spatially random simulations

The maximum for the spatially random simulations

The 0.5 percentile for the spatially random simulations
The 1° percentile for the spatially random simulations
The 2.5" percentile for the spatially random simulations
The 5" percentile for the spatially random simulations
The 10" percentile for the spatially random simulations
The 90" percentile for the spatially random simulations
9. The 95™ percentile for the spatially random simulations
10. The 97.5" percentile for the spatially random simulations
11. The 99" percentile for the spatially random simulations
12. The 99.5" percentile for the spatially random simulations

These can allow eight a one-tail or two-tail significance test. For example, for a 5%
one-tail test, use the 95" percentile whereas for a 5% two-tail test, use the 2.5th and 97.5th
percentiles. The simulated data that is used can be viewed by checking the 'Dump
simulation data' box on the Options tab.
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K-means Clustering (KMeans)

The K-means clustering routine is a procedure for partitioning all the points into K
groups in which K is a number assigned by the user. The routine finds K seed locations in
which points are assigned to the nearest cluster. The default Kis 5. If K is small, the
clusters will typically cover larger areas.

The tabular results can be printed, saved to a text file, or output as a '.dbf" file. The
graphical results can be output as either ellipses or as convex hulls (or both) to ArcView
'shp’, MapInfo "mif or Atlas*GIS 'bna' files. Separate file names must be selected for the
ellipse output and for the convex hull output.

Initial cluster locations

The routine starts with an initial guess (seed) for the K locations and then conducts
local optimization. The user can modify the location of the initial clusters in two ways:

1. The separation between the initial clusters can be increased or decreased.
There is a separation scale with pre-defined values from 1 to 10; the default is
4. The user can type in any number, however (e.g., 15). Increasing the
number increases the separation between the initial cluster locations while
decreasing the number decreases the separation.

2. The user can also define the initial locations and the number of clusters, K,
with a secondary file. The routine takes K from the number of points in the
secondary file and takes the X/Y coordinates of the points as the initial seed
locations.

Output size for K-means ellipses

For both methods, the cluster output size of the ellipses can be adjusted by the lower
slide bar. The routine will output one standard deviation (1X), one and half standard
deviations (1.5X), and two standard deviational (2X) ellipses. Typically, if the data are
randomly distributed, one standard deviation will cover about 50% of the cases whereas two
standard deviations will cover more than 99% of the cases; however, the actual percentages
may differ.

Slide the bar to select the number of standard deviations for the ellipses. The output
file is saved as KM<root name>. The root name is provided by the user.

Convex hull cluster output

The clusters can also be output as convex hulls to ArcView ".shp', MapInfo "mif or
Atlas*GIS 'bna' files. Specify a file name. The name will be output with a 'CKM' prefix.
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Anselin's Local Moran (L-Moran)

Anselin's Local Moran statistic applies the Moran's "[" statistic to individual points
(or zones) to assess whether particular points/zones are spatially related to the nearby
points (or zones.) The statistic requires an intensity variable in the primary file. Unlike the
global Moran's "I" statistic, the local Moran is applied to each individual point/zone. The
index points to clustering or dispersion relative to the local neighborhood. Points (or zones)
with high "I" values have an intensity value that is higher than their neighbors while
points with low "I" values have intensity values lower than their neighbors. The output can
be printed or output as a '.dbf file.

Adjust for small distances

If checked, small distances are adjusted so that the maximum weighting is no higher
than 1 (see documentation for details.) This ensures that the local "I" won't become
excessively large for points that are grouped together. This is the default setting.

III. Spatial Modeling

The spatial modeling section conducts kernel density estimation, journey to crime
calibration and estimation, and space-time analysis analysis.

Interpolation

The interpolation tab allows estimates of point density using the kernel density
smoothing method. There are two types of kernel density smoothing: one applied to a single
distribution of points and the other applied to two different distributions. Each type has
variations on the method that can be selected. Both types require a reference file that is
overlaid on the study area (see Reference File). The kernels are placed over each point and
the distance between each reference cell and each point is evaluated by the kernel function.
The individual kernel estimates for each cell are summed to produce an overall estimate of
density for that cell. The intensity and weighting variables can be used in the kernel
estimate. The densities can be converted into probabilities.

Single Kernel Density Estimate (KernelDensity)
The single kernel density routine estimates the density of points for a single
distribution by overlaying a symmetrical surface over each point, evaluating the distance

from the point to each reference cell by the kernel function, and summing the evaluations at
each reference cell.
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File to be interpolated

The estimate can be applied to either the primary file (see Primary file) or a
secondary file (see Secondary File). Select which file is to be interpolated. The default is
the Primary.

Method of interpolation

There are five types of kernel distributions that can be used to estimate the density
of the points. Four ofthe five distributions overlay a circle around each grid cell and assign
weights to the points within the grid cell. The five types vary in the weights they assign to
nearby points:

Kernel that assigns weights for entire study area

1. The normal kernel overlays a normal distribution over each point, which
then extends over the entire study area defined by the reference file. This is
the default kernel function. The distribution extends in all directions and is
limited only by the study area.

Kernels that assign weights within a specific circle
2. The uniform kernel weights all points within the circle equally.

3. The quartic kernel overlays an inverted bell-shape surface that extends only
for a limited distance from each point; the weights for points within the circle
decline with distance, but gradually.

4. The triangulated (or conical) kernel overlays a cone over each grid cell; the
weights for points within the circle decrease consistently with distance.

5. Finally, the negative exponential (or peaked) kernel overlays a sharply-
decreasing function over the grid cell; the weights for points within the circle
decrease very rapidly with distance. The five methods produce similar results
although the normal is generally smoother for any given bandwidth.

Choice of bandwidth

The kernels are applied to a limited search distance, called 'bandwidth'. For the
normal kernel, bandwidth is the standard deviation of the normal distribution. For the
uniform, quartic, triangular and negative exponential kernels, bandwidth is the radius of a
circle for the search distance. For all types, larger bandwidth will produce smoother density
estimates and both adaptive and fixed bandwidth intervals can be selected.
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Adaptive bandwidth
An adaptive bandwidth distance is identified by the minimum number of other
points found within a circle drawn around a single point. A circle is placed around each
point, in turn, and the radius is increased until the minimum sample size is reached. Thus,
each point has a different bandwidth interval. This is the default bandwidth setting. The
user can modify the minimum sample size. The default is 100 points.
Fixed bandwidth
A fixed bandwidth distance is a fixed interval for each point. The user must define
the interval and the distance units by which it is calculated (miles, nautical miles, feet,
kilometers, meters).
Output units
Specify the density units as points per square mile, per squared nautical miles, per
square feet, per square kilometers, or per square meters. The default is points per square
mile.
Use intensity variable
If an intensity variable is interpolated, then this box should be checked.
Use weighting variable
If a weighting variable is used in the interpolation, then this box should be checked.
Calculate densities or probabilities

The density estimate for each cell can be calculated in one of three ways:

1. Absolute densities. This is the number of points per grid cell and is scaled
so that the sum ofall grid cells equals the sample size. This is the default.

2. Relative densities. For each grid cell, this is the absolute density divided by
the grid cell area and is expressed in the output units (e.g., points per square
mile).

3. Probabilities. This is the proportion ofall incidents that occur in the grid

cell. The sum of all grid cells equals a probability of 1.

Select whether absolute densities, relative densities, or probabilities are to be output
for each cell. The default is absolute densities.
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Output

The results can be output as a Surfer for Windows file (for both an external or
created reference file) or as an ArcView ‘shp’, MapInfo ‘mif’, Atlas*GIS ‘bna’, or ArcView
Spatial Analyst® file (only if the reference file is created by CrimeStat).

Dual Kernel Density Estimate (DuelKernel)

The dual kernel density routine compares two different distributions involving the
primary and secondary files. A ‘first’ file and ‘second’ file need to be defined. The
comparison allows the ratio of the first file divided by the second file, the logarithm of the
ratio of the first file divided by the second file, the difference between the first file and
second file (i.e., first file — second file), or the sum of the first file and the second file.

File to be interpolated
Identify which file is to be the first file’(primary or secondary) and which is to be the
‘second file (primary or secondary). The default is Primary for the first file and Secondary
for the second file.
Method of interpolation
There are five types of kernel distributions that can be used to estimate the density
points. Four of the five overlay a circle around each grid cell and assign weights to the
points within the grid cell. The five types vary in the weights they assign to nearby points:
Kernel that assigns weights for entire study area
1. The normal kernel overlays a normal distribution over each point, which
then extends over the entire study area defined by the reference file. This is
the default kernel function. The distribution extends in all directions and is
limited only by the study area.
Kernels that assign weights within a specific circle
2. The uniform kernel weights all points within the circle equally.
3. The quartic kernel overlays an inverted bell-shape surface that extends only
for a limited distance from each point; the weights for points within the circle

decline with distance, but gradually.

4. The triangulated (or conical) kernel overlays a cone over each grid cell; the
weights for points within the circle decrease consistently with distance.

5. Finally, the negative exponential (or peaked) kernel overlays a sharply-
decreasing function over the grid cell; the weights for points within the circle
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decrease very rapidly with distance. The five methods produce similar results
although the normal is generally smoother for any given bandwidth.

Choice of bandwidth

The kernels are applied to a limited search distance, called 'bandwidth'. For the
normal kernel, bandwidth is the standard deviation of the normal distribution. For the
uniform, quartic, triangular and negative exponential kernels, bandwidth is the radius of a
circle for the search area. For all types, larger bandwidth will produce smoother density
estimates and both adaptive and fixed bandwidth intervals can be selected.

Adaptive bandwidth

An adaptive bandwidth distance is identified by the minimum number of other
points found within a circle drawn around a single point. A circle is placed around each
point, in turn, and the radius is increased until the minimum sample size is reached. Thus,
each point has a different bandwidth interval. This is the default bandwidth setting. The
user can modify the minimum sample size. The default is 100 points.

Fixed bandwidth
A fixed bandwidth distance is a fixed interval for each point. The user must define
the interval and the distance units by which it is calculated (miles, nautical miles, feet,
kilometers, meters). The default is one mile.
Variable bandwidth
A variable bandwidth allows separate fixed intervals for both the first and second
files. For each, the user must define the interval and the distance units by which it is
calculated (miles, nautical miles, feet, kilometers, meters). The default is one mile for both
the first and second files.

Output units

Specify the density units as points per square mile, per square nautical miles, per
square feet, per square kilometers, or per square meters. The default is points per square
mile.

Use intensity variable

For the first and second files separately, check the appropriate box if an intensity
variable is interpolated.
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Use weighting variable

For the first and second files separately, check the appropriate box ifa weighting
variable is used in the interpolation.

Calculate densities or probabilities

The density estimate for each cell can be calculated in one of six ways:

1.

Ratio of densities. This is the ratio of the density for the first file divided by
the density of the second file

Log ratio of densities. This is the natural logarithm of the ratio of the
density for the first file divided by the density of the second file.

Absolute difference in densities. This is the difference between the
absolute density of the first file and the absolute density of the second file. It
is the net difference. The densities of each file are scaled so that the sum of
the grid cells equals the sample size.

Relative difference in densities. This is the difference between the
relative density of the first file and the relative density of the second file. It is
the relative difference. The cell densities of each file are divided by the grid
cell area to produce a measure of relative density in the specified output units
(e.g., points per square mile). The relative density of the second file is then
subtracted from the relative density of the first file.

Absolute sum of densities. This is the sum of the absolute density of the
first file and the absolute density of the second file. The densities of each file
are scaled so that the sum of the grid cells equals the sample size.

Relative sum of densities. This is the sum of the relative density of the
first file and the relative density of the second file. It is the relative sumThe
cell densities of each file are divided by the grid cell area to produce a
measure of relative density in the specified output units (e.g., points per
square mile). The relative density of the second file is then added to the
relative density of the first file.

Select whether the ratio of densities, the log ratio of densities, the absolute difference
in densities, the relative difference in densities, the absolute sum of densities, or the
relative sum of densities are to be output for each cell. The default is the ratio of densities.
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Output

The results can be output as a Surfer for Windows file (for both an external or
created reference file) or as an ArcView ‘shp’, MapInfo mif’, Atlas*GIS bna’, or ArcView
Spatial Analyst only if the reference file is created by CrimeStat).

Space-Time Analysis

The space-time analysis tab allows the analysis of the interaction between space and
time. There are three routines. First, there is the Knox index that shows the simple
binomial relationship between events occurring in space and in time. Second, there is the
Mantel index that shows the correlation between closeness in space and closeness in time.
Third, there is a spatial-temporal moving average that calculates a mean center for a
temporal span. Fourth, there is a Correlated Walk Analysis that diagnoses the spatial and
temporal sequencing of incidents committed by a serial offender.

For each of these routines, times must be defined by an integer or real variable, and
not by a formatted date. For example, 3 days, 2.1 weeks, 4.3 months, or the number of days
from January 1, 1900 (e.g., 37174) are all eligible time values. 'November 1, 2001",
'07/30/01" or '19™ October, 2001' are not eligible values. Convert all formatted dates into a
real number. Time units must be consistent across all observations (i.e., all values are
hours or days or weeks or months or years, but not two or more these units). If these
conditions are violated, CrimeStat will calculate results, but they won't be correct.

Knox Index

The Knox index is an index showing the relationship between 'closeness in time' and
'closeness in distance'. Pairs of events are compared in distance and in time and are
represented as a 2 x 2 table. Ifthere is a relationship, it would normally be positive, that is
events that are close together in space (i.e., in distance) are also occurring in a short time
span. There are three methods for defining closeness in time or in distance:

1. Mean. That is, events that are closer together than the mean time interval
or are closer together than the mean distance are defined as 'Close' whereas
events that are father together than mean time interval or are farther
together than the mean distance are defined as 'Not close'.

2. Median. That is, events that are closer together than the median time
interval or are closer together than the median distance are defined as 'Close’
whereas events that are father together than median time interval or are
farther together than the median distance are defined as 'Not close'.

3. User defined. The user can specify any value for distinguishing 'Close' and
'Not close' for either time or distance.
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The output includes a 2 x 2 table of the distribution of pairs categorized as 'Close’ or
'Not close' in time and in distance. Since pairs of events are being compared, there are
N#*(N-1)/2 pairs in a data set where N is the number of events. The output also includes a
table of the expected of the distribution of pairs on the assumption that events in time are
space are independent of each other. The output includes a Chi-square statistic. Since the
observations are not independent, the usual p-values associated with Chi-square tests do
not apply.

Knox simulation runs

A Monte Carlo simulation can be run to estimate approximate Type I error
probability levels for the Knox Index. The user specifies the number of simulation runs.
Data are randomly assigned and the chi-square value for the Knox index is calculated for
each run. The random output is sorted and percentiles are calculated. Twelve percentiles
are identified for these statistics:

The minimum for the spatially random simulations

The maximum for the spatially random simulations

The 0.5 percentile for the spatially random simulations
The 1°* percentile for the spatially random simulations
The 2.5" percentile for the spatially random simulations
The 5™ percentile for the spatially random simulations
The 10" percentile for the spatially random simulations
The 90™ percentile for the spatially random simulations

. The 95" percentile for the spatially random simulations
10. The 97.5" percentile for the spatially random simulations
11. The 99" percentile for the spatially random simulations
12. The 99.5™ percentile for the spatially random simulations

VPN Y R L

These can allow eight a one-tail or two-tail significance test. For example, for a 5%
one-tail test, use the 95" percentile whereas for a 5% two-tail test, use the 2.5th and 97.5th
percentiles. The simulated data that is used can be viewed by checking the 'Dump
simulation data' box on the Options tab.

Mantel Index

The Mantel index is the correlation between closeness in time and closeness in
distance across pairs. Each pair of events is compared for the time interval and the
distance between them. Ifthere is a positive relationship between closeness in time and
closeness in space (distance), then there should be a sizeable positive correlation between
the two measures. Note, that since pairs of events are being compared, there are N*(N-1)/2
pairs in the data set where N is the number of events.

2.49



This document is a research report submitted to the U.S. Department of Justice. This report has not
been published by the Department. Opinions or points of view expressed are those of the author(s)
and do not necessarily reflect the official position or policies of the U.S. Department of Justice.

Mantel simulation runs

A Monte Carlo simulation can be run to estimate the approximate confidence
intervals around the Mantel correlation. The user specifies the number of simulation runs
and the Mantel index is calculated for randomly assigned data. The random output is
sorted and percentiles are calculated. Twelve percentiles are identified for these statistics:

The minimum for the spatially random simulations

The maximum for the spatially random simulations

The 0.5" percentile for the spatially random simulations
The 1* percentile for the spatially random simulations
The 2.5"™ percentile for the spatially random simulations
The 5™ percentile for the spatially random simulations
The 10" percentile for the spatially random simulations
The 90" percentile for the spatially random simulations
9. The 95" percentile for the spatially random simulations
10. The 97.5™ percentile for the spatially random simulations
11. The 99" percentile for the spatially random simulations
12. The 99.5™ percentile for the spatially random simulations

0NN DA WN =

These can allow eight a one-tail or two-tail significance test. For example, for a 5%
one-tail test, use the 95" percentile whereas for a 5% two-tail test, use the 2.5th and 97.5th
percentiles. The simulated data that is used can be viewed by checking the 'Dump
simulation data' box on the Options tab.

Spatial-Temporal Moving Average

This routine calculates the mean center as it changes over the sequence of the
events. The routine sorts the incidents in the order in which they occur. The user defines a
span of sequential incidents; the default is five observations. The routine places a window
covering the span over the incidents and calculates the mean center (the mean X coordinate
and the mean Y coordinate). It then moves the window one observation. Approximations
are made at the beginning and end observations for the sequence. The result is a set of
mean centers ordered from the first through last observations. This statistic is useful for
identifying whether the central location for a set of incidents (perhaps committed by a serial
offender) has moved over time.

There are four outputs for this routine:

The sample size

The number of observations making up the span
The span number

The X and Y coordinates for each span window.

W N~

The tabular results are output as a dBase 'dbf, Microsoft Access 'mdb', Ascii 'dat’ or
ODBC-compliant file. A line showing the sequential output is output as an ArcView '.shp’,
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MaplInfo '.mif or Atlas*GIS '.bna' file.
Correlated Walk Analysis

Correlated Walk Analysis (CWA) analyzes the sequential movements of a serial
offender and makes predictions about the time and location of the next event. Sequential
movements are analyzed in terms of three parameters: time difference between events
(e.g., the number of days between two consecutive events), distance between events — the
distance between two consecutive events, and bearing (direction) between events — the
angular direction between two consecutive events in degrees (from 0 to 360).

There are three CWA routines for analyzing sequential events:

1. Correlogram
2. Regression diagnostics
3. Prediction

CWA -Correlogram

The correlogram presents the lagged correlations between events for time difference,
distance, and bearing (direction). The lags are the sequential comparisons. A lag of0 isthe
sequence compared with itself; by definition, the correlation is 1.0. A lag of 1 is the
sequence compared with the previous sequence. Alag of 2 is the sequence compared with
two previous sequences. A lag of 3 is the sequence compared with three previous sequences,
and so forth. In total, comparisons are made up to seven previous sequences (a lag of 7).

Typically, for time difference, distance and location separately, the lag with the
highest correlation is the strongest. However, with each consecutive lag, the sample size
decreases by one and a high correlation associated with a high lag comparison can be
unreliable ifthe sample size is small. Consequently, the adjusted correlogram discounts the
correlations by the number oflags.

CWA- Regression diagnostics

The regression diagnostics presents the regression statistics for different lag models.
The lag must be specified; the default is a lag of 1 (the sequential events compared with the
previous events). Three regression models are run for time difference, direction, and
bearing. The output includes statistics for:

The sample size

The distance and time units

The lag of the model (from 1 to 7)

The multiple R (correlation) between the lags
The squared multiple R (i.e., R-squared)

The standard error of estimate for the regression

RN
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7. The coefficient, standard error, t-value, and probability value (two-tail) for the
constant.

8. The coefficient, standard error, t-value, and probability value (two-tail) for the
coefficient.

9. The analysis of variance for the regression model, including the sum-of-

squares and the mean-square error for the regression model and the residual
(error), the F-test of the regression mean-square error divided by the residual
mean-square error, and the probability level for the F-test.

In general, the model with the lowest standard error of estimate (and, consequently,
highest multiple R) is best. However, with a small sample size, the model can be unreliable.
Further, with each consecutive lag, the sample size decreases by one and a high multiple R
associated with a high lag comparison can be unreliable if the sample size is small.

CWA- Prediction
The prediction routine allows the prediction of a next event, in time, distance, and

direction. For each parameter — time difference, distance, and bearing, there are three
models that can be used:

1. The mean difference (i.e., mean time difference, mean distance, mean
bearing)

2. The median difference (i.e., median time difference, median distance, median
bearing)

3. The regression model (i.e., the estimated regression coefficient and intercept)

For each of these, a different lag comparison can be used, from 1 to 7. The lag
defines the sequence from which the prediction is made. Thus, for a lag of 1, the interval
from the next-to-last to the last event is used as a reference (i.e., between events N-1 and
N); for a lag of 2, the interval from the third-to-last to the next-to-last event is used as a
reference (i.e.,between events N-2 and N-1); and so forth. The particular model selected is
then added to the reference sequence. Note: if the regression model is used, the lag for
distance and bearing must be the same.

Example 1: with a lag of 1 and the use of the mean difference, the mean time
difference is added to the time of the last event, the mean distance is added to the location
of the last event, and the mean bearing is added to the location of the last event.

Example 2: with a lag of 2 and the use ofthe regression model, the predicted time
difference is added to the time of the next-to-last event; the predicted distance is added to
the location of the next-to-last event and the prediction bearing is added to the location of
the last event.

Example 3: with a lag of 1 for time and the use of the regression model, a lag of 2 for

distance and the use of the mean distance, and a lag of 3 for bearing and the use of the
median bearing, the predicted time difference is added to the last event, the mean distance
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is added to the location of the next-to-last event, and the median bearing is added to the
location of the third-from-last event.

The output includes:

The method used for time, distance, and bearing
The lag used for time, distance, and bearing
The predicted time difference

The predicted distance

The predicted bearing

The final predicted time

The X-coordinate of the final predicted location
The Y-coordinate of the final predicted location
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Journey to Crime Analysis

The journey to crime (Jtc) routine estimates the likelihood that a serial offender lives
at any location within the study area. Both a primary file and a reference file are required.
The locations of the serial crimes are defined in the primary file while all locations within
the study area are identified in the reference file. The Jtc routine can use two different
travel distance functions: 1) An already-calibrated distance function; and 2) A mathematical
formula. Either direct or indirect (Manhattan) distances can be used though the default is
direct (see Measurement parameters).

Calibrate Journey to Crime Function

This routine calibrates a journey to crime distance function for use in the journey to
crime estimation routine. A file is input which has a set of incidents (records) which
includes both the X and Y coordinates for the location of the offender’s residence (origin)
and the X and Y coordinates for the location of the incident that the offender committed
(destination). The routine estimates a travel distance function using a one-dimensional
kernel density method. For each record, the distance between the origin location and the
destination location is calculated and is represented on a distance scale. The maximum
distance is calculated and divided into a number of intervals; the default is 100 equal sized
intervals, but the user can modify this. For each distance (point) calculated, a one-
dimensional kernel is overlaid. For each distance interval, the values of all kernels are
summed to produce a smooth function of journey to crime distance. The results are saved to
a file that can be used in the journey to crime estimation routine.

Select data file for calibration

Select the file that has the X and Y coordinates for the origin and destination
locations. CrimeStat can read ASCII, dbase ‘dbf’, ArcView shp’, MapInfo ‘dat’files, and files
that follow the ODBC standard interface. Select the tab and indicate the type of file to be
selected. Use the browse button to search for the file. Ifthe file type is ASCII, select the
type of data separator (comma, semicolon, space, tab) and the number of columns.
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is added to the location of the next-to-last event, and the median bearing is added to the
location of the third-from-last event.

The output includes:

The method used for time, distance, and bearing
The lag used for time, distance, and bearing

The predicted time difference

The predicted distance

The predicted bearing

The final predicted time

The X-coordinate of the final predicted location
The Y-coordinate of the final predicted location
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Journey to Crime Analysis

The journey to crime (Jtc) routine estimates the likelihood that a serial offender lives
at any location within the study area. Both a primary file and a reference file are required.
The locations of the serial crimes are defined in the primary file while all locations within
the study area are identified in the reference file. The Jtc routine can use two different
travel distance functions: 1) An already-calibrated distance function; and 2) A mathematical
formula. Either direct or indirect (Manhattan) distances can be used though the default is
direct (see Measurement parameters).

Calibrate Journey to Crime Function

This routine calibrates a journey to crime distance function for use in the journey to
crime estimation routine. A file is input which has a set of incidents (records) which
includes both the X and Y coordinates for the location ofthe offender’s residence (origin)
and the X and Y coordinates for the location of the incident that the offender committed
(destination). The routine estimates a travel distance function using a one-dimensional
kernel density method. For each record, the distance between the origin location and the
destination location is calculated and is represented on a distance scale. The maximum
distance is calculated and divided into a number of intervals; the default is 100 equal sized
intervals, but the user can modify this. For each distance (point) calculated, a one-
dimensional kernel is overlaid. For each distance interval, the values ofall kernels are
summed to produce a smooth function of journey to crime distance. The results are saved to
a file that can be used in the journey to crime estimation routine.

Select data file for calibration

Select the file that has the X and Y coordinates for the origin and destination
locations. CrimeStat can read ASCII, dbase ‘dbf’, ArcView ‘shp’, MaplInfo ‘dat’ files, and files
that follow the ODBC standard interface. Select the tab and indicate the type of file to be
selected. Use the browse button to search for the file. Ifthe file type is ASCII, select the
type of data separator (comma, semicolon, space, tab) and the number of columns.
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Variables

Define the file which contains the X and Y coordinates for both the origin (residence)
and destination (crime) locations.

Column
Select the variables for the X and Y coordinates respectively for both the origin and
destination locations (e.g., Lon, Lat, HomeX, HomeY, IncidentX, IncidentY). Both locations
must be defined for the routine to work.
Type of coordinate system and data units
Select the type of coordinate system. Ifthe coordinates are in longitudes and
latitudes, then a spherical system is used and data units will automatically be decimal
degrees. Ifthe coordinate system is projected (e.g., State Plane, Universal Transverse
Mercator — UTM), then data units could be either in feet (e.g., State Plane) or meters (e.g.,
UTM). Directional coordinates are not allowed for this routine.
Kernel parameters
There are five parameters that must be defined.
Method of interpolation
There are fives types of kernel distributions that can be used to estimate point
density. Four ofthe five distributions overlay a circle around each grid cell and assign
weights to the points within the grid cell. The five types vary in the weights they assign to
nearby points:
Kernel that assigns weights for entire study area
L. The normal kernel overlays a normal distribution over each point, which
then extends over the entire study area defined by the reference file. This is
the default kernel function. The distribution extends in all directions and is
limited only by the study area.
Kernels that assign weights within a specific circle
2. The uniform kernel weights all points within the circle equally.
3. The quartic kernel overlays an inverted bell-shape surface that extends only

for a limited distance from each point; the weights for points within the circle
decline with distance, but gradually.
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4. The triangulated (or conical) kernel overlays a cone over each grid cell; the
weights for points within the circle decrease consistently with distance.

5. Finally, the negative exponential (or peaked) kernel overlays a sharply-
decreasing function over the grid cell; the weights for points within the circle
decrease very rapidly with distance. The five methods produce similar results
although the normal is generally smoother for any given bandwidth.

Choice of bandwidth

The kernels are applied to a limited search distance, called 'bandwidth'. For the
normal kernel, bandwidth is the standard deviation of the normal distribution. For the
uniform, quartic, triangular and negative exponential kernels, bandwidth is the radius of a
circle for the search area. For all types, larger bandwidth will produce smoother density
estimates and both adaptive and fixed bandwidth intervals can be selected.

Fixed bandwidth

A fixed bandwidth distance is a fixed interval for each point. The user must define
the interval, the interval size, and the distance units by which it is calculated (miles,
nautical miles, feet, kilometers, meters). The default bandwidth setting is fixed with
intervals 0f0.25 miles each. The interval size can be changed.

Adaptive bandwidth

An adaptive bandwidth distance is identified by the minimum number of other
points found within a symmetrical band drawn around a single point. A symmetrical band
is placed over each distance point, in turn, and the width is increased until the minimum
sample size is reached. Thus, each point has a different bandwidth size. The user can
modify the minimum sample size. The default for the adaptive bandwidth is 100 points.

Specify interpolation bins
The interpolation bins are defined in one of two ways:

1. By the number of bins. The maximum distance calculated is divided
by the number of bins specified. This is the default with 100 bins. The
user can change the number of bins.

2. By the distance between bins. The user can specify a bin width in
miles, nautical miles, feet, kilometers, and meters.

Output units
Specify the density units as points per mile, nautical mile, foot, kilometer, or meter.

The default is points per mile.
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Calculate densities or probabilities
The density estimate for each cell can be calculated in one of three ways:

1. Absolute densities. This is the number of points per grid cell and is scaled
so that the sum ofall grid cells equals the sample size. This is the default.

2. Relative densities. For each grid cell, this is the absolute density divided by
the grid cell area and is expressed in the output units (e.g., points per square
mile).

3. Probabilities. This is the proportion ofall incidents that occur in the grid

cell. The sum of all grid cells equals a probability of 1.

Select whether absolute densities, relative densities, or probabilities are to be output
for each cell. The default is absolute densities.

Save calibration distance file

The output must be saved to a file. CrimeStat can save the calibration output to
either a dbase ‘dbf’or ASCII text ‘txt’ file.

Calibrate!

Click on ‘Calibrate!’to run the routine. The output is saved to the specified file upon
clicking on Close’.

Graphing the travel demand function

Click on ‘View graph’to see the journey to crime travel demand function (journey to
crime likelihood by distance). The screen view can be printed by clicking on Print’. For a
better quality graph, however, the output should be imported into a graphics package.

Journey to Crime Estimation (Jtc)

The journey to crime (Jtc) routine estimates the likelihood that a serial offender lives
at any location within the study area. Both a primary file and a reference file are required.
The locations of the serial crimes are defined in the primary file while all locations within
the study area are identified in the reference file. The Jtc routine can use two different
travel distance functions: 1) An already-calibrated function; and 2) A mathematical formula.

Use an already-calibrated distance function

If a travel distance function has already been calibrated (see ‘Calibrate journey to
crime function’), the file can be directly input into the Jtc routine.
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Input

The user selects the name of the already-calibrated travel distance function.
CrimeStat reads dbase ‘dbf, ASCII text txt’, and ASCII data ‘dat’ files.

Output

The Jtc routine calculates a relative likelihood estimate for each cell of the reference
file. Higher values indicate higher relative likelihoods. The results can be output as a
Surfer for Windows file (for both an external or created reference file) or as an ArcView
shp’, MapInfo ‘mif’, Atlas*GIS bna’, or ArcView Spatial Analyst ‘asc’, or ASCII grid ‘grd’ file
(only if the reference file is created by CrimeStat). The output file is saved as Jtc<root
name> with the root name being provided by the user.

Usea mathematical formula

A mathematical formula can be used instead of a calibrated distance function. To do

this, it is necessary to specify the type of distribution. There are five mathematical models
that can be selected:

Negative exponential

Normal distribution

Lognormal distribution

Linear distribution

Truncated negative exponential

For each mathematical model, two or three different parameters must be defined:

Negative exponential - coefficient and exponent;

Normal distribution - mean distance, standard deviation and coefficient;
Lognormal distribution - mean distance, standard deviation and coefficient;
Linear distribution - intercept and slope; and

Truncated negative exponential - peak distance, peak likelihood, intercept,
and exponent.

wn A W~

Output

The Jtcroutine calculates a relative likelihood estimate for each cell of the reference
file. Higher values indicate higher relative likelihoods. The results can be output as a
Surfer for Windows file (for both an external or created reference file) or as an ArcView
‘shp’, MaplInfo ‘mif’, Atlas*GIS ‘bna’, or ArcView Spatial Analyst ‘asc’, or ASCII grid ‘grd’ file
(only if the reference file is created by CrimeStat). The output file is saved as Jtc<root
name> with the root name being provided by the user.
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Draw Crime Trips

This routine is a utility for both the Journey-to-Crime routine and the Trip
Distribution routine (in the Crime Travel Demand module). If given a file with origins and
destinations, the routine will draw a line between the origin and destination for each record.
It is useful for examining the actual trip links made by an offender.

Select data file

Select the file that has the X and Y coordinates for the origin and destination
locations. CrimeStat can read ASCII, dbase ".dbf, ArcView '.shp' and Maplnfo 'dat’ files.
Select the tab and specify the type of file to be selected. Use the browse button to search for
the file. Ifthe file type is ASCII, select the type of data separator (comma, semicolon, space,
tab) and the number of columns.

Variables

Define the file which contains the X and Y coordinates for both the origin (residence)
and destination (crime) locations

Columns

Select the variables for the X and Y coordinates respectively for both the origin and
destination locations (e.g., Lon, Lat, HomeX, HomeY, IncidentX, IncidentY.) Both locations
must be defined for the routine to work.

Type of coordinate system and data units

Select the type of coordinate system. Ifthe coordinates are in longitudes and
latitudes, then a spherical system is being used and data units will automatically be
decimal degrees. If the coordinate system is projected (e.g., State Plane, Universal
Transverse Mercator - UTM), then data units could be either in feet (e.g., State Plane) or
meters (e.g., UTM.) Directional coordinates are not allowed for this routine.

Save output to

The graphical results can be output as lines in ArcView ".shp', MapInfo "mif or
Atlas*GIS "bna' format.

IV.Crime Travel Demand

The crime travel demand module is a sequential model of crime travel by zone over a
metropolitan area. Crime incidents are allocated to zones, both by the location where the
crime occurred (destinations) and the location where the offender started (origins). A crime
trip is defined as a crime event that originates at one location and ends at another location;
the two locations can be the same. For each zone, the number of crimes originating in the
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zone and the number of crimes ending (occurring) in that zone are enumerated. Thus, the
model is for count (or volumes), not rates. Other zonal data must be obtained to be used as
predictor variables of the origin and destination counts.

The model is made up four sequential steps, each of which can involve smaller steps:

1. Trip generation - separate models are developed for predicting the number
of crimes originating or ending in each zone. There are, therefore, two
models. One is a model of the predicted number of crime trips that originate
in each zone while the other is a model of the predicted number of crime trips
that end in each zone. The number of origin zones can be greater than the
number of destination zones.

2. Trip distribution - A model is developed for the number of crimes
originating in each zone that go to each destination zone. The result is a
prediction of the number of crimes originating in each zone that end in each
zone (trip links).

3. Mode split - A model is developed that splits the number of predicted trips
from each origin zone to each destination zone by travel mode (e.g., walking,
bicycle, driving, bus, train). Thus, each zone-to-zone trip link is separated
into different travel modes.

4. Network assignment - A model is developed for the route taken for each
crime trip link (whether for all modes or by separate modes). Thus, the
shortest path through a network is determined. Different travel modes will
have different routes since bus and train, in particular, must use a separate
network.

Crime Travel Demand Data Preparation

In order torun the crime travel demand module, particular data must be obtained
and prepared. These involve:

1. A zonal framework that will be used for the modeling. In general, it is best to
select the smallest zone size for which data can be obtained (e.g., block
groups, census tracts, traffic analysis zones). However, it is often difficult to
obtain data for the smallest units (e.g., blocks, grid cells). The larger the zone
size, the more there will be intra-zonal trips and the greater the error in the
model. Thus, the user must balance the need for small zones with the
availability of data. Since crimes can occur outside a study area, the number
of origin zones can be (and probably should be) greater than the number of
destination zones. However, each destination zone should be included within
the origin zone collection. Typically, there will be separate data sets for the
origin zones and for the destination zones.
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2. Data on crime origins and crime destinations are obtained (usually from
arrest records) and are allocated to zones. The incidents are then summed by
zone to produce a count. The "Assign primary points to secondary points"
routine (under Distance analysis) can be used for this purpose. Thus, each
origin zone has a count of the number of crimes originating in that zone and
each destination zone has separate counts of the number of crimes originating
in that zone and the number of crimes occurring (ending) in that zone.

Crimes can be sub-divided into types (e.g., robbery, burglary, vehicle theft).

3. Additional data for the zones are obtained. These would include population
(or households), sub-populations (e.g., age groups, race/ethnic groups), income
levels, poverty levels, employment (retail and non-retail), land use, particular
types ofland use (e.g., drug locations, markets, parking lots), policing
variables (e.g., personnel deployment, beat frequency), intervention variables
(e.g., drug treatment centers), and other variables. It's important that all
variables included must cover all zones for either the origin data set or the
destination data set. For example, if poverty is used a variable in the origin
model, then all origin zones must have an enumeration of poverty. Similarly,
ifretail employment is used as a variable in the destination model, then all
destination zones must have an enumeration of retail employment.

4. Data on dummy variables and special generators are also obtained. Dummy
variables would be a proxy for a condition that does or does not exist. Zones
that have the condition are assigned a '1' whereas zones that do not have the
condition are assigned a '0'. For example, if a freeway cross a zone, then a
freeway dummy variable would assign 'l'to that zone (and all others that the
freeway crossed) whereas all other zones received a '0' for this variable. A
special generator is a land use that attracts trips (e.g., a stadium, a railroad
station). All zones that have the special generator are assigned a value
whereas all other zones receive a '0'; the value can either be a dummy
variable (i.e., a '1") or the actual count if that can be obtained (e.g., the
number of patrons at a football stadium event).

Trip Generation

Trip generation involves the development of separate models for predicting the
number of crimes originating in each zone and the number of crimes occurring (ending) in
each zone. There are three steps to the trip generation:

1. Calibrate model - a step that calibrates the model against known data using
regression techniques. The result is a prediction of the number of trips either
originating in a zone (the origin model) or the number of trips ending in a
zone (the destination model).

2. Make prediction - a step that applies the calibrated model to a data set and
also allows the addition of trips from outside the study area (external trips).
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3. Balance predicted origins & destinations - a step that ensures that the
number of predicted origins equals the number of predicted destinations.
Since a trip involves an origin and a destination, it is essential that the
number of origins equal the number of destinations.

Calibrate Trip Generation Model

This step involves calibrating a regression model against the zonal data. Two
separate models are developed, one for trip origins and one for trip destinations. The
dependent variable is the number of crimes originating in a zone (for the trip origin model)
or the number of crimes ending in a zone (for the trip destination model). The independent
variables are zonal variables that may predict the number of origins or destinations.

Data file

The data file is input as either the primary or secondary file. Specify whether the
data file is the primary or secondary file.

Type of model

Specify whether the model is for origins or destinations. This will be printed out on
the output header.

Dependent variable

Select the dependent variable from the list of variables. There can be only one
dependent variable per model.

Skewness diagnostics

If checked, the routine will test for the skewness of the dependent variable. The
output includes:

The "g" statistic

The standard error of the "g" statistic

The Z value for the "g" statistic

The probability level of a Type I error for the "g" statistic
The ratio of the simple variance to the simple mean

DN A WN -

Error messages indicate whether there is probable skewness in the dependent
variable. If there is skewness, use a Poisson regression model.

Independent variables

Select independent variables from the list of variables in the data file. Up to 15
variables can be selected.
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Missing values

Specify any missing value codes for the variables. Blank records will automatically
be considered as missing. If any ofthe selected dependent or independent variables have
missing values, those records will be excluded from the analysis.

Type of regression model

Specify the type of regression model to be used. The default is a Poisson regression
with over-dispersion correction. Other alternatives are a Poisson regression and an
Ordinary Least Squares regression.

Type of regression procedure

Specify whether a fixed model (all selected independent variables are used in the
regression) or a backward elimination stepwise model is used. The default is a fixed model.
If a backward elimination stepwise model is selected, choose the P-to-remove value (default
is .01). The backward elimination starts with all selected variables in the model (the fixed
procedure). However, it proceeds to drop variables that fail the P-to-remove test, one at a
time. Any variable that has a significance level in excess of the P-to-remove value is
dropped from the equation.

Save estimated coefficients (parameters)

The estimated coefficients of the final model can be saved as a 'dbf file. Specify e a
file name. This would be useful in order to repeat the regression while adding in external
trips to the predicted origins (see Make trip generation prediction below) or to apply the
coefficients to another dataset (e.g., future values of the independent variable).

Save output

The output is saved as a 'dbf file under a different file name. The output includes all
the variables in the input data set plus two new ones: 1) the predicted values of the
dependent variable for each observation (with the name PREDICTED); and 2) the residual
error values, representing the difference between the actual /observed values for each
observation and the predicted values (with the name RESIDUAL).

Poisson output

The output of the Poisson regression routines include 13 fields for the entire model:
The dependent variable
The type of model

1

2

3. The sample size (N)

4 The degrees of freedom (N - dependent variables - 1)
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5. The type of regression model (Poisson, Poisson with over-dispersion
correction)

6. The log-likelihood value

7. The Likelihood Ratio

8. The probability value of the Likelihood Ratio

9. The Akaike Information Criterion (AIC)
10. The Schwartz Criterion (SC)

11. The Dispersion Multiplier

12. The approximate R-square value

13. The deviance R-square value

and 5 fields for each estimated coefficient:

14. The estimated coefficient
15. The standard error of the coefficient
16. The pseudo-tolerance value of the coefficient (see below)

17. The Z-value of the coefficient
18. The p-value of the coefficient.

OLS Output

The output of the Ordinary Least Square (OLS) routine includes 9 fields for the
entire model:

The dependent variable

The type of model

The sample size (N)

The degrees of freedom (N - dependent variables - 1)

The type of regression model (Norma/Ordinary Least Squares)
Squared multiple R

Adjusted squared multiple R

F test of the model

p-value of the model

V0N oL s W

and 5 fields for each estimated coefficient:

10. The estimated coefficient
11. The standard error of the coefficient
12. The tolerance value of the coefficient (see below)

13. The t-value of the coefficient
14. The p-value of the coefficient.

Multicolinearity among the independent variables

A major consideration in any model is that the independent variables are
statistically independent. Non-independence is called multicolinearity. Non-independence
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means that there is overlap in prediction among two or more independent variables. This
can lead touncertainty in interpreting coefficients as well as an unstable model that may
not hold in the future. Generally, it is a good idea to reduce multicolinearity as much as
possible. A tolerance test is given for each coefficient. This is defined as 1 - the R-square of
the independent variable predicted by the remaining independent variables in the equation
using an Ordinary Least Squares model. It is an indicator of how much the other
independent variables in the equation account for the variance of any particular
independent variable. Since the method uses the Ordinary Least Squares methods, it is an
approximate (pseudo) test for the Poisson regression routines. A message is displayed that
indicates probable or possible multicolinearity. A good idea is to drop one of the
multicolinear independent variables and re-run the model. However, each of the coefficients
should be inspected carefully before accepting a final model.

Graph of residual errors

While the output page is open, clicking on the graph button will display a graph of
the residual errors (on the Y axis) against the predicted values (on the X axis).

Make Trip Generation Prediction

This routine applies an already-calibrated regression model to a data set. This would
be useful for several reasons: 1) if external trips are to be added to the model (which is
normally preferred); 2) if the model is applied to another data set; and 3) if variations on the
coefficients are being tested with the same data set. The model will need to be calibrated
first (see Calibrate trip generation model) and the coefficients saved as a parameters file.
The coefficient parameter file is then re-loaded and applied to the data.

Data file

The data file is input as either the primary or secondary file. Specify whether the
data file is the primary or secondary file.

Type of model

Specify whether the model is for origins or destinations. This will be printed out on
the output header.

Trip generation parameters (coefficients) file

This is the saved coefficient parameter file. It is an Ascii file and can be edited if
alternative coefficients were being tested (be careful about editing this without making a
backup). Load the file by clicking on the Browse button and finding the file. Once loaded,
the variable names of the saved coefficients are displayed in the "Matching parameters"
box.
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Independent variables

Select independent variables from the list of variables in the data file. Up to 15
variables can be selected.

Matching parameters

The selected independent variables need to be matched to the saved variables in the
trip generation parameters file in the same order. Add the appropriate variables one by one
in the order in which they are listed in the matching parameters box. It is essential that
the order by the same otherwise the coefficients will be applied to the wrong variables.

Hint: With your cursor placed in the list of independent variables, typing the first
letter of matching variable name will take you to the first variable that starts with
that letter. Repeating the letter will move down the list to the second, third, and so
forth until the desired variable is reached.

Missing values

Specify any missing value codes for the variables. Blank records will automatically
be considered as missing. If any ofthe selected dependent or independent variables have
missing values, those records will be excluded from the analysis.

Add external trips

External trips are trips that start outside the modeled study area. Because they are
crimes that originate outside the study area, they were not included in the zones used for
the origin model. Therefore, they have to be independently estimated and added to the
origin zone total to make the number of origins equal to the number of destinations. Click
on the "Add external trips" button to enable this feature.

Number of external trips

Add the number of external trips to the box. This number will be added as an extra
origin zone (the External zone).

Origin ID
Specify the origin ID variable in the data file. The external trips will be added as an
extra origin zone, called the "External” zone. Note: all destination ID's should be in the

origin zone file and must have the same names. This is necessary for subsequent modeling
stages.
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Type of regression model

Specify the type of regression model to be used. The default is a Poisson regression
and the other alternative is a Normally-distributed/Ordinary Least Squares regression.

Save predicted values

The output is saved as a 'dbf' file under a different file name. The output includes all
the variables in the input data set plus the predicted values of the dependent variable for
each observation (with the name PREDICTED. In addition, if external trips were added,
then there is a new record with the name EXTERNAL listed in the Origin ID column. This
record lists the added trips in the PREDICTED column and zeros (0) for all other numeric
fields.

Output

The tabular output includes summary information about file and lists the predicted
values for each input zone.

Balance Predicted Origins & Destinations

Since, by definition, a 'trip' has an origin and a destination, the number of predicted
origins must equal the number of predicted destinations. Because ofslight differences in
the data sets of the origin model and the destination model, it is possible that the total
number of predicted origins (including any external trips - see Make trip generation
prediction) may not equal the total number of predicted destinations. This step, therefore,
is essential guarantee that this condition will be true. The routine adjusts either the
number of predicted origins or the number of predicted destinations so that the condition
holds. The trip distribution routines will not work unless the number of predicted origins
equals the number of predicted destinations (within a very small rounding-off error).

Predicted origin file

Specify the name of the predicted origin file by clicking on the Browse button and
locating the file.

Origin variable
Specify the name of the variable for the predicted origins (e.g., PREDICTED).
Predicted destination file

Specify the name of the predicted destination file by clicking on the Browse button
and locating the file.
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Destination variable
Specify the name of the variable for the predicted origins (e.g., PREDICTED).
Balancing method

Specify whether origins or destinations are to be held constant. The default is 'Hold
destinations constant'.

Save predicted origin/destination file

The output is saved as a 'dbf' file under a different file name. The output includes all
the variables in the input data set plus the adjusted values of the predicted values of the
dependent variable for each observation. If destinations are held constant, the adjusted
variable name for the predicted trips is ADJORIGIN. Iforigins are held constant, the
adjusted variable name for the predicted trips is ADJDEST.

Output

The tabular output includes file summary information plus information about the
number of origins and destinations before and after balancing. In addition, the predicted
values of the dependent variable are displayed.

Trip Distribution

Trip distribution involves the estimation of the number of trips that travel from each
origin zone (including the 'external' zone) to each destination zone. The estimation is based
on a gravity-type model. The determining variables are the number of predicted origins, the
number of predicted destinations, the impedance (or cost) of travel between the origin zone,
coefficients for the origins and destinations, and exponents of the origins and destinations.
The user inputs the number of predicted origins and predicted destinations and specifies an
impedance model (which can be mathematical or calibrated from an existing data set). In
addition, the user specifies exponents for the origin and destination values. The model
iteratively estimates the coefficients. In addition, the routine can calculate the actual
(observed) trip distribution with an existing data set that lists individual origin and
destination locations. Finally, a comparison can be made between the observed distribution
and that predicted by the model.

Describe Origin-Destination Trips
An empirical description of the actual trip distribution matrix can be made if there is
a data set that includes individual origin and destination locations. The user defines the

origin location and the destination location for each record and a set of zones from which to
compare the individual origins and destinations. The routine matches up each origin
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location with the nearest zone, each destination location with the nearest zone, and
calculates the number oftrips from each origin zone to each destination zone. This is an
observed distribution of trips by zone.

Calculate observed origin-destination trips
Check if an empirical origin-destination trip distribution is to be calculated.
Origin file

The origin file is a list of origin zones with a single point representing the zone (e.g.,
the centroid). There can be more origin zones than destination zones, but all destination
zones must be included among the origin zone list. The origin file must be input as either
the primary or secondary file. Specify whether the data file is the primary or secondary file.

Origin ID

Specify the origin ID variable in the data file (e.g., CensusTract, Block, TAZ). Note:
all destination ID's should be in the origin zone file and must have the same names.

Destination file

The destination file is a list of destination zones with a single point representing the
zone (e.g., the centroid). It must be input as either the primary or secondary file. Specify
whether the data file is the primary or secondary file.

Destination 1D

Specify the destination ID variable in the data file (e.g., CensusTract, Block, TAZ).
Note: the ID's used for the destination file zones must be the same as in the origin file.

Select data file

The data set must have individual origin and destination locations. Each record
must have the X/Y coordinates of an origin location and the X/Y coordinates of a destination
location. For example, an arrest file might list individual incidents with each incident
having a crime location (the destination) and a residence or arrest location (the origin).
Select the file that has the X and Y coordinates for the origin and destination locations.
CrimeStat can read ASCII, dbase '.dbf, ArcView "shp' and MaplInfo 'dat’ files. Select the
tab and specify the type of file to be selected. Use the browse button to search for the file. If
the file type is ASCII, select the type of data separator (comma, semicolon, space, tab) and
the number of columns.
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Variables

Define the file which contains the X and Y coordinates for both the origin (residence)
and destination (crime) locations.

Columns

Select the variables for the X and Y coordinates respectively for both the origin and
destination locations (e.g., Lon, Lat, HomeX, HomeY, IncidentX, IncidentY.) Both locations
must be defined for the routine to work.

Missing values

Identify whether there are any missing values for these four fields (X and Y
coordinates for both origin and destination locations). By default, CrimeStat will ignore
records with blank values in any of the eligible fields or records with non-numeric values
(e.g., alphanumeric characters, , *). Blanks will always be excluded unless the user selects
<none>. There are 8 possible options:

1. <blank> fields are automatically excluded. This is the default
2. <none> indicates that no records will be excluded. If there is a blank field,
CrimeStat will treat it as a 0

3. 0 is excluded

4. -1 is excluded

5. 0 and -1 indicates that both 0 and -1 will be excluded

6. 0, -1 and 9999 indicates that all three values (0, -1, 9999) will be excluded

7. Any other numerical value can be treated as a missing value by typing it
(e.g.,99)

8. Multiple numerical values can be treated as missing values by typing them,

separating each by commas (e.g., 0, -1, 99, 9999, -99)
Type of coordinate system and data units
The coordinate system and data units are listed for information. Ifthe coordinates

are in longitudes and latitudes, then a spherical system is being used and data units will
automatically be decimal degrees. If the coordinate system is projected (e.g., State Plane,
Universal Transverse Mercator - UTM), then data units could be either in feet (e.g., State
Plane) or meters (e.g., UTM.)

Table output

The entire origin-destination matrix is output as a table to the screen including
summary file information and:

1. The origin zone (ORIGIN)
2. The destination zone (DEST)
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3. The number of observed trips (FREQ)
Save observed origin-destination trips

If specified, the full origin-destination output is saved as a 'dbf file named by the
user.

File output
The file output includes:

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)
The Y coordinate for the origin zone (ORIGINY)
The X coordinate for the destination zone (DESTX)
The Y coordinate for the destination zone (DESTY)
The number of trips (FREQ)

Note: each record is a unique origin-destination combination and there are M x N
records where M is the number of origin zones (including the external zone) and N is the
number of destination zones.

Save links

The top observed origin-destination trip links can be saved as separate line objects
for use in a GIS. Specify the output file format (ArcView '.shp', MapInfo 'mif or Atlas*GIS
'bna') and the file name.

Save top links

Because the output file is very large (number of origin zones x number of destination
zones), the user can select a sub-set of zone combinations with the most observed trips.
Indicating the top K links will narrow the number down to the most important ones. The
default is the top 100 origin-destination combinations. Each output object is a line from the
origin zone to the destination zone with an ODT prefix. The prefix is placed before the
output file name. The line graphical output for each object includes:

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (ODT)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

I
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9. The number of observed trips for that combination (FREQ)
10. The distance between the origin zone and the destination zone.

Save points

Intra-zonal trips (trips in which the origin and destination are the same zone) can be
output as separate point objects as an ArcView ".shp', MapInfo '.mif or Atlas*GIS ".bna’ file.
Again, the top K points are output (default=100). Each output object is a point representing
an intra-zonal trip with an ODTPOINTS prefix. The prefix is placed before the output file
name. The point graphical output for each object includes:

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (POINTSODT)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

The number of observed trips for that combination (FREQ)

W XN R W

Calibrate Impedance Function

This function allows the calibration of an approximate travel impedance function
based on actual trip distributions. It is used to describe the travel distance of an actual
sample (the calibration sample). A file is input which has a set of incidents (records) that
includes both the X and Y coordinates for the location of the offender's residence (origin)
and the X and Y coordinates for the location of the incident that the offender committed
(destination.) The routine estimates a travel distance function using a one-dimensional
kernel density method. For each record, the distance between the origin location and the
destination location is calculated and is represented on a distance scale. The maximum
distance is calculated and divided into a number of intervals; the default is 100 equal sized
intervals, but the user can modify this. For each distance (point) calculated, a
one-dimensional kernel is overlaid. For each distance interval, the values of all kernels are
summed to produce a smooth function oftravel impedance. The results are saved to a file
that can be used origin-destination model. Note, however, that this is an empirical
distribution and represents the combination of origins, destinations, and costs. It is not
necessarily a good description of the impedance (cost) function by itself. Many of the
mathematical functions produce a better fit than the empirical impedance function.

Select data file for calibration
Select the file that has the X and Y coordinates for the origin and destination

locations. CrimeStat can read ASCII, dbase '.dbf, ArcView '.shp' and MaplInfo 'dat' files.
Select the tab and select the type of file to be selected. Use the browse button to search for
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the file. If the file type is ASCII, select the type of data separator (comma, semicolon, space,
tab) and the number of columns.

Variables

Define the file which contains the X and Y coordinates for both the origin (residence)
and destination (crime) locations

Columns

Select the variables for the X and Y coordinates respectively for both the origin and
destination locations (e.g., Lon, Lat, HomeX, HomeY, IncidentX, IncidentY.) Both locations
must be defined for the routine to work.

Missing values

Identify whether there are any missing values for these four fields (X and Y
coordinates for both origin and destination locations). By default, CrimeStat will ignore
records with blank values in any of the eligible fields or records with non-numeric values
(e.g., alphanumeric characters, , *). Blanks will always be excluded unless the user selects
<none>. There are 8 possible options:

1. <blank> fields are automatically excluded. This is the default

2. <none> indicates that no records will be excluded. If there is a blank field,

CrimeStat will treat it as a 0

0 is excluded

-1 is excluded

0 and -1 indicates that both 0 and -1 will be excluded

0, -1 and 9999 indicates that all three values (0, -1, 9999) will be excluded

Any other numerical value can be treated as a missing value by typing it

(e.g.,99)

8. Multiple numerical values can be treated as missing values by typing them,
separating each by commas (e.g., 0, -1, 99, 9999, -99)

NN R W

Type of coordinate system and data units
Select the type of coordinate system. Ifthe coordinates are in longitudes and
latitudes, then a spherical system is being used and data units will automatically be
decimal degrees. If the coordinate system is projected (e.g., State Plane, Universal
Transverse Mercator - UTM), then data units could be either in feet (e.g., State Plane) or
meters (e.g., UTM.) Directional coordinates are not allowed for this routine.

Select kernel parameters

There are five parameters that must be defined.
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Method of interpolation

There are fives types of kernel distributions that can be used to estimate point
density:

1. The normal kernel overlays a three-dimensional normal distribution over
each point that then extends over the area defined by the reference file. This
is the default kernel function.

2. The uniform kernel overlays a uniform function (disk) over each point that
only extends for a limited distance.

3. The quartic kernel overlays a quartic function (inverse sphere) over each
point that only extends for a limited distance.

4. The triangular kernel overlays a three-dimensional triangle (cone) over each
point that only extends for a limited distance.

5. The negative exponential kernel overlays a three dimensional negative
exponential function ('salt shaker') over each point that only extends for a
limited distance

The methods produce similar results though the normal is generally smoother for
any given bandwidth.

Choice of bandwidth

The kernels are applied to a limited search distance, called 'bandwidth'. For the
normal kernel, bandwidth is the standard deviation of the normal distribution. For the
uniform, quartic, triangular and negative exponential kernels, bandwidth is the radius of a
circle defined by the surface. For all types, larger bandwidth will produce smoother density
estimates and both adaptive and fixed bandwidth intervals can be selected.

Fixed bandwidth
A fixed bandwidth distance is a fixed interval for each point. The user must define
the interval, the interval size, and the distance units by which it is calculated (miles,
nautical miles, feet, kilometers, meters.) The default bandwidth setting is fixed with
intervals of 0.25 miles each. The interval size can be changed.
Adaptive bandwidth
An adaptive bandwidth distance is identified by the minimum number of other

points found within a symmetrical band drawn around a single point. A symmetrical band
is placed over each distance point, in turn, and the width is increased until the minimum
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sample size is reached. Thus, each point has a different bandwidth size. The user can
modify the minimum sample size. The default for the adaptive bandwidth is 100 points.

Specify interpolation bins
The interpolation bins are defined in one of two ways:
1. By the number of bins. The maximum distance calculated is divided by the
number of specified bins.This is the default with 100 bins. The user can

change the number of bins.

2. By the distance between bins. The user can specify a bin width in miles,
nautical miles, feet, kilometers, and meters.

Output (areal) units

Specify the areal density units as points per mile, nautical mile, foot, kilometer, or
meter. The default is points per mile.

Calculate densities or probabilities
The density estimate for each cell can be calculated in one of three ways:

1. Absolute densities. This is the number of points per grid cell and is scaled
so that the sum ofall grid cells equals the sample size.

2. Relative densities. For each grid cell, this is the absolute density divided by
the grid cell area and is expressed in the areal output units (e.g., points per
square mile)

3. Probabilities. This is the proportion ofall incidents that occur in the grid
cell. The sum of all grid cells equals a probability of 1. Unlike the Jtc
calibration routine, this is the default. In most cases, a user would want a
proportional (probability) distribution as the relative differences in impedance
for different costs are what is of interest.

Select whether absolute densities, relative densities, or probabilities are to be output
for each cell. The default is probabilities.

Select output file

The output must be saved to a file. CrimeStat can save the calibration output to
either a dbase 'dbf or ASCII text 'txt' file.
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Calibrate!

Click on 'Calibrate!' to run the routine. The output is saved to the specified file upon
clicking on 'Close’.

Graphing the travel impedance function
Click on 'View graph' to see the travel impedance function. The screen view can be
printed by clicking on 'Print'. For a better quality graph, however, the output should be
imported into a graphics package.

Setup Origin-Destination Model

The page is for the setup of the origin-destination model. Allthe relevant files,
models and exponents are input on the page.

Predicted origin file
The predicted origin file is a file that lists the origin zones with a single point
representing the zone (e.g., the centroid) and also includes the predicted number of crimes
by origin zone. The file must be input as either the primary or secondary file. Specify
whether the data file is the primary or secondary file.

Origin variable

Specify the name of the variable for the predicted origins (e.g., PREDICTED,
ADJ ORIGINS).

Origin ID

Specify the origin ID variable in the data file (e.g., CensusTract, Block, TAZ ). Note:
all destination ID's should be in the origin zone file and must have the same names.

Predicted destination file
The predicted destination file is a list of destination zones with a single point
representing the zone (e.g., the centroid) and also includes the predicted number of crimes
by destination zone. It must be input as either the primary or secondary file. Specify
whether the data file is the primary or secondary file.

Destination variable

Specify the name of the variable for the predicted destination (e.g., PREDICTED,
ADIJIDEST).
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Destination ID

Specify the destination ID variable in the data file (e.g., CensusTract, Block, TAZ).
Note: the ID's used for the destination file zones must be the same as in the origin file.

Exponents
The exponents are power terms for the predicted origins and destinations. They
indicate the relative strength of those variables. For example, compared to an exponent of
1.0 (the default), an exponent greater than 1.0 will strengthen that variable (origins or
destinations) while an exponent less than 1.0 will weaken that variable. They can be
considered 'fine tuning' adjustments.
Origins
Specify the exponent for the predicted origins. The default is 1.0.
Destinations
Specify the exponent for the predicted origins. The default is 1.0.
Impedance function
The trip distribution routine can use two different travel distance functions: 1) An
already-calibrated distance function; and 2) A mathematical formula. The defaultisa
mathematical formula.
Use an already-calibrated distance function
Ifa travel distance function has already been calibrated (see 'Calibrate impedance
function' under trip distribution), the file can be directly input into the routine. The user
selects the name of the already-calibrated travel distance function. CrimeStat reads dbase
'dbf', ASCII text 'txt', and ASCII data 'dat’ files.
Use a mathematical formula
A mathematical formula can be used instead of a calibrated distance function. To do

this, it is necessary to specify the type of distribution. There are five mathematical models
that can be selected:

1. Negative exponential
2. Normal

3. Lognormal

4. Linear

5.

Truncated negative exponential
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The lognormal is the default. For each mathematical model, two or three different
parameters must be defined:

1. For the negative exponential, the coefficient and exponent

2. For the normal distribution, the mean distance, standard deviation and
coefficient

3. For lognormal distribution, the mean distance, standard deviation and
coefficient

4. For the linear distribution, an intercept and slope

5. For the truncated negative exponential, a peak distance, peak likelihood,

intercept, and exponent.
Measurement unit
The routine can calculate impedance in four ways, by:
Distance (miles, nautical miles, feet, kilometers, and meters)
Travel time (minutes, hours)

Speed (miles per hour, kilometers per hour)
General travel costs (unspecified units).

AW -

These must be setup under 'Network distance' on the Measurement Parameters
page. Specify the appropriate units. In the Network Parameters dialogue, specify the
measurement units. The default is distance in miles.

Assumed impedance for external zones

For trips originating outside the study area (external trips), specify the amount and
the units that will be assumed for these trips. The default is 25 miles.

Assumed impedance for intra-zonal trips

For trips originating and ending in the same zone (intra-zonal trips), specify the
amount and the units that will be assumed for these trips. The default is 0.25 miles.

Model constraints
In calibrating a model, the routine must constrain either the origins or the
destinations (single constraint) or constrain both the origins and the destinations (double

constraint). In the latter case, it is an iterative solution. The default is to constrain
destinations as it is assumed that the destinations totals (the number of crimes occurring in
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each zone) are probably more correct than the number of crimes originating in each zone. .
Specify the type of constraint for the model.

Constrain origins

If constrain origins is selected, the total number of trips from each origin zone will be
held constant.

Constrain destinations

If constrain destinations is selected, the total number of trips from each destination
zone will be held constant.

Constrain both origins and destinations

If constrain both origins and destinations is selected, the routine iteratively works
out a balance between the number of origins and the number of destinations.

Origin-Destination Model

The trip distribution (origin-destination) model is implemented in two steps. First,
the coefficients are calculated according to the exponents and impedance functions specified
on the setup page. Second, the coefficients and exponents are applied to the predicted
origins and destinations resulting in a predicted trip distribution. Because these two steps
are iterative, they cannot be run simultaneously.

Calibrate Origin-Destination Model

Check the 'Calibrate origin-destination model' box to run the calibration model.

Save modeled coefficients (parameters)

The modeled coefficients are saved as a 'dbf file. Specify a file name.

Apply Predicted Origin-Destination Model

Check the 'Apply predicted origin-destination model' box to run the trip distribution
prediction.

Modeled coefficients file

Load the modeled coefficients file saved in the 'Calibrate origin-destination model'
stage.
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Assumed coordinates for external zone
In order to model trips from the 'external' zone (trips from outside the study area),
specify coordinates for this zone. These coordinates will be used in drawing lines from the

predicted origins to the predicted destinations. There are four choices:

1. Mean center (the mean X and mean Y ofall origin file points are taken). This
is the default.

2. Lower-left corner (the minimum X and minimum Y values ofall origin file
points are taken).

3. Upper-right corner (the maximum X and maximum Y values of all origin file
points are taken).

4. Use coordinates (user-defined coordinates). Indicate the X and Y coordinates
that are to be used.

Table output

The table output includes summary file information and (with default names):

1. The origin zone (ORIGIN)
. The destination zone (DEST)
3. The number of predicted trips (PREDTRIPS)

Save predicted origin-destination trips

Define the output file. The output is saved as a 'dbf' file specified by the user.
File output

The file output includes (with default names):

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)
The Y coordinate for the origin zone (ORIGINY)
The X coordinate for the destination zone (DESTX)
The Y coordinate for the destination zone (DESTY)
The number of predicted trips (PREDTRIPS)

Note: each record is a unique origin-destination combination and there are M x N
records where M is the number of origin zones (including the external zone) and N is the
number of destination zones.
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Save links

The top predicted origin-destination trip links can be saved as separate line objects
for use in a GIS. Specify the output file format (ArcView '.shp', MapInfo "mif or Atlas*GIS
'‘bna') and the file name.

Save top links

Because the output file is very large (number of origin zones x number of destination
zones), the user can select a sub-set of zone combinations with the most predicted trips.
Indicating the top K links will narrow the number down to the most important ones. The
default is the top 100 origin-destination combinations. Each output object is a line from the
origin zone to the destination zone with an ODT prefix. The prefix is placed before the
output file name. The graphical output includes (with default names):

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (ODT)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

The number of predicted trips for that combination (PREDTRIPS)

0. The distance between the origin zone and the destination zone.

Save points

Intra-zonal trips (trips in which the origin and destination are the same zone) can be
output as separate point objects as an ArcView '.shp', MapInfo '.mif or Atlas*GIS ".bna' file.
Again, the top K points are output (default=100). Each output object is a point representing
an intra-zonal trip with an ODTPOINTS prefix. The prefix is placed before the output file
name. The graphical output for each includes (with default names):

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (POINTSODT)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

The number of predicted trips for that combination (PREDTRIPS)

VENAL AL~
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Compare Observed & Predicted Origin-Destination Trip Lengths

The predicted trip distribution model can be compared with the observed (actual)
trip distribution. Since there are many cells for this comparison (M origins x N
destinations), a comparison is usually conducted for the trip length distributions. Each
origin-destination link (whether the observed distribution or that predicted by the model) is
converted into a trip length. The maximum distance between an origin and a destination is
then divided into K bins (intervals), where K can be defined by the user; the default is 25.
The two distributions are compared with two statistics: 1) the coincidence ratio (essentially
a positive correlation index that varies between 0 and 1 with 0 representing little
coincidence and 1 representing perfect coincidence) and 2) the Komolgorov-Smirnov
two-sample test (a test of the difference between the cumulative proportions of the observed
and predicted distributions). There is also a graph that compares the two distributions.

Observed trip file

Select the observed trip distribution file by clicking on the Browse button and finding
the file.

Observed number of origin-destination trips
Specify the variable for the observed number of trips. The default name is FREQ.
Orig ID

Specify the ID name for the origin zone. The default name is ORIGIN. Note: the
origin ID's should be the same as in the predicted file in order to compare the top links.

Orig X

Specify the name for the X coordinate of the origin zone. The default name is
ORIGINX.

Orig Y

Specify the name for the Y coordinate of the origin zone. The default name is
ORIGINY.

Dest ID

Specify the ID name for the destination zone. The default name is DEST. Note: the
destination ID's should be the same as in the predicted file in order to compare the top
links.

2.84



This document is a research report submitted to the U.S. Department of Justice. This report has not
been published by the Department. Opinions or points of view expressed are those of the author(s)
and do not necessarily reflect the official position or policies of the U.S. Department of Justice.

Dest X

Specify the name for the X coordinate of the destination zone. The default name is
DESTX.

Dest Y

Specify the name for the Y coordinate of the destination zone. The default name is
DESTY.

Predicted trip file

Select the predicted trip distribution file by clicking on the Browse button and
finding the file.

Predicted number of origin-destination trips

Specify the variable for the predicted number of trips. The default name is
PREDTRIPS

Orig ID

Specify the ID name for the origin zone. The default name is ORIGIN. Note: the
origin ID's should be the same as in the observed file in order to compare the top links.

Orig X

Specify the name for the X coordinate of the origin zone. The default name is
ORIGINX.

Orig Y

Specify the name for the Y coordinate of the origin zone. The default name is
ORIGINY.

Dest ID

Specify the ID name for the destination zone. The default name is DEST. Note: the
destination ID's should be the same as in the observed file in order to compare the top links.

Dest X

Specify the name for the X coordinate of the destination zone. The default name is
DESTX.
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Dest Y

Specify the name for the Y coordinate of the destination zone. The default name is
DESTY.

Select bins

Specify how the bins (intervals) will be defined. There are two choices. One is to
select a fixed number of bins. The other is to select a constant interval.

Fixed number

This sets a fixed number of bins. An interval is defined by the maximum distance
between zone divided by the number of bins. The default number of bins is 25. Specify the
number of bins.

Constant interval

This defines an interval of a specific size. If selected, the units must also be chosen.
The default is 0.25 miles. Other distance units are nautical miles, feet, kilometers, and
meters. Specify the interval size.

Save comparison
The output is saved as a 'dbf file specified by the user.
Table output

The table output includes summary information and:

1. The number oftrips in the observed origin-destination file

2. The number oftrips in the predicted origin-destination file

3. The number of intra-zonal trips in the observed origin-destination file
4. The number of intra-zonal trips in the predicted origin-destination file
5. The number of inter-zonal trips in the observed origin-destination file
6. The number ofinter-zonal trips in the predicted origin-destination file
7. The average observed trip length

8. The average predicted trip length

9. The median observed trip length

10. The median predicted trip length

11. The Coincidence Ratio (an indicator of congruence varying from 0 to 1)
12. The D value for the Komolgorov-Smirnov two-sample test

13. The critical D value for the Komolgorov-Smirnov two-sample test

14. The p-value associated with the D value of Komolgorov-Smirnov two-sample

test relative to the critical D value.
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and for each bin:

15. The bin number
16. The bin distance
17. The observed proportion
18. The predicted proportion

File output
The saved file includes (with default names):
The bin number (BIN)
The bin distance (BINDIST)

The observed proportion (OBSERVPROP)
The predicted proportion (PREDPROP)

AW =

Graph of observed and predicted trip lengths

While the output page is open, clicking on the graph button will display a graph of
the observed and predicted trip length proportions on the Y-axis by the trip length distance
on the X-axis.

Compare Top Links

As an alternative to a comparison of trip lengths for the observed and predicted
distributions, the top links can be compared with a pseudo-Chisquare test. Since the top
links have the most trips, the Chi square distribution can be used for comparison. However,
because the rest of the distribution is not being used, significance tests are invalid.

The statistic compares the number of trips for the top links in the observed
distribution with the number of'trips for the same links in the predicted model. The routine
calulates a Chi square value.

The statistic is useful for comparing different models. The lower the Chi square
value, the better the fit between the predicted model and the observed for the top links. The
aim is to find the model that gives the lowest possible Chi square value.

Note: in order to use this routine, the origin and destination ID's must be the same
for both the observed and predicted trip files.

Click the box and specify the number of links to be compared. The default value is
100. The output includes:
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1. The number of links that are compared
and for each trip pair in order ofthe number of trips:

The zone ID of the origin zone (FromZone)
The zone ID of the destination zone (ToZone)
The observed (actual) number of trips

The predicted number of trips.

AR

At the bottom of the page is a Chi-square test of the difference between the observed
and predicted number oftrips for the top links. Since not all trips have been included in
this distribution, no significance test is conducted. The aim should be to find the model
with the lowest Chi-square value.

Optimizing the Fit Between the Observed and Predicted Links

Ideally, the best model would fulfill three comparison tests. First, the number of
intra-zonal tests (and, by implication, the number of inter-zonal trips) in the predicted trip
distribution would be identical to the number of intra-zonal trips in the observed
distribution. Second, the overall model would have a high coincidence ratio and a
non-significant Komolgorov-Smirnov test for the trip length comparison. Third, the Chi
square value for the top links would be the lowest possible. In practice, an optimal model
may have to balance these three criteria, producing a good match in the number of
intra-zonal trips, a reasonably low Chi square value for the top links, and a reasonably high
coincidence ratio for the trip length comparison. There may not be a single, optimal model.

Mode Split

Mode split involves separating the predicted trips by link (i.e., the trips from any one
origin zone, A, to any one destination zone, B) into distinct travel modes (e.g., walk, bicycle,
drive, bus, train). The basis of the separation is an aggregate relative impedance function.
This is, essentially, the 'cost' of traveling by any one mode relative to all modes, whether
cost is defined in terms of distance, travel time, or generalized costs. The model can be
determined by either an empirically-derived impedance function or a mathematical
function. The empirically-derived impedance function would come from a calibration data
set whereas the mathematical function is selected on the basis of either previous experience
or other studies. The separate impedance functions can be constrained to a network in
order to prevent trips from being allocated that are nearly impossible (e.g., train trips where
there are no train lines and bus trips where there are no bus routes).

The steps of the routine are as follows. First, the user inputs a file of predicted trips
(i.e., the number of predicted trips from every origin zone to every destination zone).
Second, the user defines which travel modes are to be modeled. Up to five separate modes
are allowed. Third, the user sets up an impedance model for each travel mode. Any of the
impedance models can be constrained to a particular network (e.g., bus mode constrained to
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a bus network; train mode constrained to a train network). This would normally be desired
even for modes where travel in any direction is possible (e.g., walk, bicycle, drive modes).
Fourth, and finally, after all impedance models have been defined, the routine is run and
splits the predicted trips into the defined modes on the basis of the relative impedance of
each mode to all impedances.

Setup for Mode Split Model

This page defines the predicted trip file and the output file. It also allows a
definition of where external trips are assumed to come from.

Predicted origin file
The predicted origin file is a file that lists the origin zones with a single point
representing the zone (e.g., the centroid) and also includes the predicted number of crimes
by origin zone. The file must be input as either the primary or secondary file. Specify
whether the data file is the primary or secondary file.

Origin variable

Specify the name of the variable for the predicted origins (e.g., PREDICTED,
ADJORIGINS).

Origin ID

Specify the origin ID variable in the data file (e.g., CensusTract, Block, TAZ). Note:
all destination ID's should be in the origin zone file and must have the same names.

Predicted destination file
The predicted destination file is a list of destination zones with a single point
representing the zone (e.g., the centroid) and also includes the predicted number of crimes
by destination zone. It must be input as either the primary or secondary file. Specify
whether the data file is the primary or secondary file.

Destination variable

Specify the name of the variable for the predicted destination (e.g., PREDICTED,
ADJDEST).

Destination ID

Specify the destination ID variable in the data file (e.g., CensusTract, Block, TAZ).
Note: the ID's used for the destination file zones must be the same as in the origin file.
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Predicted origin-destination trip file
The predicted origin-destination trip file is a file that lists the predicted number of
trips from every origin zone to every destination zone. On the mode split setup page, select
the predicted trip file (i.e., the predicted origin-destination trip file by clicking on the
'Browse' button.

Predicted trips

Specify the variable for the predicted number of trips. The default name is
PREDTRIPS

Assumed impedance for external zone

In order to model trips from the 'external zone' (trips from outside the study area),
specify an impedance to be assumed. The default is 25 miles.

Assumed coordinates for external zone
In order to model trips from the 'external' zone (trips from outside the study area),
specify coordinates for this zone. These coordinates will be used in drawing lines from the

predicted origins to the predicted destinations. There are four choices:

1. Mean center (the mean X and mean Y ofall origin file points are taken). This
is the default.

2. Lower-left corner (the minimum X and minimum Y values of all origin file
points are taken).

3. Upper-right corner (the maximum X and maximum Y values of all origin file
points are taken).

4. Use coordinates (user-defined coordinates). Indicate the X and Y coordinates
that are to be used.

Run Mode Split

Check the "Mode split" box to enable the routine. It will run when the "Compute"
button is clicked.

Mode split output
There are three types of output for the mode split routine. First, the zone-to-zone

trip file for each mode separately can be output as a dbf file. Second, the most frequent
inter-zonal (i.e., trips between different zones) trips for each mode separately can be output
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as polylines. Third, the most frequent intra-zonal (i.e., trips within the same zone) trips for
each mode separately can be output as points.

Save result

Define the output file. The output will be saved as a 'dbf file specified by the user.
For each mode, the prefix 'TMode' will be prefaced before the file. For example, if the name
provided by the user is "robberies.dbf" and if there are three travel modes modeled, then
there will be three output files (TModelrobberies.dbf; TMode2robberies.dbf;
TMode3robberies.dbf).

File output
The file output includes:

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)
The Y coordinate for the origin zone (ORIGINY)
The X coordinate for the destination zone (DESTX)
The Y coordinate for the destination zone (DESTY)
The number of predicted trips (PREDTRIPS)

ARG

Note: each record is a unique origin-destination combination and there are M x N
records where M is the number of origin zones (including the external zone) and N is the
number of destination zones.

Savelinks

The top predicted origin-destination trip links can be saved as separate line objects
for use in a GIS. Specify the output file format (ArcView '.shp', MaplInfo "mif or Atlas*GIS
'‘bna') and the file name. For each mode, the prefix 'TripMode' will be prefaced before the
file. For example, if the name provided by the user is "robberies" and if there are three
travel modes modeled, then there will be three graphical output files
(TripModelrobberies.shp/mif/bna; TripMode2robberies.shp/mif/bna;
TripMode3robberies.shp/mif/bna).

Savetop links

Because the output file is very large (number of origin zones x number of destination
zones), the user can select a sub-set of zone combinations with the most predicted trips.
Indicating the top K links will narrow the number down to the most important ones. The
default is the top 100 origin-destination combinations. Each output object is a line from the
origin zone to the destination zone with a TripMode prefix where " is the mode number.
The prefix is placed before the output file name. The graphical output includes:
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An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (ODT)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

The number of predicted trips for that combination (PREDTRIPS)

0. The distance between the origin zone and the destination zone.

— O 00 O\ LN h WM~

Save points

Intra-zonal trips (trips in which the origin and destination are the same zone) can be
output as separate point objects as an ArcView '.shp', MaplInfo '.mif or Atlas*GIS "bna' file.
Again, the top K points are output (default=100). Each output object is a point representing
an intra-zonal trip with a TripModePoints prefix where " is the mode number. The prefix is
placed before the output file name. For example, if the name provided by the user is
"robberies" and if there are three travel modes modeled, then there will be three graphical
output files (TripModeP ointslrobberies.shp/mif/bna;
TripModePoints2robberies.shp/mif/bna; TripModePoints3robberies.shp/mif/bna).

The graphical output for each includes:

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (POINTSODT)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

The number of predicted trips for that combination (PREDTRIPS)

Calibrate Mode Split: I-III

For each mode (up to five), the impedance parameters have to be set. There are
three pages for this. "Calibrate mode split: I" covers modes 1 and 2. "Calibrate mode split:
IT' covers modes 3 and 4. "Calibrate mode split: III" covers mode 5. For each mode, the user
should indicate whether the mode is to be used, the name to be used for the mode, whether
a default impedance will be calculated directly or if it should be constrained to a network,
and the specific impedance model used. If any mode is not used, then it will not be part of
the calculations. Use only those modes that are relevant, but, also, be sure not to leave out
any important ones.
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The following instructions apply to each of the five modes.
Mode #

Check the box if the mode is to be used.
Label

Put in a label for the mode. Default names are provided (walk, bicycle, drive, bus,
train), but the user is not required to use those.

Impedance constraint

The impedance will be calculated either directly or is constrained to a network. The
default impedance is defined with the type of distance measurement specified on the
Measurement Parameters page (under Data setup). On the other hand, if the impedance is
to be constrained to a network, then the network has to be defined.

Default

The default impedance is that specified on the Measurement parameters page. If
direct distance is the default distance (on the measurement parameters page), then all
impedances are calculated as a direct distance. Ifindirect distance is the default, then all
impedances are calculated as indirect (Manhattan) distance. If network distance is the
default, then all impedances are calculated using the specified network and its parameters;
travel impedance will automatically be constrained to the network under this condition.

Constrain to network

An impedance calculation should be constrained to a network where there are
limited choices. For example, a bus trip requires a bus route; ifa particular zone is not near
an existing bus route, then a direct distance calculation will be misleading since it will
probably underestimate true distance. Similarly, for a train trip, there needs to be an
existing train route. Even for walking, bicycling and driving trips, an existing network
might produce a more realistic travel impedance than simply assuming a direct travel path.

If the impedance calculation is to be constrained to a network, then the network must be
defined.

Check the 'Constrain to network' box and click on the 'Parameters' button. The
network file can be either a shape line or polyline file (the default) or another file, either
dBase IV 'dbf', Microsoft Access 'mdb’, Ascii 'dat', or an ODBC-compliant file. If the file is
a shape file, the routine will know the locations of the nodes. All the user needs to do is
identify a weighting variable, if used.

For a dBase IV or other file, the X and Y coordinate variables of the end nodes must
be defined. These are called the "From" node and the "End" node, though there is no
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particular order. An optional weight variable is allowed for both a shape or dbf file. The
routine identifies nodes and segments and finds the shortest path. By default, the shortest
path is in terms of distance though each segment can be weighted by travel time, travel
speed, or generalized cost; in the latter case, the units are minutes, hours, or unspecified
cost units.

Finally, the number of graph segments to be calculated is defined as the network
limit. The default is 50,000 segments. Be sure that this number is greater than the
number of segments in your network. Note: using network distance for distance
calculations can be a very slow process (i.e., taking up to several days for calculating an
entire matrix).

Minimum absolute impedance

If the mode is constrained to a network, an additional constraint is needed to ensure
realistic allocations of trips. This is the minimum absolute impedance between zones. The
default is 2 miles. For any zone pair (an origin zone and a destination zone) that is closer
together (in distance, time interval, or cost) than the minimum specified, no trips will be
allocated to that mode. This constraint is to prevent unrealistic trips being assigned to
intra-zonal trips or trips between nearby zones. CrimeStat uses three impedances for a
constrained network: 1) the impedance from the origin zone to the nearest node on the
network (e.g., nearest rail station); b) the impedance along the network to the node nearest
to the destination; and c:) the impedance from that node to the destination zone. Since most
impedance functions for a mode constrained to a network will have the highest likelihood
some distance from the origin, it's possible that the mode would be assigned to, essentially,
very short trips (e.g., the distance from an origin zone to a rail network and then back again
might be modeled as a high likelihood ofa train trip even though such a trip is very
unlikely).

For each mode that is constrained to a network, specify the minimum absolute
impedance. The units will be the same as that specified by the measurement units. The
default is 2 miles. Ifthe units are distance, then trips will only be allocated to those zone
pairs that are equal to or greater in distance than the minimum specified. Ifthe units are
travel time or speed, then trips will only be allocated to those zone pairs that are farther
apart than the distance that would be traveled in that time at 30 miles per hour. If the
units are cost, then the routine calculates the average cost per mile along the network and
only allocates trips to those zone pairs that are farther apart than the distance that would
be traveled at that average cost.

Impedance function
The model split routine can use two different travel distance functions: 1) An

already-calibrated distance function; and 2) A mathematical formula. The default is a
mathematical formula.
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Use an already-calibrated distance function

If a travel distance function for the specific mode has already been calibrated (see
'Calibrate impedance function' under trip distribution), the file can be directly input into the
routine. That routine can be used to calibrate a function if there are data on origins and
destinations for individual travel modes.

Browse

The user selects the name of the already-calibrated travel distance function.
CrimeStat reads dbase 'dbf, ASCII text 'txt', and ASCII data 'dat’ files.

Use a mathematical formula

A mathematical formula can be used instead of a calibrated distance function. To do
this, it is necessary to specify the type of distribution. There are five mathematical models
that can be selected:

Negative exponential - the default
Normal distribution

Lognormal distribution

Linear distribution

Truncated negative exponential

N W -

For each mathematical model, two or three different parameters must be defined:

1. For the negative exponential, the coefficient and exponent. This is the default
and default values are provided.

2. For the normal distribution, the mean distance, standard deviation and
coefficient,

3. For lognormal distribution, the mean distance, standard deviation and
coefficient,

4. For the linear distribution, an intercept and slope; and

5. For the truncated negative exponential, a peak distance, peak likelihood,

intercept, and exponent.
Measurement unit
The routine can calculate impedance in four ways, by:

| Distance (miles, nautical miles, feet, kilometers, and meters)
2. Travel time (minutes, hours)
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3. Speed (miles per hour, kilometers per hour)
4. General travel costs (unspecified units).

Specify the appropriate units. The default is distance in miles.
Network Assignment
Network assignment involves assigning predicted trips (either all trips or by
separate travel modes) to a particular route on a network. That is, for every
origin-destination trip link, a particular route is found along a network (roadway, transit).
The routine does this using a shortest path algorithm. The user must provide the network
with its parameters. The routine allows the definition of one-way streets in order to
produce a more realistic representation. In the current version, the assignment routine
works on one predicted trip file at a time.
Predicted Origin-Destination File
The predicted origin-destination trip file is a file that lists the predicted number of
trips from every origin zone to every destination zone. Select the predicted trip file (i.e., the
predicted origin-destination trip file) by clicking on the 'Browse' button.
Origin ID
Specify the origin zone ID variable in the data file. The default name is ORIGIN.
Origin_X

Specify the name ofthe variable for the X coordinate of the origin zone. The default
name is ORIGINX.

Origin_Y

Specify the name of the variable for the Y coordinate of the origin zone. The default
name is ORIGINY.

Destination ID
Specify the destination zone ID variable in the data file. The default name is DEST.
Destination_X

Specify the name of the variable for the X coordinate of the destination zone. The
default name is DESTX.
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Destination_Y

Specify the name of the variable for the Y coordinate of the destination zone. The
default name is DESTY.

Predicted trips

Specify the variable for the predicted number oftrips. The default name is
PREDTRIPS

Network Used

The network assignment routine requires a network from which the shortest path
from every origin zone to every destination zone can be computed. Torun this routine,
check the 'Network assignment' box at the top of the page.

The user must specify the network that is to be used. There are two choices. First, if
a network was defined on the Measurement parameters page (Data setup), that network
can be used to calculate the shortest path. Second, whether a network has been defined on
the Measurement parameters page or not, an alternative network can be selected.

Network on measurement parameters page

Check the Network on Measurement parameters page' box to use that network. All
the parameters will have been defined for that setup (see Measurement parameters page).

Alternative network

If an alternative network is to be used, it must be defined. Check the 'Alternative
network' box and click on the 'Parameters' button.

Note: if a network is also used on the Measurement Parameters page, then it must
be defined there as well. CrimeStat will check whether that file exists; if it does not,
the routine will stop and an error message will be issued. Therefore, if an
alternative network is used, the user should probably change the distance
measurement on the Measurement Parameters page to direct or indirect distance.

Type of network
Network files can bi-directional (e.g., a TIGER file) or single directional (e.g., a

transportation modeling file). In a bi-directional file, travel can be in either direction. In a
single directional file, travel is only in one direction. Specify the type of network to be used.
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Network input file

The network file can either be a shape file (line, polyline, or polylineZ file) or another
file, either dBase IV 'dbf, Microsoft Access 'mdb', Ascii 'dat’, or an ODBC-compliant file.
The default is a shape file. If the file is a shape file, the routine will know the locations of
the nodes. For a dBase IV or other file, the X and Y coordinate variables of the end nodes
must be defined. These are called the "From" node and the "End" node. An optional weight
variable is allowed for all types of file0073. The routine identifies nodes and segments and
finds the shortest path. If there are one-way streets in a bi-directional file, the flag fields
for the "From" and "To" nodes should be defined.

Network weight field

Normally, each segment in the network is not weighted. In this case, the routine
calculates the shortest distance between two points using the distance of each segment.
However, each segment can be weighted by travel time, speed or travel costs. Iftravel time
is used for weighting the segment, the routine calculates the shortest time for any route
between two points. If speed is used for weighting the segment, the routine converts this
into travel time by dividing the distance by the speed. Finally, if travel cost is used for
weighting the segment, the routine calculates the route with the smallest total travel cost.
Specify the weighting field to be used and be sure to indicate the measurement units
(distance, speed, travel time, or travel cost) at the bottom of the page. If there is no
weighting field assigned, then the routine will calculate using distance.

From one-way flag and To one-way flag

One-way segments can be identified in a bi-directional file by a 'flag' field (it is not
necessary in a single directional file). The 'flag' is a field for the end nodes of the segment
with values of '0' and 'l". A'0' indicates that travel can pass through that node in either
direction whereas a 'l' indicates that travel can only pass from the other node of the same
segment (i.e., travel cannot occur from another segment that is connected to the node). The
default assumption is for travel to be allowed through each node (i.e., there is a '0' assumed
for each node). For each one-way street, specify the flags for each end node. A '0'allows
travel from any connecting segments whereas a 'l' only allows travel from the other node of
the same segment. Flag fields that are blank are assumed to allow travel to pass in either
direction.

FromNode ID and ToNode ID

If the network is single directional, there are individual segments for each direction.
Typically, two-way streets have two segments, one for each direction. On the other hand,
one-way streets have only one segment. The FromNode ID and the ToNode ID identify
from which end of the segment travel should occur. If no FromNode ID and ToNode ID is
defined, the routine will chose the first segment ofa pair that it finds, whether travel is in

the right or wrong direction. To identify correctly travel direction, define the FromNode and
ToNode ID fields.
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Type of coordinate system
The type of coordinate system for the network file is the same as for the primary file.
Measurement unit

By default, the shortest path is in terms of distance. However, each segment can be
weighted by travel time, travel speed, or travel cost.

1. For travel time, the units are minutes, hours, or unspecified cost units.

2. For speed, the units are miles per hour and kilometers per hour. In the case
of speed as a weighting variable, it is automatically converted into travel time
by dividing the distance of the segment by the speed, keeping units constant.

3. For travel cost, the units are undefined and the routine identifies routes by
those with the smallest total cost.

Network graph limit

Finally, the number of graph segments to be calculated is defined as the network
limit. The default is 50,000 segments. Be sure that this number is slightly greater than the
number of segments in your network. Note: using network distance for distance
calculations can be a slow process, for example taking up to several hours for calculating an
entire matrix. Use only if more precision is needed or for the network assignment routine
in the crime travel demand module.

Network Utilities
There are two network utilities that can be used.
Check for one-way streets

First, there is a routine that will identify one-way streets if the network is single
directional. In a single directional file, one-way streets do not have a reciprocal pair (i.e., a
segment traveling in the opposite direction). This is indicated by a reciprocal pair of ID's for
the "From" and "To" nodes. If checked, the routine identifies those segments that do not
have reciprocal node ID's. The network is saved with a new field called "Oneway".

One-way segments are assigned a value of '1' value and two-way segments are assigned a
value of'0'. The output is saved as an ArcView ".shp', MapInfo'.mif or Atlas*GIS '.bna’ file.

Create a transit network from primary file
Second, there is a routine that will create a network from the primary file. This is

useful for creating a transit network from a collection of bus stops (bus network) or rail
stations (rail network). If checked, the routine will read the primary file and will draw lines
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from one point to another in the order in which the points appear in the primary file. Note,
it is essential to order the points in the same order in which the network should be drawn
(otherwise, an illogical network will be obtained). It is easy to do this in a spreadsheet
program.

Transit Line ID

The routine can handle multiple lines, for example different rail lines or bus routes
(e.g., Line A, Line B, Route 1, Route 2). In the primary file, the points must be grouped by
lines, however, and must be classified by an ID field. Within each group, the points must be
arranged in order of occurrence; the routine will draw a lines from one point to another in
that order. In the Transit Line ID field, indicate which variable is the classification
variable.

The output is saved as an ArcView '.shp', MapInfo 'mif or Atlas*GIS '.bna’' file.
Network Output

There are three types of output for the network assignment routine. First, the most
frequent inter-zonal (i.e., trips between different zones) routes can be output as polylines.
Second, the most frequent intra-zonal (i.e., trips within the same zone) routines can be
output as points. Third, the entire network can be output in terms of the total number of
trips that occur on each segment (network load).

Save routes

The shortest routes can be saved as separate polyline objects for use in a GIS.
Specify the output file format (ArcView '.shp', MapInfo '.mif or Atlas*GIS '.bna') and the file
name.

Save top routes

Because the output file is very large (number of origin zones x number of destination
zones), the user can select a zone-to-zone route with the most predicted trips. The default is
the top 100 origin-destination combinations. Each output object is a line from the origin
zone to the destination zone with a Route prefix. The prefix is placed before the output file
name. The graphical output includes:

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (ROUTE)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

XNAV AW -
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9. The number of trips on that particular route (FREQ)
10. The distance between the origin zone and the destination zone (DIST).

Save points

Intra-zonal trips (trips in which the origin and destination are the same zone) can be
output as separate point objects as an ArcView '.shp', MapInfo '.mif or Atlas*GIS 'bna’ file.
Again, the top K points are output (default=100). Each output object is a point representing
an intra-zonal trip with a RoutePoints. The prefix is placed before the output file name.

The graphical output for each includes:

An ID number from 1 to K, where K is the number of links output (ID)
The feature prefix (ROUTEPoints)

The origin zone (ORIGIN)

The destination zone (DEST)

The X coordinate for the origin zone (ORIGINX)

The Y coordinate for the origin zone (ORIGINY)

The X coordinate for the destination zone (DESTX)

The Y coordinate for the destination zone (DESTY)

The number of trips on that particular route (FREQ)

0. The distance between the origin zone and the destination zone (DIST).

»—-\OOO\IONU\AUJN:—

Save network load

It is also possible to save the total network load as an ArcView 'shp', MapInfo 'mif
or Atlas*GIS "bna' file. This is the total number of trips on each segment of the network.
The routine takes every origin zone to destination zone combination and sums the number
of trips that occur on each segment of the network.

Click on the "Save output network" box and specify a file name for the output.
File Worksheet

The file worksheet allows the saving of names for the files in the crime travel
demand module. Because there are a large number of files used (many used in multiple
routines), saving the names will make it easier to keep track of the files. The file worksheet
is not required for use of the crime travel demand module. But it is recommended for
remembering the files in a particular travel demand model. There are five worksheets for
keeping track of the different routines.

File Worksheet 1

This worksheet keeps track of the files used in the trip generation step. These
include:
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Trip generation

Calibrate model
Make prediction
Balance origins with destinations

File Worksheet 2

This worksheet keeps track of some used in the trip distribution step, in particular
the observed trip distribution and trip distribution model setup. These include:

Trip distribution
Describe origin-destination trips
Setup origin-destination model

File Worksheet 3

This worksheet also keeps track files used in the trip distribution step, in particular
the trip distribution model and the comparison between the observed and predicted trip
length distributions. These include:

Origin-destination model
Compare observed and predicted origin-destination trip lengths

File Worksheet 4

This worksheet keeps track of the files used in the mode split step, including the
mode split setup and modes 1-3. These include:

Mode split
Setup for mode split
Modes modeled
Modes 1-3

File Worksheet 5

This worksheet keeps track of the remaining files used in the mode split step (modes
4-5) as well as network assignment routine. These include:

Mode split (continued)
Modes modeled
Modes 4-5
Network assignment
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V. Options

The options allow the saving of parameters, the changing of tab colors for the three
sections and the outputing of simulated data for the Monte Carlo simulation routines.,

Saving Parameters

All the input parameters can be saved. In the options section, there is a Save
parameters’button. A parameters file must have a ‘param’extension. A saved parameters
file can be re-loaded with the Load parameters’button.

Colors

The colors for each of the three sections can be changed by selecting the appropriate
tab and choosing a color from the color spectrum.

Dump Simulation Data

When running a Monte Carlo simulation with the Ripley’s K, the Nearest Neighbor
Hierarchical Clustering, the Risk-adjusted Nearest Neighbor Hierarchical Clustering, the
STAC, the Mantel, or the Knox routines, the data can be output to dbf files. Each

simulation run is output with the name Sim_data</>.dbf where </> is the run number (e.g.,
Sim_data4.dbf).

VI. Dynamic Data Exchange (DDE) Support

CrimeStat supports Dynamic Data Exchange (DDE). See Appendix A in the
documentation or the online help screens for more information.
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Chapter 3

Entering Data into CrimeStat

The graphic user interface of CrimeStat is a tabbed form (figure 3.1). There are five

Data Setup

Primary file

Secondary file

Reference file
Measurement Parameters

Spatial Description

Spatial Distribution
Distance Analysis I
Distance Analysis II
‘Hot Spot’ Analysis I
‘Hot Spot’ Analysis II

Spatial Modeling

Interpolation
Journey-to-crime Analysis
Space-time Analysis

Crime Travel Demand

Trip generation

Trip distribution
Mode split

Network assignment
File worksheet

Options

Save parameters
Load parameters
Colors
Simulation

groups of functions: Data setup, Spatial description, Spatial modeling, Crime Travel
Demand, and Options. Each group, in turn is made up of several sets of routines:

Data file of incident/point locations (Required)
Secondary data file of incident/point locations

File for referencing interpolations

Areal and linear characteristics of study area

Basic characteristics of the incident distribution
Characteristics of the distances between points
Matrix distances

Tools for identifying ‘Hot Spots’

More tools for identifying Hot Spots’

Three-dimensional density analysis
Analyzing the travel behavior of serial offenders
The interaction between space and time

Models of crime origins and crime destinations
Model of trips between origins and destinations
Model of travel mode used for trips

Model of route taken for trips

Worksheet of file names

Save the data setup parameters
Load already-saved parameters file
Change the color of tabs

Output simulation data

This section discusses the Data Setup tabs.
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Required Data

CrimeStat can input data in several formats - ASCII, dbase 111/ IV ‘dbf’, ArcView
‘shp’, MapInfo ‘dat’, and files that support the ODBC standard, such as Excel®, Lotus I-2-
3®, Microsoft Access®, and Paradox®. It is essential that the files have X and Y coordinates
as part of their structure. The program assumes that the assigned X and Y coordinates
are correct. It reads a file - ASCII, ‘dbf’or ‘shp’and takes the given X and Y coordinates.

If you read an ArcView shape file, the incident’s X and Y coordinates are
automatically added as the first fields in the primary file by CrimeStat. If you use any
other type of file you must add X and Y coordinates to the file. Toautomate thisin

ArcView, add the Avenue extension Coordinate Utility V1.0 (available in Arc Scripts) to
your extension list. To do this in MaplInfo add the KGM utility Table Geography as a tool.
Both work great. It is a good idea to add the X and Y coordinates to any file. They are
useful for analysis in other programs and allow for easy reconstruction of the file if the geo-
coding is lost.

Coordinates

CrimeStat analyzes point data, defined geographically by X and Y coordinates.
These X/Y coordinates represent a single location where either an incident occurred (e.g., a
burglary) or where a building or other object can be represented as a single point. A point
will have X and Y coordinates in a spherical or Cartesian system. In a spherical coordinate
system, each point can be defined by longitude (for X) and latitude (for Y). In a projected
coordinate system, such as State Plane or UTM, each X and Y is defined by feet or meters
from an arbitrary reference origin. CrimeStat can handle both spherical and projected
points. For some uses, coordinates can be polar, that is defined as angles from an arbitrary
reference vector, usually direct north." One of the routines in the program calculates the
angular mean and variance of a collection of angles.

Point data can be obtained from a number of sources. The most frequent would be
the various incident data bases stored by a police department, which could include calls for
service, crime reports, or closed cases. Other sources of incident data can include
secondary data from other agencies (e.g., hospital records, emergency medical service
records, locations of businesses) or even sampled data (Levine and Wachs, 1986a; 1986b).
There are also point data from broadcast sources, such as radios, televisions, or
microwaves.

To read projected coordinates into CrimeStat, the user doesn’t need to define the
particular projection (other than to indicate that the coordinates are projected). ArcView
will output the objects in the projected units so that they can be read directly into that
program or into ArcGIS. However, to output calculated objects to MaplInfo requires the
definition of the specific projection used.” See chapter 4 for the first examples of outputing
objects.
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Intensities and weights

For some uses, points can have intensity values or weights. These are optional
inputs in CrimeStat. An intensity is a value assigned to a point location aside from the
X/Y coordinates. It is another variable, typically denoted as a Z-value. For example, if the
point location is the location of a police station, then the intensity could be the number of
calls for service over a month at that station. Or, to use census geography, if the point is
the centroid of a census tract, then the intensity could be the population of that census
tract. In other words, an intensity is a variable assigned to a particular location.

Some of the routines in CrimeStat require an intensity value (e.g., the spatial
autocorrelation indices) and others can utilize a point location with an intensity value
assigned (e.g., kernel density interpolation). If no intensity value is assigned, the routines
which require it cannot be run while the routines which can utilize it will assume that the
intensity is 1 (i.e., that all points have equal intensity).

A weight occurs when different point locations are to receive differential statistical
treatment. For example, if a police department has designated different areas for service,
for example ‘urban’and Tural’, a value can be assigned for each of these areas (e.g., ‘1' for
urban and ?2' for rural). Most ofthe routines in CrimeStat will use the weights in the
calculations. Weights would be useful if different zones are to be evaluated on the basis of
another variable. For example, suppose a police department has divided its service area
intourban and rural. In the rural part, there are twice as many patrol officers assigned
per capita than in the urban areas; the higher population densities in the urban areas are
assumed to compensate for the longer travel distances in the rural areas. Let’s assume
that all crimes occurring in the rural areas receive a weight of 2 while those in the urban
area receive a weight of 1. The police department then wants to estimate the density of
household burglaries relative to the population using the duel kernel density function (see
Chapter 7). But, to reflect the differential assignment of police officers, the analysts use
the service area as a weight. The result would be a per capita estimate of burglary density
(i.e., burglaries per person), but weighted by the service area. It would provide an estimate
of burglary risk adjusted for differential service in rural and urban areas. In most cases,
there will no weights, in which case, all points are assumed to have an equal weight of ‘1'.

It is possible to have both intensities and weights, although this would be rare. For
example, if the X and Y coordinates are the centroids of census tracts, a third variable -
the total population of each census tract could be an intensity. There could also be an
weighting based on service area. In calculating the Moran’s [ spatial autocorrelation index,
the total population is used as an intensity while the service area is used as a weight. In
this case, CrimeStat calculates a weighted Moran’s I spatial autocorrelation.

But the use of both an intensity and a weight would be less common. For most of
the statistics, a variable could be used as either a weight or an intensity, and the results
will be the same. However, be careful in assigning the same variable as both an intensity
and a weight. In such instances, cases may end up being weighted twice, which will
produce distorted results.’
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Time Measures

CrimeStat now includes routines for analyzing spatial characteristics in relation to
time. Many serial crime incidents occur in a short period of time. For example, a group of
car thieves may steal cars from a neighborhood over a very short period of time, for
example a few days. Thus, there is often an interaction between a concentrated spatial
pattern of events occurring in a short time period. Because of this, police departments
routine collect information on the time of the event, the day and time.

There are three routines which analyze spatial concentration in relation to time: the
Knox index, the Mantel index, and a correlated walk model. But for using any of these
routines, the user has to define time in a consistent manner. Both the primary and
secondary files can allow a time variable. However, these have to be defined in a consistent
manner for all records in a file. There are five time periods that are allowed:

Hour

Day (default)
Week

Month

Year

The default is ‘day’. That is, the program will assume that any time variable is in
days, either an arbitrary number of days (e.g., days from January 1**) or the number of
days from January 1, 1900, which is the default time reference for most computer systems.
If the time unit is not in days, the user needs to indicate the appropriate unit.

Missing Value Codes

Unfortunately, data is frequently messy. In most police departments, the crime
incident data base is being continually updated, daily and, perhaps, hourly. At any one
time, many of the records will not have been geocoded or will have been incompletely
geocoded.

Blank records

CrimeStat allows the inclusion of codes for missing values, that is values ofeligible
fields that are not complete or are not correct. These codes are applied to the fields defined
on the primary or secondary data sets (X, Y, weight, intensity). Automatically, CrimeStat
will exclude records with blank fields or with fields having any non-numeric value (e.g.,
alphanumeric characters, #, *) for the eligible fields. The statistics will be calculated only
on those records which have eligible numerical values. Fields for other variables in the
data base that are not defined in the primary and secondary data sets will be ignored.
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Other missing value codes

In addition to blank and non-numeric values, CrimeStat can exclude any other
value that has been used for a missing values code (e.g., 0, -1, 99). That is, if the program
encounters a field with a missing value code, it will exclude that record from the
calculations. Next to the X, Y, weight and intensity fields on both the primary and
secondary files is a missing values code box. The default has been set to blank. That is, if
CrimeStat finds no information in a field, it will ignore that record. However, there are
eight options that can be selected:

1. <blank> fields are automatically excluded. This is the default;

2. <none> indicates that no records will be excluded. If there is a blank field,

CrimeStat will treat it as a 0,

0 is excluded;

-1 is excluded;

0 and -1 indicates that both 0 and -1 will be excluded;

0,-1 and 9999 indicates that all three values (0, -1, 9999) will be excluded;

Any other numerical value can be treated as a missing value by typing it

(e.g., 99); and

8. Multiple numerical values can be treated as missing values by typing them,
separating each by commas (e.g., 0, -1, 99, 9999, -99).

Nk w

It is important for users to understand their data sets prior to using CrimeStat. If
the data are ‘clean’, that is all X/Y fields are populated with correct values as are all
weight/intensity fields (if used), then the program will have no problems running routines.
On the other hand, in large administrative data bases, such as in most police departments,
there will be many records that are incomplete or have missing values codes (e.g., 0).
Unless CrimeStat is told what are the missing value codes, with the exception of blank or
non-numeric values, it will include them in the calculations. For example, some data base
programs put a 0 for an X or Y field which has not been geocoded. CrimeStat doesnt know
that the 0 is a missing value and will use it in calculations since 0 is a perfectly good
number. It is important that users either clean their data thoroughly or define the missing
value codes completely for the primary and secondary files.

Primary File

The Primary Fileis required and provides the coordinates of points of incidents. On
the primary file tab, the user must first click on Select Files. A dialog box appears that
allows the user to select which of six file formats applies to the primary file (Figure 3.2).
For each of the file formats, the user must define two characteristics - the type of file
(ASCII, “.dbf’, ‘dat’, “shp’, ‘mdb’, or ODBC) and the name of the file. There is a browse
window which allows the user to find the file.

In developing this program, we have targeted it towards users of ArcView, MaplInfo
and Atlas*GIS. These GIS programs either store their attribute data in dBase I11/ IV
format in a file with a ‘dbf’ extension (e.g., precinct1.dbf) or can read and write directly ‘dbf’
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Linking CrimeStat III to MapInfo

Richard Block
Professor of Sociology and Criminal Justice
Loyola University of Chicago

MaplInfo point ‘dat’ files can be inputted to CrimeStat as primary or secondary files.
However, x and y coordinates need to be added to the file. If the point data are in
latitude/longitude, this is easily done with a free extension, Table Geography, available through
the Directions Magazine website as part of the KGM utilities at:
http://www.directionsmag.com/tools/Default.asp?a=file&ID=11. Add this extension to your
MapInfo toolbox. Click on the tool. You will first be asked for a table to add coordinates. The
program automatically adds columns for longitude and latitude.

If you are using another projection, you will need to add and update columns to your file.
To do this, add columns for x and y coordinates to your table (Table—>Maintenance—>Table
Structure—>Add Field) in an appropriate numeric format for your projection. As shown in left
figure, update these new columns with the coordinates (Table—>update column). Choose the data
file and column that you want to update. Next, click assist and then functions. Choose centroidx
to update the horizontal field and centroidy to update the vertical field. Within CrimeStat,
identify the file type as MapInfo ‘dat’.

For some CrimeStat require a reference file. These are identified by the lower-left and
upper-right coordinates of a rectangle. To derive these coordinates, make the top map (cosmetic)
layer editable. Draw a rectangle identifying the study area. Select the rectangle. Convert it to a
region (objects-—> convert to region). Double click on the rectangle, and the appropriate
coordinates and area of the rectangle will appear.

Several CrimeStat routines output geographic features that can be added as a layer in
MaplInfo. To output these graphics, first designate an output file. If you are working in
longitude/latitude, choose a MaplInfo ‘mif ‘file as output. In MapInfo, import the mif file (Table—
>Import), and open the file as a layer in your map. For any other projection, output to an ESRI
shape file and use the Universal Translator tool (right figure) to import your file (Tools---
>Universal Translator). Choose ESRI shape and the file that you designated in CrimeStat.

Next, choose the appropriate projection. Identify the destination format—chose MapInfo tab
and, finally, identify the directory for storage of the file. The table can then be opened as a layer
on your map. CrimeStat graphic output is brought into MaplInfo as regions and has all the
functionality of a regions layer. Figure 7.6 includes STAC and single kernel density output.

Universal Translator
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files. Many other GIS programs, however, also can read ‘dbf’ files. For ArcView and
Maplinfo, the X and Y coordinates which define crime incident points are not directly part
of the ‘dbf’file, but instead exist on the geographic file.

Input File Formats
ArcView

In ArcView the coordinates are stored on the ‘shp’ file, not the ‘dbf’file. CrimeStat
can read directly a ‘shp’file so the ‘dbf’ file is not required to have the X and Y coordinates.

MaplInfo

However, in Maplnfo, the coordinates are stored in tab’files. Touse CrimeStat
with Maplnfo, therefore, requires that the X and Y coordinates be assigned to two fields in
the tab’ file and then saved as a ‘dbf’file. See the endnotes for directions on doing this.*
Even in ArcView, some users may wish to export the points as a ‘dbf’ file because of other
information that are on the records. The endnotes also list these directions.” MaplInfo also
uses a ‘dat’ format, which is similar to ‘dbf’. This can be ready by CrimeStat.

Atlas*GIS

In Atlas*GIS, on the other hand, a point file is already a ‘dbf’ file and will have
fields for the X and Y coordinates.

Microsoft Access

‘Mdb’ Files from Microsoft Access® 97 (or earlier) can also be read by CrimeStat.
The user will have to ensure that the file has an X and Y coordinate.

ODBC

Similarly, CrimeStat can read any file that uses Open Database Connectivity
(ODBC). ODBC is a programming interface that enables programs to access data in
database management systems that use Structured Query Language (SQL) as a data
access standard, such as Excel®, Paradox®, Microsoft Access, Lotus 1-2-3®, and FoxPro®.

ASCII

For an ASCII file, however, three additional attributes must be defined. The first is
the type of character that is used to separate the variables in the file. There are four
possibilities:®

Space (one or more, the default)

Comma
Semicolon
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Tab

The second characteristic is the number of rows which have labels on them (Header
Rows). Some ASCII files will have rows which label the names of the variables. The user
should indicate the number if this is the case otherwise CrimeStat will produce an error
code. The default is 0, that is the program assumes that there are no headers unless
instructed otherwise. To change this, the user should insert the cursor in the appropriate
cell, backspace to erase the default number and type in the correct number.

The third characteristic of an ASCII file that must be defined is the number of
variables (columns or fields) in the file. With spherical or projected coordinates, there will
be at least two variables (the X and Y coordinate) and there may be more if other variables
are included in the file. However, with directional coordinates (see below), there may be
only one. CrimeStat assumes that the number of columns in the ASCII file is two unless
instructed otherwise. Again, the user should insert the cursor in the appropriate cell,
backspace to erase the default number and type in the correct number. After defining the
file type and name, the user should click on OK.

Identifying Variables

After defining a file, either <dbf’, ASCII, ‘dat’, or “shp’, it is necessary to identify the
variables. Two variables are required and two are optional. The required variables are the
X and Y coordinates. The user should indicate the file name that contains the coordinates
by clicking on the drop down menu and highlighting the correct name. After having
identified which file contains the X and Y coordinates, it is necessary to identify the
variable name. Click on the drop down menu under Column and highlight the name of the
variable for the X and Y coordinates respectively.” Figure 3.3 shows a correct defining of
file and variable names for the primary file.

Multiple files can be entered on the primary file tab. However, only one can be
utilized at a time. In theory, one can have separate files containing the X and Y
coordinates, though in practice this will rarely occur.

Weight Variable

Sometimes, a point location is weighted. As mentioned above, weights are used
when points represents areas and the areas are statistically treated differently. For most
of the statistics, CrimeStat can weight the statistics during the calculation (e.g., the
weighted mean center, the weighted nearest neighbor index).

By default, CrimeStat assigns a weight of 1 to each point. Ifthe user does not
define a weight variable, then the program assumes that each point has equal weight (i.e.,
1). On the other hand, if there are weights, then the weight variable should be defined on
the primary file screen and its name listed.
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Intensity Variable

Similarly, a point location can have an intensity assigned to it. Most of the
statistics in CrimeStat can use an intensity variable and some statistics require it (Moran’s
I, Geary’s C and Local Moran). If no intensity is defined, CrimeStat will not calculate
statistics requiring an intensity variable and, in statistics where an intensity is optional
(e.g., interpolation), will assume a default intensity of 1. On the other hand, if there is an
intensity variable, then this should be defined on the primary file screen and its variable
name identified.

In general, be very careful about using both an intensity variable and a weighting
variable. Use both only when there are separate weights and intensities. Most of the
routines can use both intensities and weighting and may, consequently, double-weight
cases. Figure 3.4 shows a primary file screen with an intensity variable defined.

Time Variable

Finally, a time variable can be defined for use in the special Space-time analysis
tools under Spatial modeling. CrimeStat allows five different time references:

Hours
Days
Weeks
Months
Years

The default is ‘days’ but the user can choose one of the other four categories.
However, the program assumes that all records are consistent defined. For example, all
records must be in days or in hours. If some records are in days, for example, and other
records are in hours, the program will not know that there is an inconsistency and will
treat each of the records in the way they have been defined. It’s important, therefore, that
a user ensure that all records are consistent in the way that time is defined. Figure 3.5
illustrates the defining of a time variable on the primary file page.

Coordinate System

In addition to the primary file name and variable assignment, it is necessary to
identify the type of coordinate system used and the units of measurement. CrimeStat
recognizes three coordinate systems:

Spherical coordinates (longitude and latitude)

This is a universal coordinate system that measures location by angles from
reference points on Earth.?
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Projected coordinates

Projected coordinates are arbitrary coordinates based on a particular projection of
the earth to a flat plane. They have an arbitrary origin (the place where X=0 and Y=0) and
are almost always defined in units of feet or meters.’

CrimeStat can work with either spherical or projected coordinates. On the primary
file tab, the user indicates which coordinate system is being used. Ifthe coordinate system
is spherical, then units are automatically assumed to be latitude and longitude in decimal
degrees. Ifthe coordinate system is projected, then it is necessary to specify whether the
measurement units are feet or meters.

Directional coordinates

For some uses, a polar coordinate system can be used. Point locations are defined
by angles from an arbitrary reference line, usually true north and vary between 0° and 360°
in a clockwise rotation. All locations are measured as an angular deviation from the
reference point and with distance being measured from a central location. CrimeStat has
the ability to read in angles for use in calculating the angular mean and variance. In
addition, if directional coordinates are used, an optional distance variable for each
measurement can be used.

If the file contains directional coordinates (angles), define the file name and variable
name (column) that contains the directional measurements. If used, define the file name
and variable name (column) that contains the distance variable. Figure 3.6 shows the
primary file definition using directions.

Secondary File

CrimeStat also allows for the inputting of a secondary file. For example, the
primary file could be locations where motor vehicles were stolen while the secondary file
could be the location where stolen vehicles were recovered. Alternatively, the primary file
could be burglary locations while the secondary file could be police stations. CrimeStat can
construct two different types of indices with a secondary file. First, it can calculate the
distance from every primary file point to every secondary file point. For example, this
might be useful in assessing where to place police cars in order to minimize travel distance
in response to calls for service. Second, CrimeStat can utilize both primary and secondary
files in estimating a three-dimensional density surface (see Chapter 7). For example, if the
primary file are residential burglaries and the secondary file contains the centroids of
census block groups with the population within each block group assigned as an intensity
variable, then CrimeStat can estimate the density of burglaries relative to the density of
population (i.e., burglary risk).

The secondary file can also be either a “dbf’, ‘shp’or ASCII. As with a primary file,
there must be an X and Y variable defined, but it must be in the same coordinate system
and data units as the primary file. The secondary file can also have weights and intensities
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assigned, but not a time variable.. Figure 3.7 shows the inputting of an ASCII file for the
secondary data set while figure 3.8 shows a correct definition of the secondary file.

Reference File

Several of the routines in CrimeStat generalize the point data to all locations in the
study area, in particular the one-variable and two-variable density interpolation routines
(chapter 8), and the risk-adjusted nearest neighbor hierarchical clustering routine (chapter
6). The generalization uses a reference file placed over the study area. The STAC program
also uses a reference file for searching (chapter 7). Typically, the reference file is a
rectangular grid file (true grid), that is a rectangle with cells defined by columns and rows.;
each grid cell is a rectangle and column-row combinations are used. It is possible to use a
non-rectangular grid file under special circumstances (e.g., a grid with water, mountains or
other jurisdictions removed), but a rectangular grid would be used in most cases.
CrimeStat can create a grid file directly or can read in an external grid file. Figure 3.9
shows a grid placed over both the County of Baltimore and the City of Baltimore.

Creating a Reference Grid
CrimeStat can also create a true grid. There are two steps:

1. The user selects Create Grid from the Reference File tab and inputs the X
and Y coordinates of the lower-left and upper-right coordinates of the grid.
These coordinates must be the same as for the primary file.

Thus, if the primary file is using spherical (lat/lon) coordinates, then the grid file
coordinates must also be lat/lon. Conversely, if the primary file coordinates are projected,
then the grid file coordinates must also be projected, using the same measurement units
(feet or meters). The lower-left and upper-right coordinates are those from a grid which
covers the geographical area. A user should identify these with a GIS program or from a
properly indexed map. In MapInfo, this is easily done by either drawing a rectangle around
the study area and double clicking to get information about the area or by checking the
cursor position. In ArcView, you can draw a shape file of the appropriate reference
rectangle and then use the Coordinate Utility script to get the X and Y coordinates.

2. The user selects whether the grid is to be created by cell spacing or by the
number of columns.

With By cell spacing, the size of the cell is defined by its horizontal width, in the
same units as the measurement units of the primary file. This would be used to maintain
a certain size of spacing for a cell. For example, ifthe coordinate system is spherical and
the lower-left coordinates are -76.90 and 39.20 degrees and the upper-right coordinates are
-76.32 and 39.73 degrees (a grid which overlaps Baltimore City and Baltimore County),
then the horizontal distance - the difference in the two longitudes (0.58 degrees) must be
divided into appropriate sized intervals. At this latitude, the difference in longitudes is
34.02 miles. Ifa user wanted cell spacing of 0.01 degrees, then this would be entered and
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CrimeStat would calculate 59 columns (cells) in the horizontal direction, one for each
interval of 0.01 and one for the fractional remainder. Ifthe coordinate system is projected,
then similar calculations would be made using the projected units (feet or meters).

Probably an easier way to specify the grid is to indicate the number of columns. By
checking By number of columns, the user defines the number of columns to be calculated.
CrimeStat will automatically calculate the cell spacing needed and will calculate the
required number of rows. For example, using the same coordinates as above, if a user
wanted half mile squares for the cells, then they would need approximately 68 cells in the
horizontal direction since 34.02 miles divided by 0.5 mile squares equals about 68 cells.
Figure 3.10 shows a correctly defined reference file where CrimeStat creates the reference
grid with the number of columns being defined; in the example, 100 columns are requested.

Saving a Reference File

The user can save the lower-left and upper-right coordinates of a defined reference
grid and the number of columns. Type Save <filename>. The coordinates and column sizes
will be saved in the system registry. To load an already defined reference file, type Load
and then check the appropriate filename, followed by clicking on Toad’.

In addition, the user can save the reference parameters to an external file. To do
this, it has to be already saved in the system registry. Type Load and then check the
appropriate filename, followed by clicking on ‘Save to File”. Define the directory and file
name and click ‘Save’. The file will be saved with an ref’ extension (e.g.,
BaltimoreCounty.ref).

Use an External Grid File

Many GIS programs can create uniform grids which cover a geographical area. As
with the primary and secondary files, these need to be converted to either “dbf’, ASCII or
‘shp’files. Touse an existing grid file created in a GIS or another program, the user clicks
on From File on the Reference File tab and selects the file.

There are three characteristics which should be identified for an existing grid file:

L. The name of the file. The user selects the file from a dialog box similar to the
primary file.

2. If the existing reference file is a true grid, the True Grid box should be
checked.
3. If it is a true grid, the number of columns should be entered. CrimeStat will

automatically count the number of records in the file and place it in the Cells
box. When the number of columns is entered, CrimeStat will automatically
calculate the number of rows.
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Figure 3.11 shows a correctly defined reference file using an existing grid file. One
must be careful in using a file which is not a grid. CrimeStat can output the results of the
interpolation routines in several GIS formats - Surfer for Windows, ArcView Spatial
Analyst, ArcView, MapInfo and Atlas*GIS. Ofthese, only the output to Surfer for Windows
will allow the reference to be a shape other than a true grid. For the interpolation outputs
of ArcView Spatial Analyst, ArcView, MapInfo and Atlas*GIS, it is essential that the
reference file be a true grid.

Use of Reference File

A reference grid can be very useful. First, a number of the routines use it for either
interpolation (single and duel kernel routines; nearest neighbor hierarchical clustering
routine) or keying a search radius (STAC). Second, a grid produced by CrimeStat can be
used as a separate layer in a GIS program in order to reference other data that is
displayed, aside from statistical calculations. Historically, many map uses are referenced
toa grid in order to produce a systematic inventory (e.g., parcel maps; tax assessor maps;

U.S. Geological Survey 7.5" ‘quad’ maps). In short, it is a routine with multiple purposes.

Measurement Parameters

The final properties that complete data definition are the measurement parameters.
On the Measurement Parameters tab, the user defines the geographical area and the
length of street network for the study area, and indicates whether direct or indirect
distances are to be used. Figure 3.12 shows the measurement parameters tab page.

Area and Length of Street Network

In calculating distances between points for two of the statistics - the nearest
neighbor index and the Ripley K’index, the area for which the points fall within needs to
be defined (the study area). The user indicates the area of the geographical coverage and
the measurement units that distances are calculated (feet, meters, miles, nautical miles,
kilometers). Unlike the data units for the coordinate system, which must be consistent,
CrimeStat can calculate distances in any of these units. In some cases, analysis will be
conducted on a subset of the study area, rather than the entire area. For each analysis, the
user should identify the area of the subset for which distance statistics are to be calculated.

In addition, the linear nearest neighbor statistic uses the total length of the street
network as a baseline for comparison (see chapter 5). If this statistic is to be used, the
total length of the street network should be defined. Most GIS programs can sum the total
length of the street network. Again, if subsets of the study are used, the user should
indicate the appropriate length of street network for the subset so that the comparison is
appropriate.

3.23
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Type of Distance Measurement
Direct distance

CrimeStat can calculate distance in three different ways: direct, indirect, and
network distances. Direct distances are the shortest distance between two points. On a
flat plane, that is with a projected coordinate system, the shortest distance between two
points is a straight line. However, on a spherical coordinate system, the shortest distance
between two points is a Great Circle line. Depending on the coordinate system, CrimeStat
will calculate Great Circle distances using spherical geometry for spherical coordinates and
Euclidean distances for projected coordinates. The drawings in figure 3.13 illustrate direct
distances with a projected and spherical coordinate system. The shortest distance between
point A and point B is either a straight line (projected) or a Great Circle (spherical). For
details see McDonnell, 1979 (chapter 1) or Snyder, 1987 (pp. 29-33).

Indirect distance

Indirect distances are an approximation of travel on a rectangular road network.
This is frequently called Manhattan distance, referring to the grid-like structure of
Manhattan. Many cities, but certainly not all, lay out their streets in grids. The degree in
which this is true varies. Older cities will not usually have grid structures whereas newer
cities tend to use grid layouts more. Of course, noreal city is a perfect grid, though some
come close (e.g., Salt Lake City). Distances measured over a street network are always
longer than a direct line or arc. In a perfect grid, travel can only occur in horizontal or
vertical directions sothat distances are the sum of the horizontal and vertical street
lengths that have been traveled (i.e., one cannot cut diagonally across a block). Distances
are measured as the sum ofhorizontal and vertical distances traveled between two points.

Indirect distance approximate actual travel pattern for a city where streets are
arranged in grid pattern. This is why this type of distance is frequently called Manhattan
Distance. In this case, indirect distances would be a more appropriate distance
measurement than direct distances. Also, there is a linear nearest neighbor index which
measures the distribution of point locations in relation to the street network rather than
the geographical area and uses indirect distances. This will be discussed in Chapter 5. In
this case, the use of indirect distances would be preferable than direct distances.'’

Network distance

Network distances are travel on an actual network. The network can be a road
network, a transit network, or a rail network. Travelis constrained to the network which
usually will make it longer than direct distance measurement. However, the advantage is
that travel is measured along the available routes, rather than as an abstract ‘straight line’
or even abstract ‘grid” Another advantage of network distance is that the network can be
weighted by travel time, travel speed or travel cost. Thus, it’s possible to measure
approximate travel time or travel cost through the network, and not just distance. It is
generally recognized that travel time is a more realistic dimension than distance since it
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will vary by time of day. For example, it generally takes a lot longer to travel any distance
in an urban area during the peak evening rush hours’(4-7 PM) than at, say, 3 AM in the
morning. Distance is always invariant whereas travel time varies. An even more realistic
dimension travel is cost. Trips over a metropolitan area are governed by a number of
variables aside from travel time - vehicle operating costs, parking costs and, even, likely
risk costs (e.g., likelihood of being caught). For an offender who is traveling, those other
cost factors may be as important as the actual time it takes in determining whether to
make a crime trip. In chapter 15, there is a discussion of travel costs in the context of
travel decisions.

There are two major disadvantages in using network distance, however. First,
there are errors in networks. For example, a network may not have incorporated all new
roads or converted roads. Thus, the network algorithm will not choose a particular route
when, in fact, it actually exists and people use it. It’s critical that networks be updated to
ensure accuracy. See chapter 12 for a discussion of network errors and the need to
thoroughly clean them.

Second, it can take a long time to calculate distance along a network. The shortest
path algorithm that is used must explore many alternative routines, a time consuming
process. For simple statistics, this is not liable to be a problem. But, for some of the more
complicated matrix operations (e.g., the distance from every point to every other point),
calculation time increases exponentially with the number of cases. I've had runs that took
five days on a fast computer. For any complex calculation, it becomes impractical to have
to wait a long time just for a little extra precision. In short, it may not be worth the trouble.
At some point in the near future, we will have 64 bit operating systems and super-fast
computers. At that point, running all calculations on a network may be a much more
practical proposition. For now, I highly recommend that network distance be used
sparingly for calculations.

Distance Calculations
Distances in CrimeStat are calculated with the following formulas:
Direct, Projected Coordinate System

Distance is measured as the hypotenuse of a right triangle in Euclidean geometry.

A= V (X, + X + (Y, + Yo) (3.1)
where d,; is the distance between two points, A and B, X, and X; are the X-coordinates for

points A and B in a projected coordinate system, Y, and Y, are the Y-coordinates for points
A and B in a projected coordinate system.
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Direct, Spherical Coordinate System

Distance is measured as the Great Circle distance between two points. All latitudes
() and longitudes (A) are first converted into radians using:

27

Radians ((b) = mmmmeememe- (32)
360
27

Radians (A) = ---------- (3.3)
360

Then, the distance between the two points is determined from
d,, = 2* Arcsin {Sin’[(p, - $,)/2] + Cos d,*Cosd*Sin’[(A; - A,)/2]'"*}  (3.4)
with all angles being defined in radians where d,; is the distance between two points, A

and B, ¢, and ¢, are the latitudes of points A and B, and A, and A, are the longitudes of
points A and B (Snyder, 1987, p. 30, 5-3a).

Indirect, Projected Coordinate System
Distance is measured as the sides of a right triangle using Euclidean geometry.
das =Xy - Xp) + (Y, - Yy) (3.5)
where d,, is the distance between two points, A and B, X, and X, are the X-coordinates for

points A and B in a projected coordinate system, Y, and Y are the Y-coordinates for points
A and B in a projected coordinate system.

Indirect, Spherical Coordinate System

Distance is measured by the average of summed Great Circle distances of two
routes, one in the east-west direction followed by a north-south direction and the other in
the north-south direction followed by an east-west direction.

[das(1) + dss(2)]
d,, = (3.6)
2

where d, is the distance between two points, A and B, d,z(1) is the sum of distances
between points A and B by measuring the Great Circle distance of the east or west
direction from a particular latitude first, and adding this to the Great Circle distance of the
north or south direction from that same latitude, and d,;(2) is the sum of distances
between points A and B by measuring the Great Circle distance of the north or south
direction from a particular longitude first, and adding this to the Great Circle distance of
the east or west direction from that same longitude.
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Network Distance

Network distance is calculated with a shortest path algorithm. Chapters 12 and 16
provide more information on networks and how distance is calculated on them. A short
summary will be given here. In general, distance is calculated by a shortest path
algorithm. In a shortest path for a single trip (from a single origin to a single destination),
the route with the lowest overall impedance is selected. Impedance can be defined in terms
of distance, travel time, speed, or generalized cost.

There are a number of shortest path algorithms that have been developed
(Sedgewick, 2002). They differ in terms of whether they are breadth-first (i.e., search all
possibilities) or depth-first (i.e., go straight to the target) algorithms and whether they
examine a one-to-many relationship (i.e., from a single origin node to many nodes) or a
many-to-many relationship (All pairs; from each node to every other node).

The algorithm that is most commonly used for shortest path analysis of moderate-
sized data sets (up to a million cases) is called 4 *, which is pronounced “A-star” (Nilsson,
1980; Stout, 2000; Rabin 2000a, 2000b; Sedgewick, 2002). It is a one-to-many algorithm
but is an improvement over another commonly-used algorithm called Dijkstra (Dijkstra,
1959). Therefore, I'll start first by describing the Dijkstra algorithm before explaining the
A*algorithm.

Dijkstra algorithm

The Dijkstra algorithm is a one-to-many search strategy in which a shortest path
from a single node to all other nodes is calculated. The routine is a breadth-first algorithm
in that it searches all possible paths, but it builds the path one segment at a time. Starting
from an origin location (node), it identifies the node that is nearest to it and which has not
already been identified on the shortest path. After each node has been identified to be on
the shortest path, it is removed from the search possibilities. The algorithm proceeds until
the shortest path to all nodes has been determined.

The algorithm can also be structured to find the shortest path between a particular
origin node and a particular destination node. In this case, it will quit once the destination
node has been identified on the shortest path. The algorithm can also be structured to
find the shortest path from each origin node to each destination node. It does this one path
at a time (e.g., it finds the shortest path from node A to all other nodes; then it finds the
shortest path from node B to all other nodes; and so forth).

A* Algorithm

The biggest problem with the Dijkstra algorithm is that it searches the path to
every single node. If the purpose were to find the shortest path from a single node to all
other nodes, then this would produce the best solution. However, with a matrix of distance
from one set of points toanother set of points (an origin-destination matrix), we really
want to know the distance between a pair of nodes (one origin and one destination).
Consequently, the Dikjstra algorithm is very, very slow compared to what we need. It
would be a lot quicker if we could find the distance from each origin-destination pair one at
a time, but quit the algorithm as soon as that distance has been determined.
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This is where the A* algorithm comes in. A* was developed within the artificial
intelligence research area as a means for developing a heuristic rule for solving a problem
(Nilsson, 1980). In this case, the heuristic rule is the remaining distance from a solved
node to the final destination. That is, at every step in the Dijkstra routine, an estimate is
made ofthe remaining distance from each possible choice to the final destination. The
node that is chosen for the shortest path is that which has the least total com bined
distance from the previously determined node to the final goal. Thus, for any step, if D, is
the distance to a node, i, which has not already been put on the shortest path and D, is an
estimate of the distance from that node to the final destination, the estimated total
distance for that node is:

D; = D, + D, 3.7)

Of all the nodes that could be chosen, the node, i, which has the shortest total
distance is selected next for the shortest path. There are two caveats to this statement.
First, the node, i, cannot have already been selected for the shortest path; this is just re-
stating the rules by which we search for nodes which have not yet been put on the shortest
path list. Second, the estimate of the remaining distance to the final destination must be
less than or equal to the actual distance to the final destination. In other words, the
estimated distance, D,,, cannot be an overestimate (Nilsson, 1980). However, the closer the
estimated distance is to the real distance, the more efficient will be the search.

How then do we determine a reasonable estimate for D,,? The answer is a straight
line from the possible node to the final destination since the shortest distance between two
points is a straight line (or, on a sphere, a Great Circle distance since the shortest distance
between two points is an arc). If we simply calculate the straight-line from the node that
we are exploring to the final node, then the heuristic will work. The effect of this
simplifying heuristic is to cut down substantially on the number of nodes that have to be
searched. As with the Dijkstra algorithm, A* can be applied to multiple origins. It does it
one origin-destination combination at a time.

In general, if V is the number of nodes in the network, the Dijkstra algorithm
requires V? searches whereas the A* algorithm requires only V searches (Sedgewick, 2002).
As can be seen, this is much more efficient than having to search every single possible
node, which is what Dijkstra requires.

As mentioned, chapters 12 and 16 discuss in more detail networks and how shortest
path is calculated in them.

Saving Parameters

All data setup parameters can be saved. In the Options section, there is a Save
parameters’button. The parameter file must be saved with a param’extension. Tore-
load a saved parameters file, use the Load parameters’button.
Automating Parameter Setup

CrimeStat has the ability to be automatically configured through Microsoft’s
Dynamic Data Exchange (DDE) code. DDE is an operating system language that allow one
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application to call up another. The DDE code in CrimeStat allows the defining of the
primary variable, the secondary variable, the reference file, and the measurement
parameters. Appendix A gives the specific code instructions. Ron Wilson’s example below
illustrates how CrimeStat can be linked to another application.

Statistical Routines and Output

Statistical routines are selected from the two groupings of statistics - Spatial
Description and Spatial Modeling. The user selects the routines and inputs any
parameters, if required. Clicking on the Compute button all the routines that have been
selected. Since CrimeStat is multi-threaded, different routines run in separate threads
and may finish at different times. When a routine is finished, a Finished message will be
displayed at the bottom of the screen.

Virtually all the routines output to either GIS packages or to standard ‘dbf files
which can be read by spreadsheet, data base, and graphics programs. While each output
table can be printed as an Ascii file to a printer, it is recommended that the user output the
results in ‘dbf’and read it into a program that has better output capabilities. For example,
the nearest neighbor and Ripley’s K routines output columns can be saved as standard ‘dbf’
files which can be read by spreadsheet programs, such as Excel or Lotus 1-2-3. The
spreadsheet data, in turn, can be imported into most graphics programs, such as
PowerPoint or Freelance, for creating better quality graphics. For ‘cut-and-paste’
operations, user can copy portions of the output tables and paste them into word processing
programs. One should see CrimeStat as a collection of specialized statistical routines that
can produce output for other programs, rather than as a full-blown package.

A Tutorial with the Sample Data Set

Let’s run through the data setup and running of several routines with one of the
sample data sets that were provided (SampleData.zip). Unzipping this file reveals two
files called Incident.dbf and BaltPop.dbf. The incident file is a collection of incident
locations that have been randomly simulated with the other file includes the 1990
population of census block groups in the Baltimore region.

1. Start the CrimeStat program by either double-clicking on the CrimeStat icon
on the desktop (if installed) or else opening Windows Explorer and locating
the directory where CrimeStat is stored and double-clicking on the file called
crimestat.exe.

2. Once the program splash page closes, the user will be looking at the Data
Setup page with the Primary File page open.

3. Click on ‘Select Files’ followed by Browse’. Locate the file called Incident.dbf
and click on ‘Open’ followed by OK".

4. The file name will now be listed for the X, Y, Z(intensity), Weight, and Time

fields. This variable, however, only has three fields - ID, Lon, Lat, indicating
an record number, the longitude and latitude of the incident location.
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Using Dynamic Data Exchange (DDE) to Develop Software for
Interfacing with CrimeStat

Ronald E. Wilson
Mapping and Analysis for Public Safety Program

National Institute of Justice
Washington, DC

CrimeStat has the capability to allow software developers to write programs that
interface directly with it via Dynamic Data Exchange (DDE). The purpose is to allow for the
population of CrimeStat’s input parameters directly from a separate software application,
such as a GIS. Parameters can be specified for automatic population such as the primary and
secondary files along with key field variables or reference file coordinates for the area under
which CrimeStat’s algorithms will run an analysis. In addition, measurement parameters
can be calculated to provide CrimeStat with coverage area or length of street network of an
entire region or subset.

Coordinates are often difficult to work with, especially when trying to capture them
for measurement or analysis. The Regional Crime Analysis GIS (RCAGIS) program,
developed by the U.S. Department of Justice, was designed to interface with CrimeStat to
provide the coordinates of the bounding rectangle of the area under analysis in order to
populate the grid area input boxes of the Reference File with precise coordinates. Instead of
writing them down by hand and typing them in manually, the interface between the two
applications automates this process easily and more accurately.
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10.

11.

12.

13.

14.

Identify the appropriate fields under the Column heading by clicking on the
cell and scrolling down to the appropriate name. For the X variable, the
relevant name is Lon. For the Y variable, the relevant name is Lat (i.e.,
that’s the names used in this file. However, the variables will not always be
simply named). For this example, there are no intensity, weight or time
variables.

Under Type of Coordinate System, be sure that ‘Longitude/latitude
(spherical)’is checked since this data set use spherical coordinates.

Because the coordinate system are spherical, the data units are
automatically decimal degrees. If they were projected, one would have to
choose the particular units - feet, meters, miles, kilometers, or nautical
miles.

This finishes the setup for the primary file. Click on the Secondary File tab.
Again, click on select files, locate and open the BaltPop.dbf file.

Once loaded, this file has six variables: Blockgroup, lon, lat, area, and
density.

Define the particular variables. For this file, the X variable is Lon and the Y
variable is Lat. Also, define a Z (intensity) variable with Totpop. Note, that
you could also assign this name to the Weight variable. Whether the
population variable is assigned to the Intensity or Weight variable does not
matter to the calculation. However, do not assign this name to both the
intensity and the weight (i.e., only use one). This finishes the setup for the
secondary variable.

Click on the Reference File tab. For these data, you will define a rectangle
that covers the study area by identifying the X and Y coordinates for the
lower-left corner of the rectangle and the upper-right corner of the
rectangles. The following coordinates will work:

X Y
Lower-left corner -76.91 39.19
Upper-right corner -76.32 39.72

You will alsoneed to tell the program how many columns you want it to
calculate. The default value of 100 is fine. If you want it finer, type in a
larger number. If you want it cruder, type in a smaller number. This
finishes the Reference File setup.

Clock on the Measurement Parameters tab. There are three parameters that
have to be defined.
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A. For many routines, an area estimate is needed. For this sample set,
684 square miles works.

B. For the linear nearest neighbor statistic only, the program needs the
total length of the street network. In this data, the total street length
ofthe Tiger Files for Baltimore City and Baltimore county are 4868.9
miles.

C. Finally, the type of distance measurement has to be defined, direct or
indirect. For this example, use direct measurement.

The data setup is now finished. If you want to re-use this data setup, click on
the Options page and ‘Save parameters’. Define a file name and be sure to
give it a ‘param’extension (e.g., SampleData.param). The next time you
want to run this data set, all youll need to do is click on the Options page,
click on Load parameters’, and click on the name of the parameters file that
you saved.

You are now ready torun some statistics. For this example, we’ll run only
four statistics.

First, click on the Spatial Description page and then click on the Spatial
Distribution tab.

1. Check the Mean center and standard distance (Mcsd) box. Then, click
on the Save result to’button and identify which GIS program you are
writing to (ArcView/ArcGis ‘shp’; Atlas*GIS BNA’ or Maplnfo MIF)
and give it a name (e.g., SampleData).

2. Also, check the Standard deviational ellipse (Sde) box and, similarly,
choose a file output with a name. You can use the same name (e.g.,
SampleData). CrimeStat will assign a unique prefix to each graphical
object.

Second, click on the Hot Spot’ Analysis I tab. Then, check the Nearest
Neighbor Hierarchical Clustering (Nnh) box. For this example, keep the
default search radius, minimum points per cluster, and number of standard
deviations for the ellipses. Also, click on ‘Save ellipses to’, select a GIS file
output, and give it a name. Again, you can use the same name as with the
other statistics.

Third, click on the Spatial Modeling page and then the Interpolation tab.
Check the duel kernel density interpolation box. This routine will interpolate
the incident distribution (primary file) relative to the population distribution
(secondary file). For this example, keep the default kernel parameters (these
are explained in more detail in chapter 8). However, be sure to check the
Use intensity variable box towards the bottom. This ensures that the duel
kernel routine will use the population variable that you assigned when you
set up the secondary file.
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20. You are now ready torun the statistics. Click on the ‘Compute’button. The
routine will run until all four routines that you selected are finished; the
time will depend on the speed of your computer.

21. Each of the outputs are displayed on a separate results tab. You can print
any of these results by clicking on ‘Save to text file’ (one at a time).

22. You can also display the graphical objects created by the routine in your GIS.
Click on Close’to close the results window. Then, bring up your GIS and
find the objects created by this run. There will be a number of graphical
objects associated with the mean center routine (having prefixes of Mc, Xyd,
Sdd, Gm, and Hm; see chapter 4 for details). There will be two graphical
objects associated with the nearest neighbor clustering routine (with prefixes
of Nnhl and Nnh2). Finally, there will be a grid object created by the duel
kernel routine with a Dk prefix. You can load these objects in and display
them along with the data file. For the duel kernel grid, you will need to
graph the variable called “Z” to see the pattern.

23. For example, figure 3.14 shows an ArcView® map of 1996 vehicle thefts in
Baltimore City and Baltimore County along with the standard deviational
ellipse of the vehicle thefts, calculated with CrimeStat. CrimeStat outputs
the ellipse as a shape file, which is then brought directly into ArcView. A
similar output could have been done for MapInfo®. Most of the statistics in
CrimeStat have similar visual representations that can be displayed in a GIS
program.

24. When you are finished with CrimeStat, click on ‘Quit’to exit the program.
This finishes the quick tutorial. CrimeStat is very easy to set up and to run. In the

next chapter, the focus will be on the statistics in the program, starting with the analysis
of spatial distributions.
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Endnotes for Chapter 3

The spherical lat/lon’ system is, of course, one type of polar coordinate system. But,
it is a polar coordinate system with particular restrictions. Latitudes are angles up
to 90°, north or south of the Equator. Longitudes are angles from 0° to 180°, east
and west of the Greenwich Meridian. In the usual polar coordinate system, angles
can vary from 0°to 360°.

Some Maplnfo users in Europe have found difficulty in directly reading MIF/MID
files from CrimeStat and converting them to the particular national coordinate
system (e.g., British National Grid, French National Geographic Institute). For
example, in the United Kingdom, Pete Jones of the North Wales Police Department
has developed a way around this problem. He writes

“To save the result as a MapInfo (mif) format the following is required:
MIF Options
Name of Projection: Earth Projection
Projection Number: 8

Datum Number 79

Before importing the .mif table into MapInfo you need to edit it. Open the .mif file
with a text editor. You know need to change the following line:

CoordSys Earth Projection 8, 79
Change it to

CoordSys Earth Projection 8, 79,7, -2, 49, 0.9996012717, 400000, -100000
Now save the .mif file. You can now import the file into MapInfo.”

In France, J. Marc Zaninetti of the University of Orléans figured out how to import
graphical objects into MapInfo using the French coordinate system. He writes

“First convert with MaplInfo your map tothe international European
Latitude/Longitude ED87 projection system.

Second, produce the X and Y coordinates and export the data table in Dbase.

Third, with CrimeStat II, modify the Save Output parameter in order to change the
origin of the projection. By default, the MIF Options are the following:

Name of projection: Earth projection

Projection number: 1 (Latitude longitude)
Datum number: 33 (international GRS 80 origin 0°E, 0°N)
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The European norm ED87 has the Datum number 108, so you have to change only
this parameter. The new options are the following :

Name of projection: Earth projection
Projection number: 1 (Latitude longitude)
Datum number: 108 (European data ED87).

Finally, you can now import the MIF output tables directly into your MaplInfo
maps.”

An alternative way to thinking about intensities and weights is to treat both as two
different weights - weight #1 and weight #2. For example, weight #1 could be the
population in a surrounding zone while weight #2 could be the employment in that
same zone. Thus, incidents (e.g., burglaries) could be weighted both by the
surrounding population and the surrounding employment. The analogy with double
weights is not quite correct since several of the statistics (Moran’s I, Geary’s C and
Local Moran) use only an intensity, but not a weight. The distinction between
intensities and weights is historical, relating to the manner in which the statistics
have been derived.

In MaplInfo, point data are stored in a table. Ifthe X and Y coordinates are not
already part of the table, it will be necessary to add these fields.

A. Click on Table Maintenance TableStructure <tablename>
B. Click on Add Field
C. Define the X field. Ifthe coordinates are spherical, then an appropriate

name might be Longitude or Lon. If the coordinates are projected, then X or
XCoord might be appropriate names.

D. Fill in the parameters ofthe new name.
i. The type should be decimal.
ii. The width should be sufficient to handle the longest string. With

spherical coordinates, 12 would be sufficient.

iii. Be sure to define an appropriate number of decimals places. With
longitude, there should be at least 4 decimals places with 6 providing
more accuracy. In a projected coordinate system, the number of
decimal places would be usually 0 or 1.

E. Click OK when finished.
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F. If a Map Basic Window is not already open, click on Options
ShowMapBasicWindow.

G. Make the Map Basic Window active by clicking on its top border.
H. Inside the window, type

update <tablename> set <Xvariablename> = centroidX(obj)
update <tablename> set <Yariablename> = centroidY(obj)

After each line, hit <Enter>. The appropriate names would be chosen. For
example, if the point table was named robberies and the coordinates were
spherical, then the statements would be

update robberies set lon=centroidX(obj)
<Enter>
update robberies set lat=centroidY(obj)

<Enter>

I. The X and Y field names should be populated with the correct values for each
point. To view the table, click on Window NewBrowserWindow <filename>.

J. Save the table as a ‘dbf’with ‘Save Copy As <name>". Be sure to specify that
the file is to be saved in ‘dbf’ format.

The following steps would be followed to add X and Y coordinates to a ‘dbf’ file of
point locations in ArcView.

A. Make the point table active by clicking on it.

B. Open the theme table by clicking on the Open Theme Table button.
C. Click on Table StartEditing.

D. Click on Edit AddField.

E. In the Field Definition window, define a name for the X field (e.g., X,
Longitude, Lon).

F. Define the parameters for the X field.
a. Make sure that the type is Number
b. Be sure that the width is large enough to handle the largest value.

For spherical coordinates (i.e., longitude, latitude), 12 columns should
be sufficient. For a projected coordinate system, the number of
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columns should be two larger than the largest value.

c. Be sure that there are sufficient decimal places. With a spherical
coordinate system, the minimum should be 4 decimal places with 6
being more accurate. With a projected coordinate system, 0 or 1
decimal places would be sufficient.

G. Click OK when finished.

H. Repeat steps E through G for the Y field.

I. For the X and Y variable in turn, click on the field name to highlight it.
J. Click on the Calculate button.

K. Double-click on the /[Shape] field name.

L. In the dialog box, type . GetX for the X field and . GetY for the Y field after
[Shape], that is

[Shape].GetX
[Shape].GetY

M. Click OK when finished. The field will be populated with the X and Y values
for the points in the same units as the data (e.g., lat/lon, feet or meters for
UTM or State Plane Coordinates).

Note that in an ASCII file, a tab looks like it is separated by spaces. However, the
underlying ASCII code is different and CrimeStat will treat these characteristics
differently. That is, if the separator is a tab but the user indicates that it is a space,
CrimeStat will not properly read the data.

Hint: If you type the first letter of the name (e.g., L’ for longitude), then the
program will find the first name that begins with that letter). Typing the letter
again will find the second name, and so forth.

Since the world is approximately round, all lines are actually circles that eventually
come back on to themselves. These are called Great Circles because they divide the
Earth into two equal halves (Greenhood, 1964). On a sphere, such as the Earth, the
shortest distance between any two points is a Great Circle. There are an infinite
number of Great Circles, but coordinates are only referenced to two Great Circles.
North-south lines are called Meridians (and are half Great Circles) and east-west
lines are called Parallels. The basic reference parallel is the Equator, which is a
Great Circle, and the two reference meridians are the Greenwich Meridian and the
International Date Line (which is actually the same Great Circle on two sides of the
earth).
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There are two coordinates - Longitude and Latitude. For longitude, all east-west
directions are defined as an angle from 0° to 180° with 0° being at the Greenwich
Meridian and 180° being the International Date Line. All directions east of the
Greenwich Meridian have a positive longitude whereas all directions west of this
meridian have a negative longitude. For example, in the United States,
Washington, DC, has a longitude of approximately -77.03 degrees because it is west
of the Greenwich Meridian whereas New Delhi, India has a longitude of
approximately +77.20 degrees because it is east of the Greenwich Meridian. These
locations are approximate because cities cover areas and only a single point within
the city has been classified (the center or centroid of the city).

For latitude, all north-south directions are defined in terms of an angle from the
equator, which has a latitude of 0°. The maximum is the North or South Poles
which have latitudes of +90° and -90° respectively. Locations that are north of the
Equator have a positive latitude while locations that are south have a negative
latitude. Thus, in the United States, Los Angeles has a latitude of approximately
+34.06 degrees whereas Buenos Aires in Argentina has an approximate latitude of -
34.60 degrees.

To measure variations between degrees, subdivision ofthe angles are necessary.
The traditional use of spherical coordinates divides angles into multiples of 60 and
defines angles in relation to the reference Great Circles. Thus, each degree is
subdivided into 60 minutes and each minute, in turn, can be divided into 60
seconds. For example, New York City has an approximate longitude of 73 degrees
58 minute 22 seconds West and an approximate latitude of40 degrees 52 minutes
46 seconds North. However, with the advent of computers, most coordinates are
now converted into decimal degrees. Thus, New York City has an approximate
longitude 0f-77.973 degrees and an approximate latitude of +40.880 degrees. The
conversion is simply

Decimal degrees = Degrees + Minutes/60 + Seconds/3600

Because the Earth is curved, any two dimensional representation produces
distortion. The spherical latitude/longitude system (called ‘lat/lon’ for short) is a
universal coordinate system. It is universal because it utilizes the spherical nature
of the Earth and each location has a unique set of coordinates. Most other
coordinate systems are projected because they are portrayed on a two-dimensional
flat plane. Strictly speaking, spherical coordinates - longitudes and latitudes, are
not X and Y coordinates since the world is round. However, by convention, they are
often referred to as X and Y coordinates, particularly ifa small section of the Earth
is projected on a flat plane (a computer screen or a printed map).

Projections differ in how they ‘flatten’ or project a sphere onto a two dimensional

plane. Typically, there are four properties of maps which cannot all be maintained
in any two dimensional representation:
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Shape - maintaining correct shape of a land body

Area - if the space represented on a map covers the same area throughout
the map, it is called an equal-area map. The proportionality is maintained.

Distance - the distance between two points is in constant scale (i.e., the scale
does not change)

Direction - the direction from a point towards another point is true.

Any projection creates one or more types of distortion and particular projections are
chosen in order to have accuracy in one or two of these properties. Different
projections portray different types of information. Most projections assume that the
Earth is a sphere, a situation that is not completely true. The Earth's diameter at
the equator is slightly greater than the distance between the poles (Snyder, 1987).
The circumference of the Earth between the Poles is about 24,860 miles on a
meridian; the circumference at the Equator is about 75 miles more.

There is an infinite number of projections. However, only a couple dozen have been
used in practice (Greenhood, 1964; Snyder, 1987; Snyder and Voxland, 1989). They
are based on projections of the sphere onto a cylinder, cone or flat plane. In the
United States, several common coordinate systems are used. Theoretically, the
projection and the coordinate system can be distinguished (i.e., a particular
projection could use one of several coordinate systems, e.g. meters or feet).
However, in practice, particular projections use common coordinates. Among the
most common in use in the United States are:

A. Mercator - The Mercator is an early projection, and one of the most famous,
which is used for world maps. The projection is done on a cylinder, which is
vertically centered on a meridian, but touching a parallel. The globe is
projected on the cylinder as if light is emanating from the center of the globe
while the Earth turns. The meridians cut the equator at equal intervals.
However, they maintain parallel lines, unlike the globe where they converge
at the poles. The longitudes are stretched with increasing latitude (in both
north and south directions) up until the 80™ parallel. The effect is that shape
is approximately correct and direction is true. Distance, however, is
distorted. For example, on a Mercator map, Greenland appears as big as the
United States, which it is not. Distances can be measured in any units for a
Mercator though usually they are measured in miles or kilometers.

B. Transverse Mercator - If the Mercator is rotated 90° so that the cylinder is
centered on a parallel, rather than a meridian, it is called a Transverse
Mercator. The cylinder is projected as being horizontal but is touching a
meridian. The Transverse Mercator is divided into narrow north-south zones
in order to reduce distortion. The meridian that the cylinder is touching is
called the Central Meridian of the zone. Distances are accurate within a
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limited distance from the central meridian. Thus, the boundaries of zones
are selected in order to maintain reasonable distance accuracy. In the U.S.,
many states use the Transverse Mercator as the basis for their state plane
coordinate system including Arizona, Hawaii, Illinois, and New York.

Universal Transverse Mercator (UTM) - In 1936, the International Union of
Geodesy and Geophysics established a standard use ofthe Transverse
Mercator, called the Universal Transverse Mercator (or UTM). In order to
reduce distortion, the globe is divided into 60 zones, 6 degrees of longitude
wide. For latitude, each zone is divided further into strips of 8 degrees
latitude, from 84° N to 80° S. Within each band, there is a central meridian
which, in theory, would be geodetically true. But, toreduce distortion across
the area covered by each zone, scale along the central meridian is reduced to
0.9996. This produces two parallel lines of zero distortion approximately 180
km away from the central meridian. Scale at the boundary of the zone is
approximately 1.0003 at U.S. latitudes. Coordinates are expressed in
meters. By convention, the origin is the lower left corner of the zone. From
the origin, Fastings are displacements eastward and from the origin,
Northings are displacements northward. The central meridian is given an
Easting of 500,000 meters. The Northing for the equator varies depends on
the hemisphere. For the northern hemisphere, the equator has a Northing of
0 meters. For the southern hemisphere, the Equator has a Northing of
10,000,000 meters. The UTM system was adopted by the U.S. Army in 1947
and has been adopted by many national and international mapping agencies.
Distances are always measured in meters in UTM.

Oblique Mercator - There are a number of cylindrical projections which are
neither centered on a meridian (as in the Mercator) or on a parallel (as in the
Transverse Mercator). These are called Oblique Mercator projections
because the cylinder is centered on a line which is oblique to parallels or
meridians. In the U.S., the Hotine Oblique Mercator is used for Alaska.

Lambert Conformal Conic - The Lambert Conformal Conic is a projection
made on a cone, rather than a cylinder. Lambert's conformal projection
centers the cone over a central location (usually the North Pole) and the cone
'cuts' through the globe at parallels chosen to be standards. Within those
standards, shapes are true and meridians are straight. Outside those
standards, parallels are spaced at increasing intervals the further north or
south they go to reduce distance distortion. The projection is the basis of
many state plane coordinate systems, including California, Connecticut,
Maryland, Michigan, and Virginia.

Alber’s Equal-Area - Another projection on a cone is the Albers Equal-Area
except that parallels are spaced at decreasing intervals the further north or
south they are placed from the standard parallels. The map is an equal-area
projection and scale is true in the east-west direction.
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G. State Plane Coordinates - Every state in the United States has an official
coordinate system, called the State Plane Coordinate System. Each state is
divided into one or more zones and a particular projection is used for each
zone. With the exception of Alaska, which uses the Hotine Oblique Mercator
for one of its eight zones, all state plane coordinate systems use either the
Transverse Mercator or the Lambert Conformal Conic. Each state's shape
determines which projection is chosen to represent that state. Typically,
states extending in a north-south direction use Transverse Mercator
projections while states extending in an east-west direction use Lambert
Conformal Conic projections. But, there are exceptions, such as California
which uses the Lambert. Projections are chosen to minimize distortion over
the state. Several states use both projections (Florida, New York) and
Alaska uses all three. Distances are measured in feet.

See Snyder (1987) and Snyder and Voxland (1989) for more details on these and
other projections including the mathematical transformations used in the various
projections. Other good references are Maling (1973), Robinson, Sale, Morrison and
Muehrcke (1984), and the Committee on Map Projections (1986).

With a projected coordinate system, indirect distances can be measured by
perpendicular horizontal or vertical lines on a flat plane because all direct paths
between two points have equal distances. For example in figure 3.13, whether the
distance is measured from point A north to the Y-coordinate of point B and then
eastward until point B is reached or, alternatively, from point A eastward to the X-
coordinate of point B, then northward until point B is reached, the distances will be
the same. One ofthe advantages of a Manhattan geometry is that travel distances
that are direct (i.e., that are pointed towards the final direction) are equal.

With a spherical coordinate system, however, Manhattan distances are not equal
with different routes. Because the distance between two points at the same latitude
decreases with increasing latitude (north or south) from the equator, the path
between two points will differ on the route with Manhattan rules. In figure 3.13, for
example, it is a longer distance to travel from point A eastward to the longitude of
point B, before traveling north to point B than to travel northward from point A to
the same latitude as point B before traveling eastward to point B. Consequently,
CrimeStat modifies the Manhattan rules for a spherical coordinate system by
calculating both routes between two points and averaging them. This is called a
Modified Spherical Manhattan Distance.
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Chapter 4
Spatial Distribution

In this chapter, the spatial distribution of crime incidents will be discussed. The
statistics that are used in describing the spatial distribution of crime incidents will be
explained and will be illustrated with examples from CrimeStat® III. For the examples,
crime incident data from Baltimore County and Baltimore City will be used. Figure 4.1
shows the user interface for the spatial distribution statistics in CrimeStat. For each of
these, the statistics will first be presented followed by examples of their use in crime
analysis.

Centrographic Statistics

The most basic type of descriptors for the spatial distribution of crime incidents are
centrographic statistics. These are indices which estimate basic parameters about the
distribution (Lefever, 1926; Furfey, 1927; Bachi, 1957; Neft, 1962, Hultquist, Brown and
Holmes, 1971; Ebdon, 1988). They include:

Mean center

Median center

Center of minimum distance

Standard deviation of X and Y coordinates
Standard distance deviation

Standard deviational ellipse

AN bW -

They are called centrographic in that they are two dimensional correlates to the
basic statistical moments of a single-variable distribution - mean, standard deviation,
skewness, and kurtosis (see Bachi, 1957). They have been applied to crime analysis by
Stephenson (1980) and, more recently, by Langworthy and J efferis (1998).

Because two dimensions adds complexity not seen in one dimension, these
statistical moments have been modified to be appropriate. Figure 4.2 shows how the
centrographic statistics are selected in CrimeStat.

Mean Center

The simplest descriptor of a distribution is the mean center. This is merely the
mean of the Xand Y coordinates. It is sometimes called a center of gravity in that it
represents the point in a distribution where all other points are balanced if they existed on
a plane and the mean center was a fulcrum (Ebdon, 1988; Burt and Barber, 1996).

For a single variable, the mean is the point at which the sum of all differences
between the mean and all other points is zero. Unfortunately, for two variables, such as
the location of crime incidents, the mean center is not necessarily the point at which the
sum of all distances to all other points is minimized. That property is attributed to the

4.1
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center of minimum distance (see below). However, the mean center can be thought ofas a
point where both the sum of all differences between the mean X coordinate and all other X
coordinates is zero and the sum of all differences between the mean Y coordinate and all
other Y coordinates is zero.

The formula for the mean center is:
X = X e Yy = )I— 4.1)

where X, and Y, are the coordinates of individual locations and N is the total number of
points.

To take a simple example, the mean center for burglaries in Baltimore County has
spherical coordinates of longitude -76.608482, latitude 39.348368 and for robberies
longitude -76.620838, latitude 39.334816. Figure 4.3 illustrates these two mean centers.

Weighted Mean Center

A weighted mean center can be produced by weighting each coordinate by another
variable, W,. For example, if the coordinates are the centroids of census tracts, then the
weight of each centroid could be the population within the census tract. Formula 4.1 is
extended slightly to include a weight.

_ N WX _ N WY,
X = ) — Yy = ) I — (4.2)
i=1 N i=1 N

The advantage of a weighted mean center is that points associated with areas can
have the characteristics of the areas included. For example, if the coordinates are the
centroids of census tracts, then the weight of each centroid could be the population within
the census tract. This will produce a different center of gravity than, say, the unweighted
center of all census tracts. CrimeStat allows the mean to be weighted by either the
weighting variable or by the intensity variable. Users should be careful, however, not to
weight the mean with both the weighting and intensity variable unless there is an explicit
distinction being made between weights and intensities.

To take an example, in the six jurisdictions making up the metropolitan Baltimore
area (Baltimore City, and Baltimore, Carroll, Harford, Howard and Anne Arundel
counties), the mean center of all census block groups is longitude -76.619121, latitude
39.304344. This would be an unweighted mean center of the block groups. On the other
hand, the mean center of the 1990 population for the Baltimore metropolitan area had
coordinates of longitude -76.625186 and latitude 39.304186, a position slightly southwest of
the unweighted mean center. Weighting the block groups by median household income

4.4
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produces a mean center which is still more southwest. Figure 4.4 illustrates these three
mean centers.

Weighted mean centers can be useful because they describe spatial differentiation
in the metropolitan area and factors that may correlate with crime distributions. Another
example is the weighted mean centers of different ethnic groups in the Baltimore
metropolitan area (figure 4.5). The mean center of the White population is almost identical
tothe unweighted mean center. On the other hand, the mean center of the African-
American/Black population is southwest of this and the mean center of the Hispanic/Latino
population is considerably south of that for the White population. In other words, different
ethnic groups tend to live in different parts of the Baltimore metropolitan area. Whether
this has any impact on crime distributions is an empirical question. As we will see, there
is not a simple spatial correlation between these weighted mean centers and particular
crime distributions.

When the Mcsd box is checked, CrimeStat will run the routine. CrimeStat has a
status bar that indicates how much of the routine has been run (Figure 4.6).' The results of
these statistics are shown in the Mcsd output table (figure 4.7).

Median Center

The median center is the intersection between the median of the X coordinate and
the median of the Y coordinate. The concept is simple. However, it is not strictly a
median. For a single variable, such as median household income, the median is that point
at which 50% of the cases fall below and 50% fall above. On a two dimensional plane,
however, there is not a single median because the location of a median is defined by the
way that the axes are drawn. For example, in figure 4.8, there are eight incident points
shown. Four lines have been drawn which divide these eight points into two groups of four
each. However, the four lines do not identify an exact location for a median. Instead, there
is an area of non-uniqueness in which any part of it could be considered the ‘median
center’. This violates one of the basic properties of a statistic is that it be a unique value.

Nevertheless, as long as the axes are not rotated, the median center can be a useful
statistic. The CrimeStat routine outputs three statistics:

1. The sample size
2. The median of X
3. The median of Y

The tabular output can be printed and the median center can be output as a
graphical object to ArcView shp’, MapInfo ‘mif’ or Atlas*GIS bna’files. A root name
should be provided. The median center is output as a point (MdnCntr<root name>).

4.6



Figure 4.4: Center of Baltimore Metropolitan Population
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