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ABSTRACT

Oftentimes it is for problems when there exists a lack of information or prior experience, a lack of ability or resources to locate relevant facts because of the diffuse nature of the problem, or our need to know is not great that we do exploratory research. However, there needs to be some system devised to optimize the researcher's effort in achieving the purpose of his research. Much of the uncertainty which exists about selecting the problem, well formulating the problem, and appropriate techniques have either been grossly overlooked or the researcher assumes or follows certain methods which do not provide the necessary conditions for achieving the desired results.

This dissertation describes the steps in the exploratory process and provides some possible framework for attacking problems of selection, formulation, technique and objectives. A checklist of things to consider in order to enhance the credibility of the research effort is included. Components of the checklist include the research activities during the early, middle and late stages of exploratory research.

The early stage of exploratory research is the teasing out of any relationship.

The middle stage of exploratory research is to examine selectively some specific relationships.

The late stage of exploratory research is the direct preparation for a priori proposition testing.

These steps are built into the process model emphasizing diagnosis, research purposes or objectives, surveys, refinement techniques and how to
report results so that we are adding bits or pieces of information to our knowledge of the problem.

There is a modest methodological examination of the TRUST's interactive media project on the subsequent effects of behavior on participants. Pointing out how one might have approached the problem of impact, the initial approach of identifying participants and their reasons for participating in the project and locating relevant decision makers with respect to some specific problem of interest (the criminal justice system) are addressed.

The dissertation is organized into six chapters. Chapter I is the introduction. Chapter II is a literature review on exploratory research, models of processes, forms of inquiries, problem selection and formulation, and a modest discussion on a priori proposition testing in terms of apparent differences between exploratory research and a priori proposition testing are discussed. Chapter III is a more specific discussion and literature review on the exploratory process components. Chapter IV is the proposed model of the process and appropriate questions to be answered if one is doing exploratory research. Chapter V is a discussion of the impact of the TRUST project emphasizing what might have been accomplished. Chapter VI summarizes the purpose of the research effort and future implications for the model.
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1.0 Introduction to Chapter

In this chapter the emphases are on why we do exploratory research, under what conditions, the problems involved in such an effort, apparent differences between a priori proposition testing and exploratory research. Our discussion also includes our initial method for attacking the problem, a brief description of what was done and an outline of the dissertation.

1.1 Purpose of This Research

This research effort proposes to develop and to characterize the exploratory research process, the feeling being that the subject area has been long neglected in the sense of systematically inquiring into the process. Too much of the exploratory process has been left to chance. Apparently there exists no guideline or a checklist to deal with the problems of exploratory research. Usually one thinks of exploratory research as an unstructured or ill-defined process. It is our purpose to examine it and to see how it might be ordered.

For most problems where there exists a lack of information and prior experience, a lack of resources, a lack of ability to locate relevant information on a subject matter that is diffuse that we prepare to examine the phenomenon of interest in an exploratory fashion.

1.2 Initial Method of Attacking the Problem

Initially, the writer's purpose had two main emphases which were:
(a) extracting the process by which experienced researchers, entreprenuers and other attacked structured and unstructured problem-solving endeavors in research where little is known about the terrain;

(b) devising and systematically gathering the process; disclosing the commonalities of the finite set of relationships involved in the process.

The writer proposed to examine knowledge processes, pattern recognition theory, path analysis, backward and forward tracing techniques; surveying the wisdom literature; interviewing experienced researchers and entreprenuers and others who were considered experienced in working with unstructured problems.

The writer felt the appropriate approach to take in developing and characterizing exploratory research consisted of:

(a) systematically extrapolating from the above problem-solving process;

(b) systematically exploring how insights and discoveries were made with respect to the unknown or lack of prior experience or information about the complex relationships which are involved;

(c) listing and combining those consistent selection processes which are retained from trial-and-error, blind selection and intuitive hunches in order to solve unstructured problems; and,

(d) if possible, to determine how information from prior problem-solving experiences were chunked or stored in the brain processing unit to aid one in better structuring unstructured problems.

The above problem-solving process is a process of deciding on a procedure which would enhance one's ability in selecting relevant information with respect to a particular problem of interest. If we consider the vast amount
of all information in the storage unit of the brain, an exhaustive test of all relevant information is prohibited; therefore, the brain organizes information into large chunks in order to locate relevant information more readily (Rubinstein, 1975).

1.3 Apparent Differences Between the Exploratory and A Priori Proposition Testing Processes

One apparent difference between exploratory and a priori proposition testing is the issue of uncertainty with respect to data gathering and imperfect information. For the exploratory process, we cannot avoid the uncertainty which exists in terms of identifying the independent and dependent variables. Thompson (1976, p. 178) states:

> Where uncertainty (of various kinds) makes unlikely (or difficult) the identification of what, in research terms, might be referred to as the dominant independent variable (or "summing independent variable"), the set of parameters (plausible rival hypotheses) are surrogate independent variables.

He further states that

> . . . uncertainty be faced and not avoided, that where we know a lot about what we want that we use that knowledge and where we are not sure or do not know that we disclose the state of our knowledge and try to develop the "best" description (which is likely to be a process rather than end product description) we can. (1976, p. 6)

Hill (1966, p. 4) says that "uncertainty, of course, involves conditions ranging from considerable confidence on the one hand to extreme uncertainty on the other."

In exploratory research there are several kinds of uncertainty: information, confidence, credibility and utility. Usually, when doing exploratory
research where our level of confidence is relatively high that we can achieve the research objective is the direct preparation to do a priori proposition testing. However, when we have a high level of confidence that we cannot do any better than be descriptive that we do exploratory research. We do this because:

(a) lack of resources to do a priori proposition testing;
(b) not interested in doing a priori proposition testing.

In some instances, for a new situation where little prior knowledge is available, or for an unstructured problem where exploratory information is desired, it is useful to have a procedure to handle such problems. How structured a problem is depends upon the eyes of the beholder, not necessarily on the intrinsic characteristics of the phenomenon you are looking at (i.e., the contrasting views of a chess board for a beginner and a grand master).

The problem formulation phase of the exploratory process takes into consideration parameters and methods of data collection. With respect to a priori proposition testing, a parameter is some variable that leads to the rival hypothesis that lowers the credibility of your results. Whether or not a certain variable should be classified as a parameter is strictly up to the researcher and is totally dependent on what his proposition is and what he is trying to do. The data to be collected in regard to a particular proposition depend on the answer to the question, "What do I need?"

1.4 Rigorous Control Issues

Thompson (Note 3, 1975) says that,

The often well-intended, but naive, assumption that all research, all demonstration programs, all experiments can and
should be expected to be subject to the rigorous control characteristics of the specialized scientific process of proposition testing does not agree with the methods which science itself follows.

The basis for application of "rigorous" control methods is that the proposed program or experiment concerns a problem about which we know quite a lot (usually in terms of prior research) and for which we can design an experiment with essentially "one" unknown--the relation between the intervention and some desired outcome. This kind of problem and approach is called "a priori proposition testing." However, for many problems, we do not know this much about them, and it is necessary to increase our understanding of what happens and what alternative explanations for what happens are present. This is the "exploratory" phase and a necessary prelude to "proposition testing."

The emphasis on exploratory and a priori proposition testing research centers on the issue of "rigorous" control methods. Exploratory research is considered less "rigorous" than a priori proposition testing because we do not know much about the orderliness of the phenomenon under investigation. However, we observe certain relationships of the phenomenon in order to have a better understanding of what happens and why. From a process description of what happens (the occurrence and non-occurrence of some event) that we are able to use more "rigorous" control methods in the future.

Generally speaking, before attempting rigorous controlled experiments, programs, or projects, in terms of proposition testing, the researcher engages in some form of the exploratory process procedure. It may be in the form of participant observations, or a pilot test to determine if the procedure was well formulated and to be aware of possible flaws in the design.
Northrop (1952, p. 1) says that

\[
\ldots \text{one may have the most rigorous of methods during the later stages of investigation, but if a false or superficial beginning has been made, rigor later on will never retrieve the situation.} \ldots \text{Again and again investigators have plunged into a subject matter, sending out questionnaires, gathering a tremendous amount of data, even performing experiments, only to come out at the end wondering what it all proves, and realizing after years of industry and effort that the real difficulty has slipped through their fingers.}
\]

He further states:

\[
\ldots \text{others noting the success of a given scientific method in one field, have carried this method hastily and uncritically into their own, only to end later on in a similar disillusionment. All such experiences are a sign that the initiation of inquiry has been glossed over too hastily, without any appreciation of its importance or its difficulty.} \ldots \text{the capacity to find the heart of the problem to which the well-known methods are to be applied is a part of inquiry that must precede the actual understanding or application of the methods. It is what comes at the beginning which is the key to success, since it is the effectiveness with which one initiates inquiry that directs one to the key facts and designates the appropriate methods.} \] \text{(Ibid., p. 2)}
\]

The writer contends that the research process for doing proposition testing and exploratory research are the same. It is the problem formulation phase, available measurement technique, and prior knowledge of the problem, which governs whether a study is labeled proposition testing or exploratory. Another issue to be aware of is the specific or general use of the results and the newness or lack of activity on the subject matter of interest.

The writer further contends that proposition testing and the exploratory research process are extreme points on the same dimension with the phenomenon under investigation determining the procedure. The emphasis and difference are that the problem determines the method and procedure for data
collection and data analysis. This makes it imperative that the problem inquiry phase be well formulated. The problem also determines the measurement procedure which is to produce reliable information that is valid and relevant to the questions being asked (Jahoda, et al., 1951). A measurement procedure is considered reliable when repeated measurements using the same technique yield dependable, consistent, or stable data (Guilford, 1954; Nunnally, 1967). A measurement procedure is valid when it measures what it is intended to measure (Nunnally, 1967), i.e., the procedure produces relevant information about the object under investigation (Jahoda, et al., 1951). However, achieving this purpose is difficult in exploratory research.

It is the writer's belief that the crucial element of the process consists of stating in advance what are the relevant, possible, salient things you need to know and/or want to know with respect to the specific or general problem that is formulated in regard to one's research. One also has to consider:

(a) possible relations of the phenomenon to the proposed hypothesis;
(b) what measures are required to obtain the desired result, if indeed it exists; and
(c) the proposed method of data collection and analysis.
These are essential, irrespective of the exploratory and/or a priori proposition testing endeavors.

It is felt that the level of specificity of the problem determines the research mode in the process of handling problems of uncertainty or ill-defined structures of interest. With these things in mind, the first and foremost in magnitude and/or importance was developing strategies and procedures for dealing with these issues.
1.5 What Was Done

The writer proposed method for attacking the problem was changed or modified slightly in terms of extrapolating the problem-solving process. However, an extensive literature review, personal interviews and a modest involvement with the TRUST project* provided a modest examination of the problems involved in doing exploratory research. The TRUST organization was seen as a fruitful place to gather information on its process and to provide the writer with a useful reference point for the research activities.

1.6 A Brief Outline of the Dissertation

Chapter I discusses our research purpose, our initial method of attacking the problem, apparent differences between exploratory and a priori proposition testing processes, rigorous control issues and what was done in terms of the research objective.

Chapter II is a general literature review on exploratory research, alternate forms of the exploratory process and methods for addressing the exploratory concerns.

Chapter III discusses the components of the process with respect to data analysis, analogous models, processes and models.

Chapter IV is the exploratory research process model detailing important questions and key components to be considered and how to deal with the problems involved.

Chapter V is a methodological examination of the TRUST project. The emphasis is on the subsequent effects on the behavior of participants. The

*The TRUST Project (see Chapter V, Section 5.1, for a more detailed discussion).
issues of impact, the effects of the program, and the effects of the interactive media intervention are addressed.

Chapter VI is the summary, conclusion and future implications of the model.
2.0 Introduction

This chapter is an attempt to provide the necessary background information on exploratory research. In addition to this, to provide alternate forms of exploratory research including various models of processes and problem-solving issues.

2.1 General Discussion of Exploratory Research

There appear to be three central issues in the literature on exploratory research, which are: (1) kinds of situations; (2) kinds of objectives; and (3) kinds of techniques.

Delbecq and Van de Ven (1972, p. 109) say that "exploratory or pilot research is concerned with the investigation of complex problems whose qualitative and quantitative parameters are unknown."

Blalock (1969, p. 35) states:

... exploratory research is that of selecting out a relatively small number of possible variables, or categories, from the extremely large number that can be developed. To do this, the investigator must become immersed in the data, and he must rely very heavily on his own insights and intuition, without benefit of any well-defined scientific principles as guidelines. ...exploratory studies are literally just that. They are beginnings, not ends in themselves.

Festinger and Katz (1966, pp. 74-75) say that the exploratory study attempts to see what is there rather than to predict the relationship that will be found. It represents the earlier stage of a science. From its
findings may come knowledge about important relationships between variables, but the more definite proof of these relationships comes from hypothesis testing. They further state:

There are at least two levels of exploratory studies. At the first level is the discovery of the significant variable in the situation; at the second level, the discovery of relationships between variables. Even at the first level, it is important to delimit the area to be studied and to introduce controls into the data-collection process. Exploratory studies which do not set limits for themselves have limits imposed by various practical matters, some of which are not realized by the investigators.

Sellitz, Jahoda and Deutsch (1959, p. 50) say that the research purpose of formulative or exploratory studies is to gain familiarity with a phenomenon or to achieve new insights into it, often in order to formulate a more precise research problem or to develop hypotheses. They further state that exploratory studies may have other functions: increasing the investigator's familiarity with the phenomenon he wishes to investigate in a subsequent, more highly structured study or with the setting in which he plans to carry out such a study; clarifying concepts; establishing priorities for further research; gathering information about practical possibilities for carrying out research in real-life settings; providing a census of problems regarded as urgent by people working in a given field of social relations.

Katz (1973, p. 406) says that exploratory studies have three purposes: to discover significant variables in the field situation; to discover relations among variables; and to lay groundwork for later, more systematic and rigorous testing of hypotheses.

Ackoff (1953, p. 338) says that whether exploration is of a probing or of a searching character, it should be systematized so as to assure its
exhaustiveness and its non-repetitiveness. Exploratory or pilot studies may be divided into studies designed to expose alternatives and to determine the pertinent characteristics of alternatives, estimative studies.

Young (1966, p. 19) defines working or exploratory hypotheses as shrewd guesses or profound hunches which the researcher tries to establish causal relations between various sets of facts at hand. This penetrating hunch, this provisional explanation which becomes the basis for a systematic investigation, is known as a working or exploratory hypothesis.

Thompson and Rath (1973) say that exploratory research is appropriate when one is trying to sort out the independent and dependent variables. One should be concerned about the various hypotheses or theories which explain how these are connected, and the parameters which affect them (p. 13).

Thompson (1975, Note 2, p. 3) states that "if the credibility is low, an exploratory design should be examined as an alternative to increase our understanding of what happened."

Usually, exploratory research is done when you cannot do any better because of time, cost, manpower, commitment, etc. In such a case, you search for items that are easiest to measure and lowest in measurement cost (Hage, 1971).

Kahn (1960, p. 51) says that the early step in the development of knowledge—the systematic exploration or formulative study—has the objective of the following: (1) identifying sound questions, promising concepts and preliminary hypotheses in a field which as yet has had limited development and, therefore, is not prepared for elaborate experimental designs to test complex, abstract hypotheses.

Wilson (1952, p. 37) states that the...
aim of experiment . . . purely exploratory experiments are necessary in a new field, and such preliminary searches are of great importance . . . It is safest to go right back to the origin of the inquiry and ask at every stage: "Why am I doing this particular thing? Will it really tell me what I want to know?"

What you want to know depends upon the purpose of the study.

The exploratory process seeks to do the following:

(a) attempts to see what is there rather than to predict the relationship that will be found (Festinger, 1966);
(b) to discover the significant variable in the situation;
(c) to discover relationship (Festinger and Katz, 1966);
(d) to gain familiarity with the phenomenon or to achieve new insights into it;
(e) the emphasis is seeking rather than testing (Sellitz, et al., 1959).

2.2 Stages of the Exploratory Process

The stages are:

(a) very early exploratory is the teasing out of any relationship;
(b) middle exploratory is to examine selectively some relationship;
(c) late exploratory is the direct preparation for a priori proposition testing (Thompson and Roseman, Note 12, 1976)

2.3 Exploratory Research Purposes

The purpose of doing exploratory research consists of the following:

(1) to gain information on the phenomenon where there exists a lack of information;
(2) to increase one's ability to do a priori proposition testing in
the future;

(3) to increase one's ability to predict;

(4) allocation of resources (time, money and manpower) are lacking in order to do a priori proposition testing;

(5) self-learning about the phenomena;

(6) when there exists a lack of theory, propositions and facts on the phenomenon;

(7) to disclose the path of information and to communicate flow and points of action;

(8) to determine the relative importance of relationships among variables and theory;

(9) to differentiate the sorting processes for relevancy, feasibility and practicability;

(10) to develop theory and hypothesis.

Exploratory investigations can be described as an intermediate form between descriptive studies and hypotheses testing investigations. Characteristically, however, exploration-oriented research is expressly directed, from the start, to the articulation or elaboration of a theory or of isolated hypotheses. The objective is not so much "fact finding," nor a survey of "what is on hand," but rather the articulation of expected and newly discov­erable relationships that are considered relevant to a given theoretical or practical purpose. The characteristic element of "trying out whether ..." is present, but in such a way that the researcher's attitude in fact boils down to "let us see what we can find." Now what is "found"--that is, selected --cannot also be tested on the same material (DeGroot, 1969).

The investigation may, for instance, make fresh observations to "explore" his subject in search of significant connections. If empirical
materials are collected with the express aim of "wresting ideas" from the factual data, or of finding out whether certain ideas will "work out," we designate such operations as empirical explorations, or as exploratory investigations. The explorations are distinguished from regular empirical testing by the fact that they are not conducted to test pre-stated, precisely formulated hypotheses. This does not necessarily mean that there are no hypotheses or theories involved, and particularly not that the investigation will not in fact have certain ideas and viewpoints. What it does mean is that data which have been collected in an exploratory fashion are neither intended nor suitable to serve the purpose of strict, scientific, hypothesis testing.

Empirical explorations will vary a good deal in the degree to which the empirical data sought are clearly specified. The investigator may want to avoid all bias in surveying his field, that is, he may start his observations without any preconceived notions about the type of data and variables he is going to collect. Armed with no more than a general idea of what he wants to investigate and, naturally, with his scientific acumen, he will first let the materials "speak for themselves." That is to say, he will scan them for concrete data that may help him formulate his problem. Naturally, this approach again involves the risk that he will be confused rather than enlightened by the multifarious impressions received . . . therefore, he will often make a stringent advanced decision as to what variables are to be measured and what structural relationships are to be determined. This is where exploratory investigations assume the character of systematic inquiry. However, so long as they are not aimed at testing hypotheses or testing pre-stated, precisely formulated hypotheses or theories, they retain their "exploratory" nature.
Finally, we will give excerpts from Sellitz's discussion of exploratory research. Exploratory research methods include: (1) a review of the related social science and other pertinent literature; (2) a survey of people who have had practical experience with the problem to be studied; and (3) an analysis of "insight-stimulating" examples. Most exploratory studies utilize one or more of these approaches.

We think of research purposes as falling into a number of broad groupings: (1) to gain familiarity with a phenomena or to achieve new insight into it, often in order to formulate a more precise research problem or develop hypotheses; (2) to portray accurately the characteristics of a particular individual, situation, or group (with or without specific initial hypotheses about the nature of these characteristics); (3) determine the frequency with which something occurs or with which it is associated with something else (usually, but not always, with specific initial hypotheses); and (4) to test a hypothesis of a causal relationship between variables.

In studies that have the first purpose listed above--generally called formulative or exploratory studies--the major emphasis is on discovery of ideas and insights.

2.4 Alternate Forms of Exploratory Research

2.4.1 Case Study

As a strategy for generating insights and propositions, the case study is invaluable. It is not, however, a method of testing propositions; nor does it provide a basis for generalizing particular findings to a class of organizations or to organizations in general. Moreover, the case study does not lend itself to a systematic investigation of the antecedents and consequences of organizational structures.
The case study method enables the researcher to explore the relationships among a large number of variables in the context of a sample of organizations. A case study or field study of an organization can identify one or more salient variables or relationships which a researcher may then wish to investigate by means of a sample survey. The major relationships uncovered in the survey will probably leave unanswered questions concerning their dynamics.

There are two types of exploratory studies which are characterized by very different kinds of data collection techniques. The first is that of participant observation; the second, that of descriptive sample survey.

2.4.2 Participant Observation

A consideration of participant observation as an exploratory approach to the formulation of new concepts, measurement, and preliminary hypotheses can be valuable. Suppose a social scientist wishes to study something about which he knows practically nothing or about which there seem to be numerous misconceptions; or perhaps the phenomena are so familiar, so close to home, that there are aspects of them that everyone is likely to miss. How can he proceed? Clearly, the research must be highly exploratory. It cannot rely on specific hypotheses or a relatively small list of variables that are likely to be significant. The investigator must immerse himself in the data, and obtain general information rather than data limited to the rather narrow focus. The general label which exploratory research of this nature has been given that of "participant observation" (Blalock, 1970, p. 41). It is the piecing together of information to get a complete picture of the phenomenon. Blalock further states that participant observation is extremely useful in providing initial insights and hunches that can lead to
more careful formulation of the problem and explicit hypotheses . . . the need to spell out the implication more explicitly in order to investigate hypotheses more systematically but there do not exist guidelines for moving from exploratory research to more systematic and standardized approaches.

2.4.3 Pilot Study

The purposes of a pilot study are to rectify, clarify, and identify problems in the design conception. As a result of examining the procedure or process on a small scale, the researcher is more able or likely to refine and formulate hypothesis testing endeavors.

2.4.4 Descriptive Study

The purposes of descriptive study are: (1) to portray accurately the characteristics of a particular individual, situation or group (with specific initial hypotheses) about the nature of these characteristics; and (2) to determine the frequency with which something occurs or with which it is associated with something else (usually, but not always, with a specific initial hypothesis). A design is needed that will minimize bias and maximize the reliability of the evidence collected. (Bias results from the collection of evidence in such a way that one alternative answer to a research question is favored.) Evidence is reliable to the extent that we can assert confidently that similar findings would be obtained if the collection of evidence were repeated (Sellitz, et al., 1959, pp. 49-50).

2.5 Research Design, Procedure, Method and/or Process

Suchman (1954, p. 91) states that all research design represents a compromise dictated by the many practical considerations that go into social
research. Labovitz and Hagedorn (1971, p. 93) further state the nature of the problems and how the problem is conceptualized are major factors in the selection of a research design. To illustrate, if the problem is in a relatively unexplored area (where little is known), an intensive case study may be the most appropriate choice for a particular study.

Many variations of research design determine if the needs of the study, experiment or project are being met. Young (1966, p. 6) states that the social researcher, guided either by desire to gain knowledge or by an urgency to solve a problem scientifically, work out a plan of study. At the beginning, this plan is generally vague and tentative. It undergoes many modifications and changes, as the study progresses and insights into it deepen. The working out of the plan consists in reality of making certain decisions with respect to:

1. what the study is about and the type of data that are needed;
2. why the study is being made;
3. where the needed data can be found;
4. where, or in what area, the study will be carried out;
5. when, or what period of time, the study will include;
6. how much material or how many cases will be needed;
7. what bases of selection will be used;
8. what techniques of gathering data will be adopted.

Young further states that a study design include at least the following component parts, which are interdependent and not mutually exclusive:

1. sources of information to be tapped;
2. nature of study;
3. objective of study;
4. socio-cultural context of study;
(5) geographical area to be covered by the study;

(6) periods of time to be encompassed;

(7) dimensions of the study;

(8) the bases for selecting the data; and

(9) techniques to be used in gathering data (Ibid., p. 12).

Thompson (1966, p. 10) (discussion of the research process, the research and development process, production and marketing processes and scientific methods processes) states that:

... all of these processes are essentially the same, that the research process may be distinguished only in that it assigns a higher utility to the increase in knowledge rather than the use of the increase for some other purpose. This may be the distinctive goal or purpose of research and development. It may be that the characteristic goal is to increase either one's own confidence that something else can be done or someone else's confidence, allowing him to do something else.

Hillway (1956, p. 12) suggests that the [research] process consists of several very definite steps. These are: (1) identification of the problem to be investigated; (2) collection of essential facts pertaining to the problem; (3) selection of one or more tentative solutions of the problem; (4) evaluation of these alternative solutions to determine which of them is in accord with all the facts; and (5) the final selection of the most likely solution (see Figure 9, p. 48).

Moranian (1963, p. 4) describes steps in the research process: "Based on the immediately preceding results, each experiment is improvised and changed until 'success' is reached."

2.6 Empirical Research

Simon (1969, p. 177) states that the steps in an empirical research
study include:

(1) ask "What do I want to find out?"
(2) establish the purpose of the project;
(3) determine the value of the research;
(4) choose empirical variables;
(5) calculate the values of accuracy and the cost of error;
(6) saturate yourself in the problem;
(7) determine the most important research obstacles;
(8) choose methods;
(9) prepare a detailed design of the method;
(10) collect the data;
(11) analyze the data; and
(12) write up the research.

Batten (1971, p. 86) states what to do with what you have include:

(1) locate what is known
(2) evaluate what is known
(3) begin planning for investigation

which is a technique that will help evaluate, locate and use what is already known.

Batten (1971, p. 83) further states:

Determining what you want to know about which units and how accurately you want to know it, what information you will need to find out, how you plan to obtain that information, and what you plan to do with it, is the first main thinking stage in the overall process. Making sense of your observations once they are obtained and determining their broader implication is the other main reasoning stage. It is these thinking stages that are the most absorbing and enjoyable in the game of science.
2.7 Scientific Research

Freeman (1960, p. 6) states that scientific research is essentially compounded by two elements—observations, by which knowledge of certain facts is obtained through sense—perceptions (including experimentation which produces new data for observation), and reasoning, by which the meaning of these facts, their interrelation, and their relation to the existing body of scientific knowledge, are ascertained as far as the existing state of knowledge and the investigator's ability permit.

Campbell (1971, p. 40) contends the demarkation of science from other speculations is that the knowledge claims be testable, and that there be available mechanisms for testing or selecting which are more than social.

Welton (1919, p. 137) states the scientific thinking process as being:

(1) a preliminary observation of facts
(2) the formulation of an hypothesis
(3) the testing of hypothesis by comparison of its consequences with the results of a careful analysis of the phenomena under consideration.

2.8 Social Research Process

Slessinger and Stevenson (1930, p. 330) emphasize that social research may be defined as a systematic method of exploring, analyzing, and conceptualizing social life in order to "extend, correct, or verify knowledge,
what that knowledge aids in the construction of a theory or in the practice of an art." Young (1966, p. 30) defines social research as a scientific undertaking which, by means of logical and systematized techniques, aims to:

(1) discover new facts or verify and test old facts; (2) analyze their sequences, interrelationship and causal explanations which were derived with an appropriate theoretical frame of reference; (3) develop new scientific tools, concepts, and theories which would facilitate reliable and valid study of human behavior. George Lundberg, experienced social researcher and theorist, observes: the only difference between gathering data without an hypothesis and gathering them with one is that in the latter case we deliberately recognize the limitations of our senses and attempt to reduce their fallibility by limiting our field of investigations so as to permit a greater concentration of attention on the particular aspects which past experience leads us to believe are significant for our purpose (see Figures 6-8, pp. 41-44).

2.9 Purpose of Theory and Hypothesis

Goode and Hatte (1962, p. 8) state that a fact is regarded as an empirically verifiable observation. From the facts come theory. A theory refers to the relationships between facts, or to the ordering of them in some meaningful way.

Theory is a tool of science in these ways: (1) it defines the major orientation of a science by defining the kind of data which are to be abstracted; (2) it offers a conceptual scheme by which the relevant phenomena are systematized, classified, and interrelated; (3) it summarizes facts into (a) empirical generalizations, and (b) systems of generalizations; (4) it predicts facts; and (5) it points to gaps in our knowledge.

On the other hand, facts are also productive of theory, in these ways:
### Figure 1
Differentiating Characteristics of Research

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Levels of Research</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random Observation (Pre-research)</td>
</tr>
<tr>
<td>Study aim</td>
<td>To derive hypotheses for further testing</td>
</tr>
<tr>
<td></td>
<td>or to develop research strategy and priorities.</td>
</tr>
<tr>
<td>Prior knowledge of variables</td>
<td>Generally sensitivity to variables.</td>
</tr>
<tr>
<td></td>
<td>Largely not known but sought</td>
</tr>
<tr>
<td>Explicitness of hypotheses</td>
<td>Generally not formulated (or on concrete levels) but sensitivity to emerging hypotheses which are sought</td>
</tr>
<tr>
<td>Sampling Requirements</td>
<td>Informally considered for range of cases rather than representatives of size</td>
</tr>
<tr>
<td>Control of variables</td>
<td>Variables not known, not controlled</td>
</tr>
<tr>
<td></td>
<td>Variables are sought for, not controlled</td>
</tr>
<tr>
<td>Flexibility, Rigidity of design</td>
<td>Method flexible; focus shifting with insights, regulated by characteristics of objects. Some structuring may be involved</td>
</tr>
</tbody>
</table>
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Figure 1 (continued)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Levels of Research</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diagnostic-</td>
</tr>
<tr>
<td></td>
<td>Descriptive Study</td>
</tr>
<tr>
<td>Study aim</td>
<td>To assess characteristics</td>
</tr>
<tr>
<td></td>
<td>of phenomenon or to</td>
</tr>
<tr>
<td></td>
<td>describe relationships</td>
</tr>
<tr>
<td></td>
<td>between variables</td>
</tr>
<tr>
<td>Prior knowledge of variables</td>
<td>Descriptive variables are assumed as known; some degree of conceptualization essential</td>
</tr>
<tr>
<td>Explicitness of hypotheses</td>
<td>Implicitly or explicitly formulated at the level of statistical regularities, descriptively</td>
</tr>
<tr>
<td>Sampling Requirements</td>
<td>Rigorous consideration of representativeness and sample size</td>
</tr>
<tr>
<td>Control of variables</td>
<td>Control is not involved</td>
</tr>
<tr>
<td>Flexibility, Rigidity of design</td>
<td>Method formal, statistically; reliability and validity are crucial. Statistically tested for significance</td>
</tr>
</tbody>
</table>

aTable developed by Samuel Finestone, modified for present purposes by Alfred J. Kahn.
(1) facts help to initiate theories; (2) they lead to the reformulation of existing theory; (3) they cause the rejection of theories which do not fit the facts; (4) they change the focus and orientation of theory; and (5) they clarify and redefine theory.

According to DeGroot (1969, p. 18), the man of science characteristic­ally processes his experiences of the phenomena encountered in his specific sector in one or more of the following ways: he endeavors to describe, to order, to record (measure) them, to understand and to explain them; in these activities he is motivated particularly by a desire to be able to predict new phenomena, so that their predictability shall enable him to control his sector by influencing the phenomena.

Anyone who seeks systematically for factual truth and certainty is compelled to develop empirical criteria by which he can determine to what extent statements relating to reality are true and/or provide certainty (Ibid., p. 20).

The identification and formulation of a problem may in itself be a herculean task. Extreme cases will be found chiefly in relatively unexplored, complex fields, where the investigator has great difficulty in reducing his problem to a form which is both adequate and amenable to strict empirical treatment. A whole lifetime may be taken up by exploratory investigation, partial testing procedures, and reformulation of a basically constant problem (Ibid., p. 34).

2.10 General Purpose of Models

The concept of a model is so fundamental to problem-solving in that it is present at all stages, from problem definition to solution. It is a concept characterized by ubiquity; the words and symbols we use, the
responses recorded by our senses are all models. A model is an abstract
description of the real world; it is a simple representation of more com­
plex forms, processes, and functions of physical phenomena or ideas. A
model is constructed to facilitate understanding and enhance prediction.

Models serve a variety of purposes which are:

(1) Prediction--a mathematical model establishing functional rela­
tionships between the dependent and independent variables is
often predictive.

(2) Explanatory models can be an aid to understanding the system
they purport to represent simply by their greater familiarity.
They can be used to express the quantitative structure of rela­
tionships, recognizing that prediction is limited until specific
values can be put on the relationships.

(3) Heuristic models can be an aid to self-discovery. Thus one may
manipulate a model to find out what would happen if such and such
a relationship were changed; e.g., different inputs or advertis­
ing. This is a "simulation." If alternative input and struc­
tural relationships are tested, this is regarded as exhaustive
testing or enumeration, not as simulation.

The above model, according to O'Shaughnessy (1972, p. 134), proceeds
somewhat as follows:

(1) Summary of observations constituting the phenomena to be explained
and a tentative selection of relevant variables.

(2) Analysis of the data to establish interconnections between the
variables, and rearrangement of the data into various possible
models that might explain the changes constituting the problem.

(3) Analysis of each model for internal consistency, realism and
relationship to existing knowledge.

(4) Selection of one of the models and the prediction of consequences that will stem from it.

(5) Verification by confirming the predicted consequences.

Ackoff (1968, pp. 139-140) sums up the ways a model may be in error as:

1. The model may contain variables which are not relevant; that is, have no effect on the outcome. Their inclusion in the model, then, made the predicted outcome depend on factors on which it has no dependence in reality.

2. The model may not include variables which are relevant; that is, ones that do affect the outcome.

3. The function, f, which relates the controllable and uncontrollable variable to the outcome may be incorrect.

4. The numerical values assigned to the variables may be inaccurate.

The modeling process at the early stage, to achieve a simple high level of abstractions, consists of the fundamental steps:

(1) Establish the purpose of the model.

(2) List the possible elements (observations, measurement, ideas) which may relate to the purpose, however remote.

(3) Aggregate elements which can be chunked together by virtue of the strong structural, functional, or interactive connections between them. This is a process of classification in a sense.

(5) Repeat step 4 several times until a model consisting of seven, plus or minus two, chunks emerge.

This is Rubenstein's procedure for developing a model (Rubenstein, 1975).
2.11 Models of Processes

2.11.1 Bross' Discussion of Models

Bross (1965, p. 161) lists the various kinds of models: (1) symbolic or statistical; (2) physical; (3) abstract; and (4) mathematical. The purpose of a model is to bridge the informational gap which is not immediately apparent and consequently suggests fruitful lines for action. The actual construction of a model for data will depend on three key factors: (1) what we know from past experience (or are willing to assume) about the population sampled; i.e., our previous information concerning the subject field of the particular data; (2) what we know (or are willing to assume) about the sampling method; i.e., the way in which we obtained the data; and (3) what we want to decide from the data, what we want to say or do on the basis of the data.

2.11.2 Nagel's Discussion of Process Model

Nagel (1975, p. 61) contends that a process model is a useful framework for organizing knowledge. A process model is one that is open; one can introduce additional steps without violating logical assumptions. However, Braybrooke and Lindblom argue against such a model because the model assumes in advance of research that one can scan a very wide field of knowledge and know what to put in and what to leave out.

2.11.3 Smith's Discussion of Scientific Process Model

Smith (1975, p. 26) states that the utility of any paradigm (or theory for that matter) is a function of its (1) efficacy of prediction; (2) explanatory power; and (3) productivity in generating new theory.

Smith (1975, p. 27) uses Wallace's model of the scientific process to
show the ideal relations existing between five major components of any science: methods, observations, empirical generalizations, hypotheses, and theories.

Figure 2
Scientific Process

2.11.4 Pattern Recognition

Sebestyen (1962) states that pattern recognition is a process of decision making in which a new input is recognized as a member of a given class by a comparison of its attribute with the already known pattern of common attributes of members of that class. He further states that the pattern recognition process consists of detecting and identifying the common pattern of inputs that belong to the same class, and recognizing that pattern in any new input to classify it as a member of one of several classes.
2.11.5 Policy Process Model

One feature of a process model is that it emphasizes relationships between political phenomena, and not the mere cataloging of information or proliferation of taxonomies. A process model is open and, at any additional stage, can be introduced only if the researcher specifies where it fits into the process, how it is influenced by previous stages in the process, and how it influences subsequent stages (Nagel, 1970, p. 62).

Nagel also states that a process model is dynamic because, explicitly or implicitly, one is moving through time. Dynamic properties are of crucial importance because policies are not advocated at one moment of time. He addresses the issue of process from a policy-making perspective because the flow of information of those who initiate and maintain the process.

Suchman (1967, p. 67) speaks of process in terms of evaluation. He states that:

... the analysis of a process may be made according to four main dimensions dealing with: 1) the attributes of the program itself; 2) the population exposed to the program; 3) the situational context within which the program takes place; and 4) the different kinds of effects produced by the program.

2.11.6 Triangulation Method

Smith (1975, p. 75) states that operationalization is the bridge between method and theory. The emphasis being on the question of what one wants to measure brings up the problem of operationalization. This refers to the position of assuming that what one is measuring is the same as that which one is trying to measure.

Smith further contends that the multi-method approach of data triangulation is a necessity. Denzin (1970, p. 301) extended the view of triangu-
lation as "the use of multiple methods in the study of the same object," to include several other types of triangulation.

I. Data Triangulation
   A. Time
   B. Space
   C. Level of Triangulation
      1. Aggregate of persons
      2. Interaction of persons
      3. Collectivities of persons

II. Investigation Triangulation
    (Multiple vs. single observers of the same object)

III. Theory Triangulation
     (Multiple vs. single perspectives in relation to the same set of objects)

IV. Methodological Triangulation
    A. Within-Method
    B. Between-Method

2.11.7 Legal and Medical Processes

The exploratory process is analogous to (1) the legal process in that "the kind of reasoning involved in the legal process is one in which the classification changes as the classification is made. The rules change as the rules are applied . . . The rules arise out of a process which, while comparing fact situations, creates the rules and then applies them" (Levi, 1970, p. 3). However, in the exploratory process, the classifications or the procedure are not well defined in the beginning, partly because of the nature of the research design itself. 2) Medical diagnostic process is the integration of information from the patient, other sources (medical records, library) and from the physician's education and experience (Greenberg, 1972, p. 31). The diagnostic process is an iterative process in that the key
decisions of the physician include:

(1) deriving information to use in formulating his impression;
(2) determining the extent of the deviation and its probable causes;
(3) deciding how to restore the state of health or prevent its further deterioration; and
(4) the systems approach to problem-solving (see Figure 3, p. 34).

2.11.8 Procurement Process

Thompson explores a process of procurement which deals with exploratory (descriptive) and a priori proposition testing issues:

(1) How did a specific experiment get started, what happened, what are the more significant secondary effects?
(2) How to proceed from post hoc evaluation to be completed through evaluation of ongoing experiments, to planning and design of future experiments.
(3) To what extent would an overall process improve ability to perform individual steps in the design.
(4) To what extent can one anticipate variables of interest which will be of ongoing importance such as key variables, parameters, or descriptive (exploratory) variables which would affect your planning phases throughout the program.
(5) To what extent is it your responsibility to re-examined cases where it appears that a priori proposition testing is possible even though you are doing exploratory research?
(6) Under what circumstances and for what purposes will you conduct pilot tests such as validation tests in doing exploratory research?
(7) How will you handle parametric information which may be available
Figure 3

Evaluación System Design Process
(Including relation to evaluations of specific experiments)

- Objectives
- Background
  - Design of Specific Phase One Evaluations
  - Design of Pilot Evaluation System
- PILOT EVALUATION SYSTEM
  - Exploratory Findings
  - A Priori Findings
  - Pilot System Analysis
- Phase Two Objectives
  - Framework Model
  - Design
  - PROTOTYPE EVALUATION SYSTEM
    - Exploratory Findings
    - A Priori Findings
    - Analysis
- Phase Three Objectives
  - Agency Input
  - Design
  - ON-LINE EVALUATION SYSTEM
    - Exploratory Findings
    - A Priori Findings
    - Analysis

Thompson, 1976
in some form, in existing records which have been collected for some other purpose; how will you identify advantages and disadvantages that are present?

2.11.9 Paradigm Processes

Three possible paradigms for approaching problem-solving activities are:

(1) a systems analysis paradigm
(2) evaluation paradigm
(3) research paradigm.

2.11.9.1 Systems Analysis

A systems analysis paradigm consists of:

(1) problem formulation—a statement of the problem
(2) objectives—things you want to get done
(3) criteria—the measure of effectiveness
(4) resources and constraints—the availability or lack of resources
(5) alternatives—choosing between possibilities
(6) model—a mechanism which looks at the other parts of the system
(7) the decision maker—the person who controls the acceptance or rejection for implementing the result.

The problem formulation is a process of defining a subset of events on the cloud of variables network (see Figure 10, p.59).

The objectives correspond to an examination of the subset of events at a specific time relative to the network of events (see Figure 4, p. 39).

The criteria are the resources and constraints which you choose to consider.
Resources and constraints are events outside the subset which already exist in the network and provide descriptions of alternate paths between events.

The model becomes the picture the evaluator superimposes on the network. It describes where one is, where one wants to be and how to get there. It gives a theoretical basis for formulating the path and results in the tools needed to construct the path. The choice of the model should not depend on a specific discipline. A systems model is discipline-independent; thus the prime concern is: is the model helpful.

Who the decision maker is depends on the point the evaluator is in the subset network. The decision maker could change for various events and points in the subset; the decision as to who is the decision maker is put in the evaluation process.

The characteristics of what is the subset in the cloud of variables is a general overall view of which systems analysis provides a specific method of attack (see Section 3.4.1).

The complexity of the problem depends on how many variables are involved and how they are interrelated, not how many variables are in the universe; your abstraction of the problem and how you define the subset in the cloud of variables.

What distinguishes systems analysis from evaluation is the point in time. Usually, systems analysis takes place before an event occurs and the evaluation takes place after an event has occurred. There are two ways to evaluate:

(1) the absolute standard. You compare the data against the "ideal."

(2) internal evaluation. You determine what you actually do.
The above discussion is based upon notes from a Theory and Evaluation course taught by Rath and Thompson.

2.11.9.2 Evaluation

Prescriptive steps (or points to consider) in doing evaluation. This discussion is based upon notes from the course mentioned above.

Questions to be asked: (see Figure 5, p. 40):

1. Is there a set of objectives or goals for the thing to be evaluated? (See Figures 4-5, pp. 39-40.)
   (a) explicit--written
   (b) implicit--inferred from observation, interview, etc.

2. Coherence between program and objectives. Do the activities relate to the objectives. No value judgments implied--just ask questions.

3. Is the program working? Is it effective?

4. Side effects or spillover--good or bad?

5. Is there an existing evaluation system? Is the client doing anything to gather evaluative data?

6. What are the effects of the existing evaluation system? Are the mechanics of the evaluation system affecting performance?

7. Quality of the data system? To evaluate, look at the data; i.e., source of data, data gathering procedures, data gathered. Quantity of data is frequently a substitute for quality in many institutions.

8. Data analysis system. Have you planned and done things well?

9. Dissemination--to whom the final report is to be addressed.

Where you start is not always important--but these are the prescriptive

2.11.9.3 Research Paradigm

Rubenstein and Thompson's (1973) research paradigm consists of the following stages:

(1) selecting the research area of interest
(2) selecting potentially researchable questions
(3) selecting potentially testable propositions
(4) defining the variables
(5) providing indicators to measure variables
(6) developing the research instrument
(7) developing the field study design
(8) conducting the field design
(9) testing the propositions.

Also see Glaser and Strauss (1967).

2.12 A General Discussion on Problem-Solving

Young (1966, p. 6) states:

If one does not first start with a "search for facts," in the field, then one should "think-through" and branch out into several directions and assume different forms.

Einstein says in his evolution of Physics: "The formulation of a problem is often more essential than its solutions, which may be merely a matter of mathematics or experimental skill."

Simon (1969, p. 95) states that the more difficult and novel the problem,
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Social Science Research Procedure:
A Linear Model

Stage 1
- Generation of idea
- General formulation of project
- Preliminary Work
  - Reading, discussion, exploration of grant possibilities, consideration of possible methodologies
  - Detailed hypothesis formulation, general decision on methodology
  - Application for grant, obtaining of resources, clerical help, etc.
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Stage 2
- Refinement of hypothesis
- Detailed work on methodology
  - Reading, discussion, acquisition of special knowledge or access to special expertise
  - Detailed planning of data collection
  - Sampling frame, contacting people needed to cooperate, design questionnaire, etc. Ensuring resources for data analysis
- Testing of Methodology
  - Pilot survey, etc.

Stage 3  Data Collection

Stage 4
- Planning of Data Analysis
  - Computer facilities, statistical techniques, programming, etc.
Stage 5

- Drafting of Report
- Discussion with colleagues, etc.
- Writing up of report (depends on purpose and sponsor)
- Further Writing Up
  (e.g., as periodical article)
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Figures 6-8 are from Bath University Library. Report No. 5, November 1971.
the greater it is likely to be the amount of trial and error required to find a solution. At the same time, the trial and error is not completely random or blind; it is, in fact, highly selective.

Thompson (1966, p. 14) states that "The extent that a proposition says something about the research process, it is saying something about the beginning and (or) ending of an activity."

Sullivan (1970, p. 3) says that a problem is the difference between the actual state of a system and a desired state—that is, between the actual state and goal . . . What may be a problem from the point of view of one person may not be a problem from another's viewpoint.

Kelaja (1968, p. 70) states that the:

Perspective [of participation in decision making] consists of our looking at the present process of decision making from the viewpoint of the decision in question. The structure of the problem is conceived as being in the future because the resolution or implementation of the decision is by necessity always in the future. Consequently, this is the structure of the future process that exercises influence upon the present process. The decision making itself is not or should not therefore be present-bound . . . It is an intellectual unrolling of future alternatives—the . . . future time—for which the present time and its concommitant elements should serve only as vehicles.

Ligomenides (1967, p. 67) offers:

An observation made on a physical system provides the observer with a certain amount of information about the system. The amount of information received is limited by any uncertainties above the values of the measured parameters . . . If \( P_0 \) is the number of all possible and equally probable elementary complexions of a system or of a measurable physical quantity before the measurement and \( P_1 \) is such a number after the measurement, the the amount \( \Delta I \) of information that is gained by the measurement is defined by the relation . . .
Young (1966, p. 22) states that observation is most meaningful when it is planned in terms of the formulated hypotheses and of the general scheme of the study. But accurate observation is difficult because: (1) what we observe is complex; (2) we have to keep in mind a number of interrelated factors; (3) our sense organs are not exempt from liability to error; (4) it is necessary to keep fact and inference apart, especially when one is engrossed in the study.

Cohen and Nagel (1934) say that the function of an hypothesis is to direct our search for the order among facts, and it is of considerable advantage if a systematic inquiry is begun with a suggested explanation or solution of the difficulty which originated it. Such tentative explanations are suggested to us by something in the subject matter and our previous knowledge.

Campbell (1971, p. 11) states:

Problem solving always proceeds by the method of trial and error: new reactions, new forms, new organs, new modes of behavior, new hypotheses, are tentatively put forward and controlled by error-elimination.

No uniformly successful approach has been found, and it may be expected that some of the entries into the problem will draw a blank. The first few questions approach the problem in an opened manner, from several diverse starting points. Later questions are more specific and directive. If earlier questions have elicited partial or complete answers to subsequent ones, the questioning should be modified accordingly (Campbell, 1971; Wertheimer, 1945).
2.13 A Problem-Solving Process

The problem-solving process described by Simon (1965, pp. 83-84) states:

Problem solving proceeds by erecting goals, detecting differences between present situation and goal, finding in memory or by search tools or processes that are relevant to reducing differences of these particular kinds, and applying these tools and/or processes. Each process and/or problem generates subproblems until we have a subproblem we can solve—for which we already have a program stored in memory. We proceed until by successive solution of such subproblems we eventually achieve our overall goal—or give up.

Compton and Galaway (1975, p. 256) state the essential steps of the problem-solving process may be outlined as follows:

(1) statement of the problem
(2) identification of causal factors
(3) development of a plan of action:
   (a) identification of needs
   (b) determination of objectives
   (c) selection of intervention procedure and tools
(4) evaluation and feedback.

Dewey holds that effective problem-solving demands the active pursuit of a set of procedural steps in a well-defined and orderly sequence. These steps, referred to as the "five phases of reflective thinking," include: recognizing the difficulty; defining or specifying the difficulty; raising suggestions for possible solution and rationally explaining the suggestion; selecting an optimal solution from many proposals; and carrying out the solution (Compton and Galaway, 1975, p. 235; also see Hulfish and Smith, 1961).
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2.13.1 Scientific Thinking Process

Good, Barr, and Scates (1935, p. 7) enumerate the steps involved in scientific thinking, which may be stated as follows:

1. the location and definition of a problem
2. survey of past experiences with the problem under consideration, previous investigations, and the already available data to get ideas and suggested solutions
3. the formulation of an hypothesis representing a tentative solution of the problem under investigation, to be employed by the investigator as a guide in the collection of additional data which may lead to a solution of the problem or to the formulation of a new hypothesis that may be employed in the collection of more data, etc.
4. the mental elaboration of the hypothesis, checking for agreement with fact, logical consistency, etc. (The mental elaborations here referred to may end in a belief that the solution is correct or in the formulation of new hypotheses to guide in the collection of new data, etc.)
5. the collection of additional data by means of measurement, observation, and experimentation. (The already available data may be incomplete, or collected under conditions that throw doubt upon their trustworthiness or recorded in terms that are ambiguous and subject to many interpretations or misinterpretations.)
6. the analysis, classification, and summarization of the data collected
7. the formulation of new generalizations representing observed uniformities, explanatory principles, or scientific law.
2.13.2 Diagnostic Thinking Process

Good, Barr and Scates (1935, p. 223) listed the mental steps included in diagnostic thinking—if diagnoses are to be validated, they must take their departure from the measurement of the phenomenon under investigation and return again to a rechecking of the phenomenon after the accompanying circumstances have been modified in some significant respect. The steps in diagnostic thinking are ordinarily given as follows: first, the status of the phenomenon under investigation is determined, which require measurement. The second step pertains to the formation of a judgment concerning the probable antecedents of the situation observed. The third step involves checking for the presence or the absence of the antecedent thought to be present in the situation under investigation. The fourth step is the adjustment of the circumstances accompanying the object of the study. The fifth and final step involves the re-measurement of the phenomenon under investigation to ascertain what changes, if any, have been produced in its status by the modifications made.

Similar to the diagnostic thinking process is diagnosis of organizational problems. Lorsch and Lawrence state:

... that there are two aspects to the diagnosis of organizational problems: first the question of what data are gathered and second the manner in which the data are interpreted and presented to members of the organization. The diagnostic data gathering preceding change efforts seems to be typically carried out through interviews.

Webster defines diagnosis as the "Investigation or analysis of the cause or nature of a condition, situation, or problem; a statement or conclusion concerning the nature or cause of some phenomenon."
2.13.3 Six Points in Formulating Problems

Sullivan lists six points in formulating problems (1970, p. 28, which are:

1. The formulation of a problem controls the possible outcomes.
2. There is usually no "best" way of formulating a particular problem; but some ways are better than others.
3. ... there is always at least an implicit formulation that takes place in the mind of the one who deals with the problem or makes the decision.
4. To produce "better" formulations, explicit and conscious attention should be given to formulating the problem or decision.
5. Formulation is an open-ended process, and the option should always be kept open to reformulate the problem when new insight or understanding is obtained, to get a better formulation.
6. Although someone else can assist by devoting the attention required to formulate the problem in a better way, in the final analysis the better formulation must exist in the mind of the person who will take action or it is useless.

John Dewey states "a problem well put is half solved. To mistake the problem involved is to cause subsequent inquiry to go astray."

2.13.4 Polya's Method.

Polya (1957) provides a framework for problem-solving which consists of:

I. Understanding the Problem

FIRST.
You have to understand the problem.
1. What is the unknown? What are the data? What is the condition?

II. Devising a Plan

SECOND.

Find the connection between the data and the unknown. You may be obliged to consider auxiliary problems if an immediate connection cannot be found. You should eventually obtain a plan of the solution.

2. Have you seen it before? Or have you seen the same problem in a slightly different form? Do you know a theory that could be useful? Look at the Unknown! And try to think of a familiar problem having the same or a similar unknown. An adjacent discipline. Here is a problem related to yours and solved before. Could you use it? Could you use its result? Could you use its method? Should you introduce some auxiliary element in order to make its use possible? Could you restate the problem? Could you restate it still differently? Go back to operational definition.

If you cannot solve the proposed problem, try to solve first some related problem. Could you imagine a more accessible related problem? A more general problem? A more special problem? An analogous problem? Could you solve a part of the problem? Keep only a part of the condition, drop the other part: how far is the unknown then determined; how can it vary? Could you derive something useful from the data? Could you think of other data appropriate to determine the unknown? Could you change the unknown or the data, or both if necessary, so that the new unknown and the new data are neared to each other? Did you use all the data? Did you use the whole
condition? Have you taken into account all essential notions involved in the problem?

III. Carrying out the Plan

THIRD.

Carry out your plan.

3. Carry out your plan of the solution; check each step. Can you see clearly that the step is correct or logical? Can you prove that it is correct or no rival hypotheses exist? Was the plan carried out in a way a reasonable person would have followed and are the results credible?

IV. Looking Back

FOURTH.

Examine the solution obtained.

4. Can you check the result? Can it be replicated? Can you check the argument, or is it logical? Can you derive the results differently by looking at rival hypotheses (parameters)? Can you see it at close examination? Is the methodology reasonable with respect to the problem and data or were certain things overlooked? Can you use the result, or the method, for some other problem? Can the results or method be applied to another situation, or is the result credible?
CHAPTER III
IDENTIFYING CHARACTERISTICS OF THE EXPLORATORY PROCESS

3.0 Introduction

In this chapter, it is our proposed purpose to discuss the issues involved in the process and provide useful frameworks for handling such concerns. Also, various techniques and classification schemes are discussed, in hopes that this information will facilitate your understanding of the model in Chapter IV.

3.1 Choosing the Problem

The literature search revealed an enormous amount of information on how to select a problem, the things to include, what should be considered and what is needed in order to select a problem. However, the writer will only mention a few of the ways in choosing a problem.

Thompson (1974, p. 249) states that the research problem selected should not be trivial in the sense that

... everyone already knows the answer, or in the sense that the effect is so minor or unimportant that no one will care to know the results . . . It should not be so large and complex (cosmic) that a credible solution cannot be achieved within a reasonable time and with reasonable resources.

3.2 Problem Formulation

O'Toole (1975, p. 200) states that

54
Problem formulation as a prelude to design is a stage which is often overlooked or perhaps assumed to have occurred when it has not. Borgatta's emphasis on design without reference to this necessary prior step may be a case in point. In any event, failure or inadequate problem specification is a root source of many mishaps in later research stages. Since problem formulation is a process which calls upon the researcher's body of theoretical and methodological knowledge and requires autonomous decision making on his part, it is the prototype of the professional portion of the research role.

Ferguson (1968, p. 414) speaks of diagnostic formulation in terms of the consultant's role in problem-solving. He states that

Often many successive formulations are required before interpersonal issues can be adequately stated. . . . the diagnostic process by searching for greater clarity of the issue surrounded, as it often is, by emotional smoke, and tentatively stating his understanding of it.

He further states that

. . . even if his understanding is incorrect a tentative statement of his understanding will likely lead to closer reformulation and so on until the issue is stated with sufficient clarity and understanding, so that proposal for solution can follow.

3.3 Methods of Problem-Solving

The basic procedure for problem-solving consists of initiation of inquiry, problem formulation and selection, feasible alternatives, basis for generalizing the data to be collected, and some possible solution.

3.3.1 Northrop's Method

Northrop (1966, p. 28) emphasizes the problem initiation:

. . . the consequences of initiating inquiry by analyzing the problems which one has at the beginning of inquiry and
by allowing the analysis of this problem to guide step by step to its solution. It appears that this step by step procedure can be divided into the following explicit stages: First, the discovery by analysis of the basic theoretical root of the problem; second, the selection of the simplest phenomenon exhibiting the factors involved in the difficulty; third, the inductive observation of these relevant factors; fourth, the projection of relevant hypotheses suggested by these relevant facts; fifth, the deduction of logical consequences from each hypothesis, thereby permitting it to be put to an experimental test; sixth, the clarification of one's initial problem in the light of the verified hypothesis; and seventh, the generalization of one's solution by means of a pursuit of the logical implications of the new concepts and theory with respect to other subject matter and applications.

3.3.2 Bloom and Broder's Method

Bloom and Broder (1950, p. 25) list the problem-solving process as:

1. understanding the nature of the problem
2. understanding the ideas contained in the problem
3. general approach to the solution of the problem
4. attitude toward the solution of the problem.

3.3.3 Simon's Method

Simon (1969, pp. 177-181) addresses the issue of problem formulation in terms of an empirical research study whose steps are:

1. Ask "what do I want to find out?" [That is the problem]
2. Establish the purpose of the project
3. Determine the value of the research
4. Choose empirical variables
5. Calculate the values of accuracy and the cost of error
6. Saturate yourself in the problem
7. Determine the most important research obstacles
(8) Choose methods [the method is dictated by the problem formulated]
(9) Prepare a detailed design of the method
(10) Collect the data
(11) Analyze the data
(12) Write up the research

3.4 The Research Aspect of Choosing the Problem

The kind or type of problem selected dictates throughout the research process. The hypothesis, the independent, dependent and parametric variables, methods, and solutions are derived from the research problem. If the problem has not been well formulated, then the chance of producing credible, reliable, valuable results is very unlikely. Northrop (1952, p. 1) says that a very slight erroneous deviation in taking one's bearing at the beginning may result in entirely missing one's mark at the end. It is only an analysis of the problem confronting one which can answer the question.

3.4.1 "Cloud of Variable" Framework

This is a conceptual framework whose primary value is that all possible variables of potential interest can be aggregated in a conceptual scheme without introducing problems of definitions, of classification, of inclusivity or exclusivity or of hierarchies, and each variable may then be further tested for relevance on the simple basis of its presence (Thompson and Rath, 1973, p. 12).

Using a cloud of variables approach one can consider a priori experimentation when one has a very definite set of independent and dependent variables connected by propositions and a known set of parameters. Explora-
tory research, in contrast, is appropriate when one is trying to sort out the independent and dependent variables one should be concerned about, the various hypotheses or theories which explain how these are connected, and the parameters which affect them (Thompson and Rath, 1973, p. 13).

The "cloud of variables" framework is just one of the ways of conceptually looking at problems. Many times the problems are so complex that it is impossible to get a handle on it. But, by reducing the problem conceptually, we are able to chip off a piece of a huge problem which calls for an immediate or partial solution (see Figure 10, p. 59).

3.4.2 A Priori Framework

This framework is an additional way of conceptually considering many variables, which proposes that all variables of interest be described not only in terms of their relation to the problem of interest but also in their relation to the person (decision point, or decision maker) who is identified as having the information on the variable. That information which is available, without significant mediating prior to a decision of interest is identified as a part of that person's a priori. All of the variables can be described in terms of the information in the a priori of one or more persons (decision makers) and the problem of analysis and synthesis can be treated directly, with recognition of the "potential" necessity for a transform whenever there is a change in the decision of interest or the decision maker (Thompson and Rath, 1973, p. 14). The primary value of this concept is that all of the variables can be translated into a single kind of variable, and two major contributors to the instability of variables are made explicit (Ibid., p. 15) (see Figure 11, p. 60).
Notes:

1. Variables (changes in state in the sense of events or objects) are denoted by X's, and the connecting lines represent relationships in the sense of "causal".

2. The smaller rectangle is the system under consideration; the larger rectangle includes the related parameters.

3. The captioned X's represent the following:
   - $E_o$ - the earliest event of interest, i.e., the origin event
   - $E_i$ - the first event in the system under consideration, i.e., the idea event
   - $E_e$ - the last event in the system under consideration, i.e., the end event
   - $E_p$ - the next event (of future interest), i.e., the product or payoff event
   - $E_u$ - the last event of interest, i.e., the ultimate event

Figure 10 Partial View of "Cloud of Variables"
Figure 11
A Decision Point or A Priori Model

Decision Point

Input → A Priori Decision Element → Output

Moment of decision

Time of decision

Notes:
1. Decision—any conceptual held input-output statement which includes change.
2. Decision Point—the person, or element, making the decision.
3. A Priori information—information the decision element already had or could obtain from the environment under his immediate control.
4. Decision Point—2) and 3) above, together.
5. Input information—information which is "new," as distinguished from 3) above.
6. Output information—information describing the decision conveyed outside the decision point.
7. Moment of Decision—interval when the decision is made.
8. Time of Decision—interval between receipt and sending of information by the decision point.
9. Noise—element added to "message" altering the message.

Thompson and Rath, 1974b
The concept a priori embraces the set of conditions existing prior to a particular decision. As a matter of usefulness, it will ordinarily be largely constrained by the general unit of relevancy, and, as in the case of the definition of decision, it is limited to that which can be conceptually held (Thompson, 1956, p. 75).

3.4.3 Confidence/Utility Framework

The primary value of this concept is that the purposeful variables in a system can be described in terms of a simple two-dimensional metric-change in state of confidence, with respect to some variable, we have achieved a "fact," to the extent we have diverging states of confidence (or different utilities) we must recognize that we are dealing with a "value" (Thompson and Rath, 1973, p. 17).

The three conceptual approaches to problem selection, according to Thompson and Rath (1973, p. 18), provide a more stable and traceable conceptual base for dealing with complex problems associated with [complex systems].

Thompson and Rath (1973, p. 12) state that it is possible to conceptualize all projects as having some relationship between an independent and a dependent variable which is established by a proposition with parameters that affect the outcome and other background variables which exist but do not affect it.

The point the writer wants the reader to keep in mind is that regardless of the terms you use to express a relation between independent and dependent variables, it is the phenomenon or the problem that determines the design or approach for handling or finding the solution.
3.4.4 A Priori Proposition Testing Framework

As a concept for relating independent, dependent and parametric variables to and/or some propositions, it is applicable to "rigorous" control methods. The basis for application of "rigorous" control methods is that the proposed program or experiment concerns a problem about which we know quite a lot (usually in terms of prior research) and for which we can design an experiment with essentially "one" unknown—the relation between the intervention and some desired outcome. This kind of problem, and approach, is called "a priori proposition" testing, and is a common form in laboratory experimentation, qualification or pre-production testing, and some limited, controlled field experiment. For many problems we do not know this much, and it is necessary to increase our understanding of what happened and what alternative explanations for what happened are present. This "exploratory" phase is a necessary prelude to "proposition testing" and, in some cases, may be valuable in and of itself where we do not need the higher standard of "proof" characteristics of proposition testing. This kind of problem is a common form in all (or nearly all) research areas, in the early stages of design and engineering, and in systems design (Thompson, Note 8, 1975, pp. 1-2).

Thompson (1974, p. 249) states that:

There are several methods for dealing with problems which may be too complex in terms of desired dependent variables or undesired parameters. One method is to narrow the problem by limiting the number of different changes (independent variables) which will be manipulated at one time. Another method is to "shorten the chain" between the independent and dependent variables by choosing a dependent variable closer in the "causal chain" to the independent variable; this is often possible where the relation between the proximal (near) dependent variable and the desired (distal, or more distant) dependent variable is one that is considered "known" for some practical purpose. A third method is to isolate, as a sub-experi-
ment, that part of a larger experiment which can be defined more clearly and for which the control necessary for hypothesis testing can be realized.

In order to label a research effort as a priori proposition testing or exploratory research, one has to be able to specify the research design which is derived from the problem selected.

The ease or difficulty in specifying in advance your research procedure will determine your design. Generally, characteristics of proposition testing include specific, stable, traceable and knowable evidence of the phenomena; however, you will find general, unstable and intangible traces and unknown evidence about a phenomena which is handled through indirect observations and inferences. Usually, the latter characteristic is considered as exploratory because of the uncertainty about the phenomenon. The more certain you are about the phenomena, the more it is considered as a priori proposition testing. Because, if your design is to ensure "that where a program can achieve proposition testing results that the proposer recognizes this and incorporates the proper evaluation in his planning and in his commitment, increasing the likelihood that the results will be achieved." However, "if only exploratory results are met, [that it will] be of value to the sponsor either in and of themselves or as the basis for future proposition testing." According to Thompson, "if it is possible, based on a preliminary analysis and/or some modest examination of alternative designs to classify a proposed program (or project) as either exploratory or a priori, we can then ask (and answer) the following kinds of questions. If the proposed program is amenable only to exploratory evaluation:

(a) Do the evaluation objectives describe exploratory (as distinguished
from proposition testing) results?

(b) Is the proposed evaluation program well designed to provide an exploratory description of what happened and of alternative explanations?

(c) Is the proposer capable of carrying this out?

(d) If only exploratory results are met, will they be of value to the sponsor, either in and of themselves, or as the basis for future proposition testing?

The writer is not only interested in the design but also how well it is implemented. Thompson (1975, Note 2, p. 2) states that:

Where the nature of the program does not allow for a priori proposition testing, the evaluation should be limited to a description of what happened, plus where appropriate, an exploratory evaluation of the effects [should be employed to enhance the usefulness of the program, or project, etc.].

3.5 Techniques of Analysis

De Francesco discusses the role of the analyst with respect to data analysis. The writer contends that the researcher has the same role of the analyst in disclosing his data analysis process. De Francesco (1975, p. 1) states that:

... the primary responsibility of an analyst is to examine information, make assessments and predictions, and communicate findings on the possible manifestations of the substantive content of the information. An analyst is concerned with questions of substantive content and with analytic processes performed on the content ... He assesses his substantive information by employing analytical tools which include elements of the deductive, inductive, and plausible reasoning processes. The methods and techniques of analysis employed by the analyst normally determine the accuracy, reliability and completeness of his findings.
Some of the analyses which De Francesco (1975, pp. 2-60) discusses are as follows.

3.5.1 Descriptive Analyses

Descriptive Analysis--the objective is to describe the characteristics of things, statements, or events on the basis of historical or current observations. A description usually consists of two components: one describes the event, statement, or thing; the other rationalizes the existences of the thing, the truthhood of the statement, or the occurrence of the event. Descriptive analysis normally takes the forms of verbal description, a statistical, or a combination of the two.

3.5.2 Predictive Analysis

Predictive Analysis--descriptions of things or events as they existed in the past, and as they currently exist, and the rate of change as key properties from the past to the present guides the analyst in deciding whether the same rate of change will continue into the future. Most of this analysis is descriptive and yet it does possess a predictive component. In some instances it is difficult to separate the descriptive analysis component from the predictive component. In other instances, the predictive components are utilized to test the value and efficacy of the descriptive component and methods of prediction.

3.5.3 Normative Analysis

Normative Analysis--it is analysis based on one's own value system. In normative analysis, explicit or implicit judgments are formed from one's personal view of what exists or what will exist. Normative analysis reflects
in varying degrees personal preferences be they legal, moral, political, or social. Normative analysis reflects an individual's view of reality tempered by his notions of right and wrong, good and bad, or acceptable or unacceptable. These notions become the main theme of his or her reasoning processes.

3.5.4 Prescriptive Analysis

Prescriptive Analysis is used to demonstrate how and why future goals, policies, values, and strategies should assume the forms that the analyst considers to be desirable. Normally, prescriptive analysis includes a suggested plan of action on how to accomplish the analyst's normative and predictive analytic components are also present in the plan and analysis to indicate why these forms are desirable and should be sought.

3.5.5 Causal Analysis

Freeman and Sherwood (1970, p. 36) discuss causal analysis, which is the process of understanding the linkages among phenomena. A causal study requires that changes occur in one or more variables--either through purposeful manipulation or in the course of natural events--and that an assessment be made of the impact of the changes on one or more differentiated phenomena. Causal analysis usually includes not only descriptive statements of the concomitant variation among variables and of the way one phenomenon can be modified by change in another, but also an explanation or theory to account for the causal linkages.

3.5.6 Rubenstein and Schroder's Discussion on Technique Analyses

Rubenstein and Schroder (1970) discuss the following analysis.
(1) Sensitivity analysis serves to assess the behavior of the evaluation results if the uncertain parameters are varied.

(2) Contingency analysis studies the effect of changes in the environment on the evaluation results.

(3) A fortiori analysis facilitates the study of the behavior of the project rankings if those uncertain parameters are changed which handicap the high ranked alternatives.

(4) Break-even analyses determine the values of uncertain parameters which lead to equal desirability of different projects.

(5) Relevance-true analysis can be characterized as a methodology to structure ill-structured problems by the use of graphs or true diagrams (p. 9).

(6) Systems analysis may be defined as a methodology to analyze ill-structured decision problems and to assist decision makers by identifying preferred causes of action (Quade, 1966). It aims at sharpening the intuition and judgment of decision makers "through the more precise statement of problems, the discovery and outlining of alternatives," etc. (Fisher, 1966).

(7) "Cost benefit analysis is more than a model in which the inputs have been priced but the outputs have not" (Hovey, 1968). The decision maker is presented not a single number for each alternative, but its costs and level of achievement for each specified objective. The trade-off between these levels and final decisions is left completely to the discretion of the decision maker.

3.5.7 Other Processes, Analyses, Models and Theories

Other processes which are applicable to the exploratory process include:
1. Medical process
2. Legal process
3. Research process
4. Scientific thinking process
5. Diagnostic thinking process
6. Social research process
7. Pattern recognition process
8. Selective-retention process
9. System analysis process
10. Evaluation process of programs or projects
11. Planning process
12. Searching process
13. Problem formulation process
14. Implementation process
15. Descriptive process
16. Alternative design process

Methods of analysis consist of:
1. Descriptive analysis
2. Content analysis
3. Factor analysis
4. Predictive analysis
5. Prescriptive analysis
6. Normative analysis
7. Causal analysis
8. Correlative analysis
9. Empirical analysis
10. Sequential analysis
Various models for dealing with processes include the following:

1. Symbolic or statistical models
2. Physical models
3. Abstract models
4. Mathematical models
5. Decision making models
6. Input-output models
7. Corporate models
8. Mental models
9. Heuristic models
10. Algorithmic models
11. Explanatory models
12. Predictive models

Theories which could be used include:

1. Game theory
2. Probability theory
3. Queuing theory
4. Search and detection theories
5. Information theory
6. Value theory
7. Learning theory
8. Utility theory
9. Decision theory
10. a. Decision making under uncertainty  
   b. Decision making under risk  
   c. Decision making under certainty  
   d. Decision making under conflict

3.6 Pattern of Inquiry

Dewey states the pattern of inquiry involves the following four phases: (1) obtaining facts-of-the-case through sensation; (2) the presentation of suggested solutions by intuition (or hunch); (3) the evaluation of the suggestions in light of the facts-of-the-case by thinking; and (4) the solution of an objective by feeling with respect to which the suggestions are evaluated. Each process is subject to check by the others, including the feeling process of evaluating ends.

He also states (1910, p. 1) that one must begin inquiry with what one has at the beginning, namely, the problem. It is the problem and its characteristics revealed by analysis which guides one first to the relevant facts and then, once the relevant facts are known, to the relevant hypotheses.

Freeman and Sherwood (1970, p. 34) discuss the three basic functions of scientific inquiry and thereby of social research as well, which are: description, prediction and causal analysis.

Description is basic to all scientific inquiry; it refers to the identification of phenomena and to communications concerning their characteristics in ways that permit a sensitivity of their existence. Descriptive science deals with matters of facts, with distinctions among phenomena, and with counting and measuring them. Definitions, observations, and classification are fundamental to the descriptive enterprise. (Ibid., p. 35)
Generally, two basic descriptive tasks may be distinguished: the description of the static or momentary aspects of phenomena, and the description of their dynamic or changing aspects. Static description deals with the reporting of observations of conditions, events, and the properties in describing behavior which are contrary to norms or standards of a given community. Dynamic description "is the summary of interpretation of a series of two or more static descriptions relating changes that are taking place in conditions, events, or the properties of things."

Prediction. Scientific predictions are made either on the basis of theories (deductive prediction) or on the basis of observed relationships among variables (inductive prediction) (Ibid., p. 35).

Inductive prediction is based on information. One type of prediction is based on rates, that is, on the relative frequency of occurrence of the phenomenon during some specified period; the other type is a statement about each individual case (Ibid., p. 36). They go on to say that research methodology can be received as consisting of two highly interrelated but nevertheless distinct components: gathering data and analyzing data. A primary function of social policy research is to obtain information and to draw inferences from it as an aid to the decision making process. It should be apparent that the validity of the inferences is highly dependent upon the quality of the data utilized, but the interdependence is in fact even greater than it seems; ideally, the data gathering procedures should be designed from the point of view of the kinds of inferences desired (Ibid., p. 84).

3.7 Dimensions for Classifications

However, there are other ways of classifying your phenomenon based on
your observation. These dimensions include (see Figures 12-14, pp. 73-75):

(1) Exploratory versus a priori: variations in "the degree to which the researcher (tester, evaluator) predetermines the effect of new data (obtained from the phenomena) on his results."

(2) Normative versus empirical: variations in "the degree to which the researcher (tester, evaluator) obtains new data directly from the phenomena."

(3) Study versus experiment: variations in "the degree to which the researcher manipulates the phenomena under observation."

Depending on the phenomena and the design selected, all problems can be classified within one or more of the dimensions listed.

Church and Ackoff (1950, p. 221) state that:

... we must approach the task of gathering observations equipped with a criteria that tells us how to gather our data. Otherwise we will merely accumulate a chaotic mass of fact.

Young (1966, p. 12) says "the considerations which enter into making the decision regarding the what, where, when, how much, by what means, constitute a plan [of action]."

Cohen and Nagel (1934) state that "it is of considerable advantage if a systematic inquiry is begun with a suggested explanation or solution of the difficulty which originates it." However, the researcher must be aware that preoccupation of a solution may indeed bias or prevent his awareness of the phenomena as they are present.

3.8 Planned Observations

Young (1966, p. 22) states that observation is most meaningful when
Figure 12

The Degree to which the Researcher Predetermines the Effect of New Data on His Results

<table>
<thead>
<tr>
<th>Exploratory Research</th>
<th>Serendipity Research</th>
<th>Action Research</th>
<th>Evaluation Research</th>
<th>Descriptive and Explanatory Research</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Hypothesis</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Replication Testing</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>System Demonstration or Evaluation</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>(Pilot or Field Testing)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Breadboard Testing</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Development Testing</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Acceptance Testing</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Rate Learning Reflex</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Flash of insight Heuristic Models Preliminary Hypotheses Mathematical Algorithmic Models</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>(Data from external stimuli)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>(Data from reflection)</strong></td>
</tr>
</tbody>
</table>

Exploratory → A Priori Dimension
Figure 13

The Degree to which the Researcher Obtains New Data Directly from the Phenomena

<table>
<thead>
<tr>
<th>Not at all</th>
<th>Completely</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract Speculation</td>
<td>Experimental-based Speculation</td>
</tr>
<tr>
<td>Mathematical Models</td>
<td>Mental Models</td>
</tr>
<tr>
<td>Heuristic Models</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| | | (Note: This Dimension is similar to "levels of abstraction")

(May appear anywhere: Basic Research, Applies Research)
Figure 14

The Degree to which the Researcher Manipulates the Phenomena Under Observation

<table>
<thead>
<tr>
<th>Not at all</th>
<th>Completely</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Experiments</td>
<td>Field Experiments (including Administrative Experiments)</td>
</tr>
<tr>
<td>Remote Observations</td>
<td>Quasi-experiments Experiments</td>
</tr>
<tr>
<td>Historical Studies</td>
<td>Field Testing</td>
</tr>
<tr>
<td></td>
<td>Non Participant Observer</td>
</tr>
<tr>
<td></td>
<td>Participant Observations</td>
</tr>
<tr>
<td></td>
<td>Case Studies</td>
</tr>
<tr>
<td></td>
<td>Survey Research</td>
</tr>
<tr>
<td></td>
<td>Questionnaires</td>
</tr>
<tr>
<td></td>
<td>Interviews</td>
</tr>
<tr>
<td></td>
<td>Closed Open Projective</td>
</tr>
<tr>
<td></td>
<td>(Can't) (Don't want to) --- (Do want to)</td>
</tr>
<tr>
<td></td>
<td>Study → Experiment Dimension</td>
</tr>
<tr>
<td></td>
<td>(May appear anywhere: Basic Research, Applied Research)</td>
</tr>
</tbody>
</table>

Figures 12-14 are Thompson and Rath, 1974A
Figure 15

Interrelationship of Administrative and Experimental Purposes

<table>
<thead>
<tr>
<th>Administrative Experiments</th>
<th>Field Experiments</th>
<th>Administrative Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laboratory Experiments</td>
<td>Evaluation</td>
<td>Action Research</td>
</tr>
<tr>
<td>Natural Experiments</td>
<td>One-shot Case</td>
<td>Trial and Error</td>
</tr>
<tr>
<td>Naive Speculation</td>
<td>Studies</td>
<td></td>
</tr>
</tbody>
</table>

ADMINISTRATIVE PURPOSES (Manipulation of independent variable(s) in order to achieve some value of the dependent variable; i.e., some desired result)

Thompson and Rath, 1974A
it is planned in terms of the formulated hypotheses and of the general scheme of the study. But accurate observation is difficult because: (1) what we observe is complex; (2) we have to keep in mind a number of inter-related factors; (3) our sense organs are not exempt from liability to error; (4) it is necessary to keep fact and inference apart, especially when one is engrossed in the study.

Lundberg (1942) states that:

... the only difference between gathering data without an hypothesis and gathering them with one is that in the latter case we deliberately recognize the limitations of our senses and attempt to reduce their fallibility by limiting our field of investigations so as to permit a greater concentration of attention on the particular aspects which past experience leads us to believe are significant for our purpose.

3.9 Validation of Conclusion Method

Freeman (1960, p. 170) addresses the issue of valid conclusions. He states that:

Scientific conclusions based upon experiments or upon observations involving no experimentation can be regarded as valid only if (a) the work has been correctly planned, (b) if the plan has been correctly carried out, (c) if the conclusions are in conformity with the results, and (d) if no adequate alternative explanation of the results appear possible.

He further states:

There are many cases where the research conducted cannot be put into such convenient form, because the results are quite unpredictable; nevertheless, in such cases an effort must be made to form final conclusions. Conclusions formed under such unfavorable conditions may prove to be demonstrably valid, or may be merely those most likely to be correct. In the latter event it is still desirable to examine the
validity of the conclusions, not in order to establish such validity, but to establish whether validity may be regarded as highly likely. (p. 171)

Your E's (observations) at the initial, interim, and the final stage require stable measures. However, if t's are difficult to measure, then it may be appropriate to change the relationship by shortening the "chain of events" of the desired phenomenon. For examples of simplifying process, Planek (1970) is a good source.

3.10 Planning Sequence Algorithm

Mullins (1971, p. 141) states some rules to follow in sequence planning which are:

Rule 8.1 Formulate your problem
Rule 8.2 Systematize your problem
Rule 8.3 Gather information about your problem and possible solutions during your planning time
Rule 8.4 After your initial study, determine your alternative solutions, propose at least two alternative routes to solving your problem
Rule 8.5 Identify those concept-variable units in your proto-theory on which you can have an effect. Estimate (1) the length of time necessary to effect desired changes and (2) how large those changes will be
Rule 8.6 For variables over which you have no control, (1) predict their future levels, (2) monitor the important ones, and/or (3) do research for better predictors and possible tools for manipulation
Rule 8.7 Implement your plan
Rule 8.8 Evaluate your implementation, using the following steps:
   a) Determine the goals to be assessed
   b) Determine the content and size of change desired
   c) Identify the affected population
   d) Assess the specific problems with the project
e) Determine the means you will use for producing change, describe it, and standardize the description

f) Select the kind of information you need

Rule 8.9 Establish a control group for testing programs or plans

(Note: Rule 8.9 is not always possible when doing exploratory research.)

Rule 8.10 a) Use concepts from more than one discipline
b) Assure public access to the entire operation.

Mullins (1971, p. 117) states with respect to measurement that it is particularly difficult to state a set of hard and fast rules for the quantification of measurement. As Ackoff (1962, p. 179) has pointed out,

We can spend an indefinite amount of time trying to specify a set of operations which define measurement. History has shown that such efforts are fruitless, since the operations of measurement are changing and developing progressively as are all other types of scientific operations. We can define [measurement] as a process whose output can be used in a particular way. It is a way of obtaining symbols to represent the properties of objects, events, or states, which symbols have the same relevant relationship to each other as do the things which are represented.

Mullins (1971, p. 118) further points out,

(1) Different theories need different levels of measurement. If a measurement technique's sole value is to distinguish among two kinds of items (e.g., it acts as an on-off switch), then it can be used only for dichotomous variables. If two or more ordered subconcepts exist, then the classifications composing the associated variable must be ordered, and ordinal statistics must be used for functions. (2) Different measurements are sensitive to different situations. Rules developed by methodologists for use with certain measurement techniques reflect a theory about how those techniques work. Major disturbing influences should be avoided.

Rule 7.5 states that:

[A] proper statement of a measure should include: a) what
is to be observed; b) conditions under which it should be observed; c) what measurement operations, if any, should be made; d) what instruments and metrics are to be used.

Rule 7.6 states, "Describe the capabilities you are demanding of each measure; see to it that the measure fulfills them."

He further states that these criteria do not guarantee that your measurement will measure only one property and in an appropriate fashion, but they do guarantee that another investigator looking at your results can discern what you did.

The main consideration is the unit of measure. According to Feinstein (1967, p. 43) that

... every time the unit of observations is changed, the forms and functions of the new unit are different from those present before. If an investigator wants to study the forms and functions of that new unit, he must correspondingly change his techniques of observation.

He goes further to illustrate this point by discussing the observation of studying patients' illnesses.

... by observing the illness of his patients, by categorizing the observations, by analyzing the content of the categories, by storing information in his memory, and by later retrieving the data selectively when he engages in the reasoning processes of judgment.

According to the phenomena under observation, our method or technique for observing differs from one phenomenon to another.

3.11 Search Principles

Wilson (1957, pp. 140-142) states that search principles include the following:
1. Know as much as possible about the object of the search.

2. Prove, if possible, that the object exists in the area to be searched.

3. Use of the most efficient method of detection. The first principle of search—know the properties of the object—provides the basis on which to choose the method of detection.

4. Be sure you would see the object if it were encountered.

5. Be sure you would not see the object when it is not there.

6. Search systematically instead of haphazardly. The path of the search should be planned in advance, although the plan should be sufficiently flexible to allow for modification in the light of later knowledge. Those with power to alter the plan should be well aware of the reason for the original choice.

7. If possible, devise a way of determining the approximate direction and distance of the object at every point of search.

8. In many-dimensional problems it is usually necessary to devise a one-dimensional path.

9. If possible, mark the starting point, and record the path actually followed.

10. Use convergent procedures.

11. Search the most probable place first.

12. Distribute the available time, facilities, or report in reasonable proportions in different regions.

13. Take into account the finite probability of missing the object or passing by it.

14. Consider any effect the search procedure might have on the search object.
CHAPTER IV
AN EXPLORATORY RESEARCH PROCESS MODEL

4.0 Introduction

In this chapter we attempt to lay out the issues and concerns which are crucial in understanding the process; providing ways to handle these issues and a checklist as a guide. Attention is given to the development stages of the process and our proposed model of exploratory research.

4.1 Common Elements of the Process

Tying together the components of the process, the exploratory process consists of:

1. Problem formulation and selection
2. Objective of the research purpose
3. Purpose of data to be collected and techniques.

4.1.2 Problem Formulation

Problem formulation is crucial to the process. By this I mean, you have to have some intuitive hunches, insights, or experience (prior or indirect, or direct) with the problem selected. This prior knowledge, however limited, sets the stage for the continuous process of exploratory research. At time $E_1$, several questions have to be answered or should be answered.

A. What are the possible critical independent, dependent, and parametric variables for the problem selected?

B. Among the probable variables which are "significant" with regard to the problem?
C. For a combination of scenarios along the exploratory\(\rightarrow\) a priori dimension, what is the basis for choice?

Now that the problem formulation phase has been discussed and various frameworks for conceptually dealing with many kinds of phenomena, what is the next step to consider? The writer is interested in dealing with the following kinds of problems:

(1) How does one face a low confidence initial position with a need to make giant steps towards a specified \(E_e\), e.g., what went on? What is going on? What are the critical independent variables and dependent variables (variables, parameters)? What are the (probable) relations? Which are "significant?" The concern is that we may have no choice, and may not have the time and resources to leisurely approach a priori proposition testing.

(2) You have a number of epistemological scenarios, some of which are spread along exploratory\(\rightarrow\) a priori dimensions; what is the strategy for operationalizing these; what is the basis for choice? Some considerations may be based on:
(a) what confidence you want or need
(b) what confidence you start with and/or available resources in time and dollars.

Note all of these are in relation to \(E_e\) and/or \(E_i\), which are respectively the end event of the problem and/or initial event of the problem.

For example, a search problem. What kinds of information will you need in order to make a rational decision about a problem? Such questions relate to the quality of your theory about a given problem because if you know how things fit together, you should be
able to determine what data you will need to predict outcomes. Search questions are very difficult when you know that your theory is not quite right and your available data somewhat inaccurate.

(3) Is it a one-stage or two-stage process required to formulate the problem?
Note: We do not know enough to do a priori research; therefore we need to:
(a) restate the state-of-the-art
(b) explain how our research will improve our ability to do a priori research.

(4) Do we change perspective as we do exploratory research?
Note: Is it a "new" phenomenon, such as undiscovered island, or the far side of the moon, or a "breakthrough" in science?

(5) Does our level of confidence need changing?
Note: Do we have an absence of "theory"—thus use a random walk approach?

(6) Problem to be considered separately:
(a) preoccupied with "gathering data" therefore one needs a preliminary or problem defining stage:
   i) review the state-of-the-art
   ii) get familiar with the territory
   iii) have some preliminary strategy
   iv) have some idea of where you want to go, and/or why
   v) have some sense of time and available resources
(b) preoccupied with building large piles of findings
Note: Probably need monograph relating the number of variables and parameters to data needs (information of theoretical
models for reducing uncertainty). However, if the information could be characterized as exploratory, then proceed to reiterate through the above steps until some possible, feasible problem is identified.

(7) Does a systematic framework exist for different phenomena?

Note: Systematically different phenomena have the following characteristics:

(a) has previously been traced (so that you have fact experience and possible correlation of success)

(b) others interested in parts of the stages which include program and available records

(c) does the phenomena leave hard traces?
   i) direct
   ii) indirect

(d) different phenomena may be considered as unique to:
   i) misprinted stamps
   ii) gossip or rumor
   iii) intelligence data gathering

Additional questions to be answered:

i) is there a "better" framework to characterize the phenomena?

ii) is there one (or more) strategy(ies) given you can categorize the problem within the framework?

iii) are there techniques for analysis of "samples"--"neighborliness," "pattern recognition," joint inclusion and/or exclusion, trace elements, etc., to use (or inventory of tools).
The above lists consist of the relevant components of the exploratory process. These are the kinds of things which are pertinent to the exploratory a priori research process.

4.2 Kinds of Things to Consider

Below you will see a list of things which characterize the exploratory a priori research process. From each case, you have the essential components of the process. It provides or proposes ways for looking at different phenomenological problems.

Case (a)--Looking for a very specific thing (i.e., "a priori," but a) have trouble with identifying the independent and/or dependent variable; b) have trouble with parameters.

Case (b)--Looking for a very specific thing and know a priori so that you have an (a) problem.

Case (c)--Looking for a lot of very specific things (and expect to do superficial job because of time, cost, etc.).

Case (d)--Looking for things in general and/or may go to the above mode which includes the "specific thing" called "something new."

Case (e)--Combinations of (a), (b), (c) and (d).

The above cases are specific ways of approaching exploratory and a priori proposition testing. The case description is an attempt to provide a conceptual framework for designing what information is needed, which research design is most appropriate, and what you can expect with respect to clues and some possible advantages and disadvantages that there are with the process.

Below are characteristics of the cases in terms of observations and referent. The problem is going from the referent to the observation in
the "real" world or going from the observation to the referent.

Bross's model portrays the phenomenon of measuring the referent and
the observation in which you may or may not be measuring what you think you
are measuring. You are attempting to make a one-to-one correspondance
between observation and referent.

4.3 Observation of Comparisons

This reflects Section 4.1 in terms of observations and referents.
Case (a) comparison of observation to the referent. You are looking for
stable, systematic relationships which in themselves are a priori, so it
is looking at prior observations in X, Y, Z where $E_1$ is some information
on a specific phenomenon. It is descriptive because you compare against
your a priori (which is a standard). It is also comparing observations in
general to your a priori.

Case (b) comparison of referent to the observation. You are looking
for "related phenomena"—comparing it with other observations (at this
point, independent variables and parameters merge or are indistinguishable,
or of equal value—i.e., can treat any phenomenon as either).

1) $E_1$ is information in your a priori on the phenomenon and you
want to find observations to be the same in X, Y, Z at time $t_1$.

Also, you may be comparing observations against and/or to observations,
but here we are looking for stable systematic relationships, which are
themselves a priori, so would be a 1).

So with 1), first examine your E's in time and space and find tools to
"measure" record, etc. Second, examine your a priori for "sets" within the
range of the above to suggest referent, additional measures, which E's are
critical, adjacent observations (possible parameters, etc.). Third, reiterate.
The above 1) may be considered as the diagnostic step or background step. If time and space are critical, you have to have some provision for fragile data which are a pre-study or observation step for a problem.

The pre-steps do this:

1) Determine if the data are fragile; e.g., need to get in fast and not contaminate the phenomenon

2) Determine kind of tools and/or preparation one needs to reach the first step effectively, efficiently, etc.

3) Determine what information one needs for the step that follows, and the next.

The above 2) allows one to do the following:

1) First examine the "set" in your a priori ranges of acceptable (or expected) measurements (and induction, etc.) and possible adjacent observations; e.g., outtrapping parameters. Second, observe E's in time and space (have X, Y, Z, t uncertainty, so you may have to look for other search techniques or processes).

4.4 Objective of the Research Program

The objective of the research purpose may include:

(a) identifying systematic relationships between independent variable and dependent variable

(b) closing the gap between what is desired and what is available

(c) obtaining accurate observation of the phenomena, etc.

The sequence of observing and defining how to measure the phenomenon of interest hinges on the characteristics of that phenomenon. One's intuitive hunches, literature review, experience survey and level of confidence provide the necessary preliminary step in approaching the exploratory
4.5 Characteristic Descriptions of the Phenomenon

Description 1. $E_1$ is information in your a priori on the phenomenon and you want to find observations which are the same in $X$, $Y$, $Z$ at time $t_1$. Here you are looking for any other phenomenon that looks, or has the characteristics of, the phenomenon of interest.

Description 2. $E_1$ and $t_1$ are observations that are stable. Looking for systematic relationships which reflect your a priori where you are comparing the observations against prior observations of the phenomenon of interest.

Your a priori on the phenomenon in terms of prior observations or research indicate some salient relationships; you know what you can expect to find; you have clues as to what are the relevant variables, hypotheses, theories, etc. Because of this prior information, you are able either to do "rigorous" experimentation or to do "less rigorous" experimentation. In the first case you are strictly confident based upon what you know about the phenomenon in the initial stage and in the second case your initial stage of the inquiry may aid you in approaching a higher level of confidence about the phenomenon of interest.

4.6 The Exploratory Approach

The exploratory approach is a prelude to proposition testing; however, proposition testing with a low level of confidence is late exploratory research. The level of confidence, prior information on the state of the art, the stability of the phenomenon under observation, the ease or difficulty in measurement, and the need to accurately know the relevant relation-
ship are ways of oscillating from the referent to the observation and ob-
servation of the referent. The process of oscillating from the referent
to observation or vice versa determines to some extent your research mode.
Within the exploratory or a priori mode, the researcher continues to be in
both modes simultaneously but at different stages in the research process.

4.7 Process Considerations

In order to include the relevant element of the process for exploratory
a priori research, one must take into consideration the following:

(1) what to look for
(2) is the object or observation stable?
(3) are there traceable measures?
(4) does the phenomenon of interest behave in a normal fashion?
(5) is the thing you are looking for or at "specific," "general" or
"something new?"

The critical observations must take into account the stability, instabil-
ity, the specific and the general thing you are looking for. Your measure-
ment instrument should be capable of handling or measuring those crucial,
critical observations of that phenomenon.

The approach in looking for something specific can be reiterated to
include the very general thing of interest. If a multi-trait method is
used, then it can be subdivided into stages so as to capture the "specific"
or "general" thing of interest.

For those observations where the measure can contaminate the object,
then you will need fast, quick measurements which will change the behavior
of the phenomenon. In other instances you have to plan in advance how to
measure those variables which will slip away with the passage of time and
are lost. You can only do this if you know that it is a fragile observation or less stable in the sense it will not be present in some recognizable form in the future.

Therefore, whether you are controlling for plausible rival hypotheses or measuring those fragile and less stable events, planning for the events and providing the necessary measurement technique is a must.

4.8 The Exploratory Process

The exploratory process is concerned with three types of things:

(1) Kinds of Situations
(2) Kinds of Techniques
(3) Kinds of Objectives

The researcher's ability to operationalize the three things above is based upon his prior successful experience with them. For certain unstructured problems, he may have dealt with some specific techniques which were appropriate for a particular kind of situation or problem. His successful experience may be indirect in that some one else tried a certain procedure, technique or method and found it to be appropriate for problem "X". This provides the researcher with prior information on problem "X" which may be useful. However, the present state-of-the-art on exploratory research is very normative in that the method, technique or procedure may be considered "good" or "bad" depending upon the researcher's "value" or confidence of what is good and what is not an acceptable method or practice in research. The exploratory process may be thought of as an undefined process based upon a prior review of the literature. Each researcher has his or her own way of defining, formulating, conceptualizing and designing the research effort. This is to be expected. But the exploratory process does not
stand alone. It is a continuous process in that it is a prelude to rigorous control designs.

At this time, a proposed model of the exploratory research process will be presented. The components of the process are diagnostic, refinement or reformulation, applicable methods and results reporting.

4.9 Definitions of the Components of the Process

An exploratory research process may be defined as a decision process in that we estimate or predict, in advance, the kind of information we will need in order to arrive at some specified desired end point. It is a search strategy for optimizing our effort to achieve the research objective; knowing in advance that our search for feasible alternatives is sub-optimal. In order for the information search to be useful, it must aid us in determining alternative courses of action based upon our research objectives.

The purpose of an exploratory research process is to provide the researcher with a possible plan of action which will minimize the amount of time and energy wasted in unfruitful searches.

Components of the exploratory research process are (1) diagnosis, (2) refinement and/or reformulation, (3) applicable methods, and (4) results reporting.

The research diagnosis process may be defined as formulating, selecting, designing and implementing the research objective. We stress, stating in advance, as much as possible, all of the relevant components of the research effort; looking at where you are and where you would like to be with respect to the specified desired end point. By working from the specified or desired end point, you are able to determine the appropriate data collection and analysis techniques, a proper plan of action for
concisely operationalizing important concepts from the problem chosen and formulated. Also, deciding upon what aspect of the problem you want to address and the feasibility of achieving results.

The research refinement or reformulation process may be defined as those necessary changes which will improve upon the researcher's ability to enhance the research design. These changes are based upon new relevant information, insight, and intuitive or normative judgment from some other source. The purpose of the refinement or reformulation process is to identify those techniques which are appropriate for certain kinds of unstructured or structured problems of interest.

The applicable method process may be defined as those parametric or non-parametric statistical analyses which are appropriate for particular kinds of research design concerns. We stress that the research method and the statistical underlying assumption should not violate one another. Oftentimes, the researcher violates certain underlying statistical assumptions which results in non-sense as far as interpreting the data collected.

The results reporting process may be defined as those methods which maximize the amount of new information added as a result of examining certain aspects of the problem formulated. The purpose of the results reporting process is to provide clues to appropriate methods for specific unstructured problems (see Figure 16, p. 104).

4.10 Developmental Stages of the Process

Fundamentally, there are three stages: early, middle and late.

Stage I - The early exploratory stage: Is the teasing out of any relationships.
Stage II - The middle exploratory stage: Is to examine selectively some specific relationships.

Stage III - The late exploratory stage: Is the direct preparation for a priori proposition testing.

Within the stages is the decision to select among various alternative courses of action for the research design. In order to decide upon the research design, several things are to be considered:

1. setting out the objective to be pursued
2. attempting to discover what are the relevant alternatives
3. ascertaining the consequences that will arise if a course of action is adopted and discovering the relationships between selected courses of action and outcomes
4. evaluating outcomes in terms of objectives to be achieved
5. the decision to pursue one course of action in terms of alternative designs over another.

### 4.11 Some Possible Characteristics of Exploratory → A Priori Proposition Testing

Exploratory Research → A Priori Proposition Testing

1. Information with respect to phenomena of interest
   - **Little prior knowledge** → **much prior knowledge**
   - **No prior experience** → **some prior experience**

2. Research objective with respect to phenomena of interest
   - **Implicit** → **Explicit**
   - **General** → **Specific**
   - **Abstract** → **Concrete**
(3) Observation with respect to phenomena of interest

Unstable → Stable
Fragile ← Not Fragile

(4) Appropriate method with respect to phenomena of interest

Uncertain ← Certain
Little confidence ← Much confidence

(5) Sensitivity with respect to measurement instrument

Intangible traces ← Tangible traces
Unreliable ← Reliable
Unpredictable ← Predictable
Little utility ← Much utility

The sequence of observing and determining the appropriate method for measuring the phenomenon of interest hinges on the characteristics of the phenomenon and how the problem is formulated and operationalized with respect to the research objective.

The preliminary steps for determining specific issues of concern are based upon one's intuitive hunches, literature review, experience survey and our level of confidence that we can achieve the desired end result of the research effort.

4.12 Exploratory or Pre-Experimental Designs

Exploratory or pre-experimental designs may be considered as (1) One-Shot Case Study, (2) One Group Pretest-Posttest Design, and (3) Static Group Comparison. For these kinds of designs we are not overly concerned about internal and external validity issues such as: History, Maturation, Testing, Instrumentation, Statistical Regression, Biases resulting in
differential selection of respondents for the comparison group, experimental mortality, reactive or interactive effect of teasing, the interactive effect of selection biases and the experimental variable, reactive effects of experimental arrangement, or multiple-treatment interferences. (For discussion of internal-external validity issues, see Campbell and Stanley, 1966.) However, for true experimental designs these are crucial in our consideration of control issues, statistical analyses and credible results. Also see our discussion on rigorous control issues, Section 1.4.

Before designing an exploratory study, the researcher should attempt to determine from Tables 1 to 4 which stage he is operating in, in order to identify trouble spots in the design more readily and to improve upon the method or strategy for carrying out the research effort.

If your E's (observations) at the initial, interim, and the final stage require stable measures and if the E's are difficult to measure, then it may be appropriate to change the relationship by shortening the chain of events of the desired phenomenon (see Planek, 1970).

4.13 A Checklist of Things to Consider When Doing Exploratory Research

(1) Predetermining the effect of new data on your results (Thompson).

(2) State plausible rival hypotheses (parameters) with respect to the problem formulated.

(3) State relevant events or variables with respect to the problem, if possible.

(4) Determine how data on the phenomena are to be collected.
   (a) Does anyone or thing have the information with respect to the variables you want to get information about
   (b) Decide on the data which need to be collected based upon
TABLE 1
STAGES AND SITUATIONS

<table>
<thead>
<tr>
<th>Stages</th>
<th>Kinds of Situations</th>
<th>Kinds of Techniques</th>
<th>Kinds of Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>STAGE I</td>
<td>Diagnosis</td>
<td>Applicable methods</td>
<td>Specify objectives</td>
</tr>
<tr>
<td>(Is the teasing out of any</td>
<td>- Problem selected</td>
<td></td>
<td></td>
</tr>
<tr>
<td>relationships)</td>
<td>- Problem formulated</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Operationalizing concepts</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Specify plan of action</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Determine what you need to know with respect to the problem</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAGE II</td>
<td>Same as above</td>
<td>Same as above</td>
<td>Same as above</td>
</tr>
<tr>
<td>(Is to examine selectively some specific relationships)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAGE III</td>
<td>Same as above</td>
<td>Same as above</td>
<td>Same as above</td>
</tr>
<tr>
<td>(Is direct preparation for a priori proposition testing)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>PROCESS</th>
<th>Kinds of Objectives</th>
<th>Kinds of Techniques</th>
<th>Kinds of Situations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESULTS REPORTING</td>
<td>Normative</td>
<td>Normative</td>
<td>Normative</td>
</tr>
<tr>
<td>APPLICABLE METHODS</td>
<td>Systems analysis</td>
<td>Non-parametric statistics</td>
<td>Systems analysis</td>
</tr>
<tr>
<td>REFINEMENT OR REFORMULATION</td>
<td>Systems analysis</td>
<td>Contingency</td>
<td>Systems analysis</td>
</tr>
<tr>
<td>DIAGNOSIS</td>
<td>General abstract</td>
<td>Descriptive</td>
<td>Unstable and intangible</td>
</tr>
<tr>
<td>RESULTS REPORTING</td>
<td>Subjective</td>
<td>Subjective</td>
<td>Subjective</td>
</tr>
<tr>
<td>APPLICABLE METHODS</td>
<td>Systems analysis</td>
<td>Correlation</td>
<td>Systems analysis</td>
</tr>
<tr>
<td>REFINEMENT OR REFORMULATION</td>
<td>Systems analysis</td>
<td>Systems analysis</td>
<td>Systems analysis</td>
</tr>
<tr>
<td>DIAGNOSIS</td>
<td>Systems analysis</td>
<td>Systems analysis</td>
<td>Interaction and reactive</td>
</tr>
<tr>
<td>RESULTS REPORTING</td>
<td>Objective</td>
<td>Objective</td>
<td>Objective</td>
</tr>
<tr>
<td>APPLICABLE METHODS</td>
<td>Concrete</td>
<td>Parametric</td>
<td>Systems analysis</td>
</tr>
<tr>
<td>REFINEMENT OR REFORMULATION</td>
<td>Systems analysis</td>
<td>Cost benefit</td>
<td>Systems analysis</td>
</tr>
<tr>
<td>DIAGNOSIS</td>
<td>Systems analysis</td>
<td>Systems analysis</td>
<td>Causal relationship</td>
</tr>
</tbody>
</table>
### TABLE 3

**PROCESS AND STAGES**

<table>
<thead>
<tr>
<th>DIAGNOSIS</th>
<th>Problem is formulated based upon your intuitive hunches, trial and error, or experience survey.</th>
<th>From a preliminary of stage one, some specifics have been identified; therefore, follow through in redefining the problem.</th>
<th>The problem is formulated from the feasible choices found in stage two.</th>
</tr>
</thead>
<tbody>
<tr>
<td>REFINEMENT OR REFORMULATION</td>
<td>Apply the Systems Analysis Paradigm</td>
<td>Apply the Systems Analysis Paradigm</td>
<td>Apply the Systems Analysis Paradigm to the research design.</td>
</tr>
<tr>
<td>APPLICABLE METHODS*</td>
<td>One-Shot Case Study; One Group Pretest-Posttest; Static Group Comparison</td>
<td>Ex post facto; correlational counter-balance design</td>
<td>Pretest-Posttest Control Group; Posttest-Only Control Group; Solomon Four Group Design &quot;Patched-Up&quot; Design</td>
</tr>
<tr>
<td>RESULTS REPORTING</td>
<td>Descriptive</td>
<td>Descriptive</td>
<td>Objective</td>
</tr>
<tr>
<td>Stage I (is the teasing out of any relationships)</td>
<td>Stage II (is examining selectively some specific relationships)</td>
<td>Stage III (is the direct preparation for a priori proposition testing)</td>
<td></td>
</tr>
</tbody>
</table>

*See Campbell and Stanley, 1966, for their discussion on the above designs.
**TABLE 4**

**GENERAL FORM OF THE PROCESS**

<table>
<thead>
<tr>
<th>Stage</th>
<th>Data Concerns</th>
<th>Data Analysis Techniques</th>
<th>Data Collection Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage I</td>
<td>Do not know what to measure or how.</td>
<td>Generally, the techniques used are narrative or summaries of what was collected.</td>
<td>Interviews; participants observation; institutional records; informants; open-ended questionnaires</td>
</tr>
<tr>
<td>Stage II</td>
<td>Have some idea of what to measure and how; but have difficulties in doing it</td>
<td>Prescriptive analysis</td>
<td>Subjective approaches to data collection</td>
</tr>
<tr>
<td>Stage III</td>
<td>Know what to measure and have some possible available appropriate methods</td>
<td>Inductive and/or deductive inferences are used by applying parametric statistics</td>
<td>Normative and/or subjective approaches to data collection</td>
</tr>
</tbody>
</table>
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what you are looking for.

(c) Once you have decided on the type of data to be collected, then determine how you will get the information.

(d) What insights do you have with respect to the potential data that is to be collected or could you get by discussing the potential data with someone else and decide how you will connect the information together with respect to the problem.

(e) The quality of data to be collected will be predetermined by the problem.

(f) Decide upon the usefulness of the data to you or the person(s) who will use your results.

(g) Predetermine the gap between the starting point and where you would like to be or claim as a result of the investigation will determine the quality of the data needed even though you are exploring the phenomena.

(5) What do you perceive that you will need to know about the problem with respect to some end point.

(a) What is known about the problem at the present time?

(b) What type of results would be useful to know about the problem: how different variables relate to specific insights into the problem?

(c) What are potentially useful or interesting variables that are of concern with respect to the problem?

(d) What potential relationships would be useful to learn from exploring the problem?

(e) Review of the related discipline literature with respect to the problem or other pertinent literature or adjacent
disciplines.

(f) Survey people who have had practical experience with the problem or study.

(g) Determine from the search or discussion the frequency with which some things occur or with which it is associated with something else.

(h) What are the characteristics of the problem, are there overlaps, what things can be chunked together for purposes of showing relationships?

(i) As a consequence of the reviewing the literature and other person, how familiar are you with the phenomena now or do you feel that you need to explore the relationships of the problem with someone else who is not familiar with the problem to determine if the relationships developed seem logical which may give insight as to how the things are related?

(6) Identify sound questions, promising concepts, and preliminary hypotheses that have not been developed (Festinger).

(7) Determine how to gain insights and propositions from a case, which had similar problems related to the phenomena.

(8) Narrow down and explore the relationship among the variables of interest (see Tables 1-4, pp. 97-100).

(9) Determine the salient variables or relationships among the ones already selected.

(10) Go over the elements of the problem and study the relationship.

(11) From #10, do you see any potential solution or way to investigate the relationship with respect to the problem formulated?
(12) Do you see any flaws in the relationships with potential variables of interest?

(13) Begin to chunk various relationships together.

(14) Articulate all the above into possible theory, hypotheses, and what you expect to find out as a result of the investigation of the phenomena.

(15) State your hypotheses, if that is your purpose.

(16) State your theory of the relationships, if that is of interest.

(17) Restate the problem in at least three different forms.

(18) From #17, does the restating of the problem alter your hypotheses, theory or change your confidence in your understanding of the relationship?

(19) Want to list all variables of interest with respect to problem.

(20) What is the structure of the relationship?

(21) Fully lay out your plans as much as possible. This will enable you to keep track of what happened, what changes were made and why. You will get clues as to where you need to alter, drop, or see potential trouble spots.
An Exploratory Research Process Model

Figure 16

Diagnosis

Problem Selection

Research Purpose or Objective
- Plan how you will achieve the purpose or objective
- Determine what the criteria will be in advance of data collection
- Determine the possible critical or significant relationships, variables, hypotheses, theories

Problem Formulation

Identification of various kinds of problems, situations, or phenomenon

Identify kind of appropriate techniques

Refinement

Problem reformulation
- Narrowing and/or enlarging methods for data collection and analysis
- Reconsider your search strategy in light of additional information or intuition

Surveys
- (1) Literature Review
- (2) Experience Surveys

Comparing your prior knowledge with (1) and (2)

Results

Report accurately the outcome of what you did; pointing out biases in favor or against your procedure, your technique for search, and collection of your new insights into the problem formulation.

Consider how you might refine your design in the future if you were to do it again.
CHAPTER V
THE TRUST PROJECT

5.0 Introduction

In this chapter we address the problem of applying the exploratory re-
search process model to the TRUST effort. What we propose to do is to
describe the stages and the components of the process in terms of the TRUST
project, followed by a discussion of what happened.

5.1 Background Information

Browne (1976, p. 3) states that the

Council on Population and Environment (referred to as COPE)
was organized in 1969 to convene the First National Congress
on Optimum Population and Environment. The Congress was
held in Chicago in 1970 with about one thousand persons from
all walks of life in attendance. .... several factors
helped determine the nature of COPE's next undertaking with
interactive media which was the TRUST project. Because of
the experience with the RTA program, COPE saw the possibili-
ties of using the interactive media process as a catalyst
for effecting citizen participation in public policy deci-
sion making.

In 1974 TRUST developed a Criminal Justice Project on crime, personal
safety, and the criminal justice system. Their approach was to involve
citizens in discussing public policy issues that concerned them. The use
of the media was seen as an appropriate tool to stimulate such discussions.

The Chicago area was confronted with an alarming increase in crime as
were other metropolitan areas. The criminal justice manpower and technology
had been repeatedly beefed-up but to little avail. Therefore, in response
to this situation the project was funded. The writer's interest in the
project was based upon its exploratory approach to the problem and tracing "the impact of a specific program on large and/or diffuse systems [which] present considerable problem [to that] specific program." In the initial planning, one approach which was considered included:

1. To concentrate attention on the decision making process in terms of the decision makers and the information they received (see Weiss' dissertation, 1976).

2. Depending upon the proposed change, the "decision makers" could possibly include: (a) the participants themselves; neighbors or others with whom they have pre-existing or "new" formal associations; officers or leaders of pre-existing or "new" formal groups with which the participants may (or may not) be associated.

The process of identification is iterative: initial identification through participants or other sources of information; progressive weighting and evaluation; and recycle (Note 10, p. 3).

TRUST (To Reshape Urban Systems Together), formerly known as COPE (Council on Population and Environment), first interactive media project was organized in cooperation with WTTW-Channel 11, Chicago's public broadcasting television station. WTTW produced a special entitled, "You Can Get There From Here," which was an hour-long program that focused on issues related to the proposed Regional Transportation Authority (RTA). The Council coordinated numerous community organizations that assisted in selecting the issues, designing a ballot, and distributing copies of it throughout the metropolitan Chicago area. (For more information on the history of TRUST, see Browne's dissertation, 1976).

Their second interactive media project was funded by the Law Enforcement Assistance Administration. The project involved local community members
who were recruited by COPE to form viewer discussion groups; these groups watching four half-hour shows, one per week, and then discussing them afterwards.

The purpose of the proposal to LEAA was to describe the process in organizing citizen participation groups in order to facilitate similar groups in the future in communities' issues, improve communication between citizens, experts, and professionals so as to bring about constructive results, and strengthen support for cooperating organizations and their programs (Quarterly Report, p. 2, 1976).

5.2 Stage I (The teasing out of any relationships)

The TRUST effort in terms of the components of the process.

(1) Diagnosis consists of

(a) Purpose of the project was to describe the process of organizing citizen participation groups in order to facilitate similar groups in the future in community issues, improve communication between citizens, experts, and professionals so as to bring about constructive results, and strengthen support for cooperating organizations and their programs.

(b) Objective of the project was to conduct an evaluation of the above purpose. This effort was divided into three tasks: program evaluation, impact on subsequent behavior of participants, and impact on the criminal justice system.

(c) Formulation of the problem which was identifying decision makers in the criminal justice system who generated change in that system; identifying those relevant or those reasons
why participants participated in the project; and evaluating the intervention: a four-part documentary film, "And Justice For All."

(d) The problem selected was citizen participation groups with respect to the use of the media to conduce change in their behavior towards the criminal justice system.

(2) Refinement and/or reformulation involved using information that was already in existence about community groups in order to organize groups with viewer discussion leaders. The viewer discussion leaders and the participants were followed up on by using questionnaires designed to measure some of the consequences of the intervention (see Browne, 1976). From the questionnaires, subsequent activities of groups could be identified with respect to the criminal justice system (see Weiss, 1976).

(3) Applicable methods for the interactive media project included telephone interviews, open-ended questionnaires, and personal interviews. Frequency distributions summarized the data collected. There were pretest-posttest questions designed to evaluate how well the program was carried out.

(4) Results reporting included a descriptive evaluation of the interactive media project and how to most effectively organize citizen groups.

In each additional stage, the process may be intensified by narrowing down the chain of events which followed the intervention.

5.3 Stage II (Is examining selectively some specific relationship)

(1) Diagnosis consisted of following through on those groups which
were identified as having some activity which could be contributed to the efforts of the project.

(2) Refinement consisted of narrowing down of the specific groups of interest with respect to particular activity.

(3) Applicable methods consisted of trial-and-error, intuitive hunches and using the knowledge of the experts in an attempt to address the unstructured aspect of the problem in order to develop theory on the process and provide some methods for future groups who might be interested in running a project like the interactive media mentioned earlier.

(4) Results reporting consisted of descriptive statements on how to locate subsequent effects on participants.

5.4 State III (Is the direct preparation for a priori proposition testing)

(1) Diagnosis in Stage III would have consisted of testing the relationship between the independent variable and the dependent variable.

(2) Refinement could have consisted of shortening the chain of events by specifying some feasible or tangible problem that could be related to the subsequent effects on participants.

(3) Applicable methods would have included control groups with before and after measures to evaluate the effects of viewer discussion groups.

(4) Results reporting would have consisted of significant statistical reporting.

The remaining discussion will depict some of the prior planning which went into the design of the intervention and what was captured or lost in
the process of implementing the plan.

Thompson suggested in the early stages of the project how to identify potential groups which, in a broader sense, include more than groups which were in existence prior to or at the time of the interactive media project and which could be identified by records of individual activity during one or more of the phases of the program. Other "participants" may have included the following:

(a) Pre-existing groups whose participation were not reported in the several project records.

(b) Individuals who participated but did not report their membership in a pre-existing group.

(c) Individuals who participated who subsequently joined or became active in pre-existing groups which have not been identified.

(d) Individuals who participated who subsequently joined newly created groups.

(e) Individuals who participated whose subsequent activities were individual rather than group based.

(f) Individuals and groups whose "participation" were less direct.

Another dimension of "subsequent behavior" may have included activities which could have been traced to the interactive media project but not necessarily from the group or direct participation. For example, the films and the supporting materials have been used by groups subsequent to the main showing. In addition to subsequent behavior as a result of this use of the products, other potential areas of follow-up may have included:

(a) Effects on individuals and groups who were active in the initiation and planning of the interactive media project; e.g., planning or carrying out of related activities.
(b) Effects on individuals and groups who were active in the review and approval process; e.g., ILEC, CCCJS, etc.

(c) Effects on non-participating individuals and groups who have subsequently observed the "effects" of the interactive project.

This listing of potential "subsequent effects" suggests that not only the direct impact upon participants but also the progressively diffuse effects, some derived from secondary characteristics of the project, present a complex and difficult problem in identification and evaluation. It would seem clear that something more than self-serving assertions of "success" and opportunistic anecdotal sampling would be desirable, and something less than a comprehensive historical inventory can be accomplished. One possibility is to prepare a formal model of the set of possible non-trivial effects, and to identify the potential sources for systematic sampling, both through tracing forward and backward, within the context of a planned exploratory research approach, drawing upon methods used in diffusion research, and related areas (Progress Report 2, 1975, p. 5).

In attempting to know what are the relevant or critical subsequent effects of a program, intervention, or impact on participants, strategic planning for capturing those effects are crucial. But how does one map out such a plan and what are the appropriate methods or procedures for accomplishing such an effort? First, one needs to know what type of effect to look for; second, how to measure the effects, if in fact such effects exist; third, what can one reasonably expect to find based upon objectives and criteria of a program, project, or intervention; fourth, how to locate data points from the initial phase throughout the program or project; fifth, how will those responsible for gathering the data be monitored to determine if the procedure that was developed is being used if it is a
critical measure of effectiveness; sixth, what standardized procedures for recording events will be used which will provide explanations of why certain procedures failed or were successful; seventh, how to handle inconsistencies, or new information, corrective steps, with respect to the reliability of the data collected.

These are some of the types of questions which have to be answered when dealing with programs of this type.

According to Thompson (Note 3, 1975), the problem of progressively identifying subsequent effects has opened the more general, and critical, question, of how one can assess the diffuse impacts of a social intervention and, in turn, the broader question of how one can distinguish, beforehand, the program, or parts of a program, which are amenable to formal, rigorous research methods from the program which provides a basis for exploratory (and/or descriptive) evaluation only.

He further states that the evaluation objectives, and requirements, for a proposed program can, and should, reflect the nature of the program and a realistic assessment of the methodologies available to carry out an evaluation. Where there are available methodologies and/or credible evaluation of the direct (or even subsequent effects) of the intervention which can be expected with reasonable expenditures which the grantee should be expected to include in his program. If he does not, information should be available to allow him to assess what can be done and, if necessary, acquire the specialized consultation necessary to provide for it. In contrast, where the nature of the program does not allow for a priori proposition testing, the evaluation should be limited to a description of what happened, plus, where appropriate, an exploratory evaluation of the effects.

It seems clear that it should be possible to distinguish the above
two cases, based upon the initial description of a proposed program. By examining the intervention and the desired impact, the nature of the parametric conditions should be roughly identified. The kinds of measures, the range of sources from which to obtain measures, and the ease or difficulty of obtaining information should provide a rough basis for estimating the likelihood of achieving credible results. If the credibility is low, an exploratory design should be examined as an alternative to increase our understanding of what happened. These questions, based upon our modeling of the process, appear to be not only important but possible subjects to useful answers (Note 2, 1976).

Thompson and Rath (1973, p. 5) say that a well-formulated problem is one in which one can tell when the problem is solved and if one has some hope of solving it. Objectives are established for the well-formulated problem. These objectives have to have some amount of measurability. The criteria are the series of measures which establish how one will tell if the objective is met. This also may include other measures dealing with spillover, with side effects which may be desirable or undesirable if one wants to evaluate making one's decision.

They also state that:

... very often evaluations in the early life of a project after an event occurs can be used for corrective action. Other evaluations are made a long time after a project is finished to make an historical assessment of the quality of a project. ... That is, one should be able to use evaluation procedure on itself and the outcomes of an evaluation must be amenable to evaluation. (p. 8)

Planning involves looking at skills, tasks, organizations, and interpersonal relationships to achieve the desired future end. Control is very similar, and it involves knowing where one expects to be and where one is,
then one develops a set of changes in skills, tasks, organizational structure, and interpersonal relationships to there (Ibid., p. 8). Bennis (1968, p. 64) speaks of the above concept as involving planned change which "can be viewed as a linkage between theory and practice, between knowledge and action." It plays this role by converting variables from the basic discipline into strategic instrumentation and programs.

5.5 Subsequent Effects of the TRUST Project

The "Impact on Subsequent Behavior of Participants" was one of three tasks included in the proposal by TRUST. The purpose of this task was to determine the effect on the subsequent behavior of the participants. Potential questions of interest included whether groups were able to achieve the results which caused them to be interested in participating, whether their organizations were strengthened, whether they were able to develop bases for increasing participation, and whether they were working for change in the criminal justice system (Quarterly Report, 1975, p. 3).

To trace subsequent effects of a program required sampling of participants at different points in time: at the beginning, during and after the intervention. Some desired activity may occur immediately after the intervention for only a short duration. These activities which were started may cease shortly after only to be begun some time in the future. This occurs or may be explained in terms of the nature of a group. The initiator of the activity may be new to the organization or the initiators become heavily involved in survival issues of the organization. Once critical issues are taken care of, the initiator goes back to continue the activity started if it is purposeful to the image or need of that organization.

Another concern when addressing the issue of impact on participants
and/or their activities is the rate of turnover and commitment of its members to a specific activity.

Therefore, one cannot conclusively say that one group or organization has been inactive because the point of entry for one's measurement may not reflect present, past or future activity which may have been stimulated by an intervention. However, the more reliable the measures, the more planning put into the intervention and reliable personnel to do the work, the more one can directly or indirectly assess the effects on participants and/or organizations.

5.6 Did We Miss Anything?

From Browne's (1976) evaluation of the interactive media project and her raw data, some of the groups which had some activity could be identified. Those groups which warranted further inquiry with respect to criminal justice systems were identified and followed up on by Weiss (1976 dissertation).

Sources for identifying these particular groups included: (1) interviewing COPE's staff; (2) interviewing individual participants who gave informal feedback to the director of COPE; (3) news clips about other groups which participated in the project.

5.7 The One We Captured

There were groups which had some activity after the intervention took place. It should be noted that these groups could not say specifically that their activity was due to the TRUST project. However, indirectly, the project provided ground for that activity (see Appendix A).

More groups became aware of groups which had interests that were
similar to their own.

The TRUST project helped organizations to become more familiar and/or active with other organizations working on criminal justice problems in that:

(1) Organizations contacted many of the agencies that were involved in the TRUST project
(2) Organizations learned about community groups working in the area of criminal justice
(3) Useful contacts were made
(4) Stimulated efforts to seek possible sources for funding
(5) Provided helpful hints to organizations on possible sources for funding
(6) Private organizations were identified which were concerned about criminal justice issues.

5.8 The Ones That Got Away

For programs like the TRUST intervention, it is difficult to measure the short-term impact on the criminal justice system. To be realistic, a small change in such a big system as the criminal justice system is difficult to measure. The only things which would make a drastic difference in the system would be that some revolutionary changes took place.

The impact of the intervention on citizen participation is also difficult to measure. If the impact is only defined for the target group which participated, then that target group would consist of long- and short-term participation. Here again, the behavior of citizens fluctuates over time. If you measure their participation at one point in time, then it is necessary to take later measures long after an intervention has taken place.
Most of the time, when that critical measure should be taken, the project has ended and no money exists to measure such subsequent behavior changes.
CHAPTER VI
SUMMARY AND CONCLUSIONS

6.1 Tying Together Loose Ends

The components of the process taken separately are not unique. All research procedures consist of these components in varying degrees depending upon the researcher's understanding, purpose, interest, and problem formulation activities. The general components of the process included:

(1) research purpose
(2) phenomenological concerns
(3) techniques (data collection, analysis and search) activities
(4) classification schemes

However, we stress the need for critically applying methods with proper understanding of the underlying theory as most useful to the process.

6.2 Summary

Our discussion and examination of exploratory research emphasized how crucial the problem formulation, choosing the problem and available techniques are to the process.

Other processes such as diagnostic, scientific, legal, medical and research processes are emphasized to show the interrelationships which exist.

Frameworks for handling complex problems were stressed such as the "cloud of variables," decision points, a priori proposition testing, confidence/utility, and systems procedures.

Alternate forms of discussing exploratory research were discussed such as pilot study, descriptive study, case study, participant observation, and
experience survey.

More important were the discussions on the various stages of exploratory research. The early, middle and late stages of the exploratory process emphasize the uniqueness of the model. It was pointed out that the early stage was the teasing out of any relationship; the middle stage was to examine selectively some relationship; and the late stage was the direct preparation for a priori proposition testing.

A checklist of things to consider when doing exploratory research was provided as a proposed procedure which would facilitate the research process.

Various models on processes, technique analyses and paradigms, and measurement procedures were presented to enhance our understanding of the problems involved in developing the process model.

6.3 Conclusion

We feel that this initial examination of exploratory research assumes that we will more critically evaluate the usefulness of exploratory studies in the future. Just as other research designs include guidelines to direct the researcher's effort, the same thing should be true for exploratory research. Partially, over my concern about the lack of activity on this issue, I felt this research effort was needed.

We are in hope that this research effort will provide more interest about this subject area; also, that stable dimensions for exploratory research will be developed. We foresee some of the advantages or long-term benefits of some stable dimensions which actually describe certain aspects of the exploratory process.

We are looking forward to the mathematical examination of the process
using pattern recognition, factor analysis and other theories in developing a mathematical model of the behavioral process of exploratory research.
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Report

Hello, my name is Jo Ann Roseman and I am calling from Northwestern University. I am working on the subsequent effects of TRUST's citizen participation project that was conducted in 1974. As you recall, the project involved organizing groups of citizens who watched films concerning the criminal justice system that were shown on television.

I would like to ask you a few questions concerning any subsequent activities that you or your organization have been involved in; especially if TRUST has been helpful in motivating or initiating those activities. Could I call you back, or would now be all right?

1. How concerned are you about community problems?
2. How active are you or have been in community affairs?
3. Do you know of any activity that you or your organization has been involved in which TRUST provided some stimulus to?
4. Has the booklet entitled "Avenues to Involvement" been useful to you or your organization? If yes, how?
5. Are you aware of the four-part documentary film on "And Justice For All" is available on loan from TRUST?
6. How does one get citizens actively involved in volunteer programs; community based recognizance programs; community based probation and patrol support services and citizens to organize projects that require support and consultation from criminal justice agencies, from your experiences with groups?
7. Do you think that the things which were done by TRUST have had effect on any of the activities that you have become active in for a long or short time since the showing of the films and the Action Fair Conference?
8. What do you feel are the essential parts of a citizen participation program which will motivate groups to take action on things that are of interest to them?
9. From being a participant in the project, what do you think would have motivated the group that you were a part of to take action?

10. What do you see as the citizen's role in motivating or promoting support of programs which affect them?

11. How important is it for citizens to know the opinions of other citizens, experts, and officials in affecting the decision makers policies concerning community problems and/or projects?

12. The TRUST program covered a lot of different issues, such as the definition of what a crime is, issues concerning the courts, prisons and corrections, rehabilitation, and community support and involvement. Do you think that it would make a difference, in terms of groups taking action, if some issues were given greater emphasis, and others less? If yes, what issues, and why.

13. The program had a number of components, such as the films, the booklets, the discussion groups, and the follow-up Action Fair. Other parts were the planning of the program and now the evaluation of the subsequent effects. What do you think are the most important things as far as getting groups to take action?

14. Do you know of any one or organization which contributes some of their activities from and to the TRUST project such as providing visibility to other groups about their program or membership increased because others knew of their existence, etc.
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