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11;1', 1"11"1 '!lVI". dr'! 'til,·,j 1I1';tnH;tifln~; on how tlJ rlnm:rihn a time !lIlrip:; qlliddy 

lll'i ,',I ,d~' will '"ld!I';l!!"; til'lL I'an 1m f'!Pilrly p",plairwd t.u Ilml-ntilU~ti!!imw. 1"01' 

1'1111li'l'!":; :Hid !I'lf'qi;!!!I':; !('llill I'I//' tl' If}7"l in nndl ('tlllnty and larqu dty in IlliIlOiG, 

il ili:,:/"I, 1\11' 'jllln,film, "[lid lltu llllmlmr IIf ruport(~d cl'ilTlPH :lhow n I'oennt. 

,h'r'/'f':/',I"'" Iti /,1 Idw',':;, UH:j'I' w:w ;j l;iqnificnnt rncnnr dccrnnso. In 10 of t.heGn, a 

';p"I'llil' !11!lIi1lj \'1111 fH' f'll/lid ;Ift!!r which Ihn ~lorieB hD~lirw In dCel'Unn8, amI n two 

:'("jlllI·tt! Jill!' lIlI,!,,':drlfj hdlll'P Ifmt fllOIl!.!1 afld doeronsinq after it is n sirjnificanl:ly 

til'l [1'1 '''':1I'1'11'1 iOIl III 1Ilf' ~;!:I'i[':) Ih:lII a Btraiqht linn with no chn()~le in dirnetiull. 

I f>r'!;1' III I iIIif' :iC:/'iI'!i, with t:w f.llnlilllJ point month in parentheses, aro the 

tlllll}'willq: 

i\!loll illll'qlnry U\UqlHil., 197'j) 
1\11011 I'nbtH' l'Y (l Jr'l (Jlmr, 197'») 
Bl'llt!villf~ IlIlI'lIlmy (! )ncetntwr, In)) 
l 'lib 'tl!Jo f le iqhtll IJllrljlal'Y (,'June, L 975) 
I lnl<alll hlll'qlary U\pril, 1973) 
llqill IJtlrqlmy (Llt-tuiler, 197')) 
,)nnmy County hllrlJlary (November, 1973) 
Lnrwinq bUl'qlill'Y (I\uqunt, 1975) 
Livillcjnlon COllllty bUl'Cjlnry (July, 1976) 
MWllHl COlJrtly blll'lJbry (Jnnuary, 1973) 
Maywood bllrqlnry (September, 1975) 
r'\Jorth Chieaqo hurqlary (October, 197)) 
North Chicw)o robl)(~ry (September, 1973) 
Peoria County rubbery (August, 1975) 
[{(HJinrt 17 bUJ'qlnl'Y (November~ 1973) 
I\ock Island burglary (August, 1976) 
f{ock Inland COIlnty burglary (July, 1976) 
f{ockford burulary (July, 1975) 

rhe rnethod of analysis in t.his paper has three stages of tests. Each 

HllcCeedin(J stage describo:> Lhe series in more detail. Because many series are 

eliminated by the early screening testJ the time and effort reqUired to do the most 

d(~tail()d tost is used only on those series which justify it and where the greater 

detail in required for a particular decision. Even the most detailed test, however, 

is still quicker to do and more easily understandable than would be a time series 

nnnlysis usine] more sophisticated techniques. 
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ThpHP tests urI' ,) Pl',lt'tit~ll solution ftl!' tilE' pbrllH'l' tIl' d"I'millll 111;11,,'" \.;ij<1 

ncwds tl :1irnple dcseriptiol1 of a tirrH' Sl'l'j('G. ~;nrnp del'igimm rt'llllil'!! !'lllll!'!I"_ 

mmiysis. Other' del!isions 1'l'quil'P a i{!m; tlnt.aill'd <Hl.llysin wh:dl h; it',;,; ! illl" 

consurninu to compute and easinr tu (~nnHmlllh~ate. Tilt! ildv:Ult.lql' :d till' ;;HI1!,h' 

tests in this paper is that. they enable on :lllaivHi t.o dt'!il'l'ihp C\ I llfllpk"l\ 

dat.a in mm~c()rnplex torms. 
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nlP (lIIilly:;in uf ,'l1d!lqp ll\'IT 111ll" III fl,t' 111!!lI!H'l' "I l'riin': il'l!.' 0"11 

analysiG of t~ri!Tlp ddl'a) m ntH' !If lilt' !lIn,;\ 11,,1'1111 I,m!:; d\;uhill!' \,1 ,'l,l!"i!l;;! :11' I!, i 

plnruwl'!, wid dpcL,ilHl rmlb'l"" linw ~;i'rif'~; d!l;tlV~;b, inl'ltlt\I',. till' .!t";\'!I!,l!HI ! 

pnttnrflB of cllallqn ill UH' p~lUt ;\tlt! IIH' t1~ii' 01 jl:d dill.! III ftH'f',':d 1!11i1 I;;· Ildw;' 

Bot.h dem:l'iptioll .md furm'H:;tinq aI',' W;"llll, Ill!!. liI'iUn'l lilt'l!lI"l I'; 'II';II'i,:ll.. 

available to criminal jill;! kl' dpt~isiofl 1l1ll1;!I'~;. 

t::"irst, fTlflfly aillTlirliutl':ltlJr!l ;In' lint !':Iflli!idl' wiU, :;Ia! I,ljl il"; :tpprll!1n:di' \0 

tilH8 snl'iou anolysin. SpCC1JH1, I~VI'11 it til(~v :n'{' t'llI11ilim ,-"dll! lillwa'l'il':; ;iI,:d\',)!' 

method;" tilOy rnny nut hav p mTH!i,; III lill! ['llIlllHlh'l' pad:dl\!';; rH'I'!';i:;.1I v "I P"!'! i!'ill 

ttmrn witl! lltly Bpuud. ("or ex,!fnph~, til(' I~tl" :ulIl .hHlkillt> .. III/!.) :;IClIi:;!il~:d lilli' 

serit1s mmlellinq ITlnlilud:; an~ :ilJ ('ulllrnnnly 11:;,'d IhaL Illp)! m:ly hI' I:dlh',j d:\:;';I!';\!, 

but cornplltnl' pucknlln:, Umt ('all hrmdlp t.lH'f:lj J1lPt.hod:. (!l't~ :;1111 IJl~illil tlt'Vt-lop":!. 

Currently there it; nn ninqlr} p:H'kmJn Illal. iH an "ollltI1t1l11y i1::i'tI :!lld ,10; wi'll 

docurncntcd and Bupportnd :w !;PS~~j (Nin, t~t. ill., 1')/',), \!Illicll l"1II fIHlllll,' ti'IH: fi(~l'il'" 

analysis dnly with difficulty. 

Third, Dv~m whon ttl(! <lIlulyst is familial' with ut:lth;tir':d rlludldlil1q tl'dilliqllf',j, 

and H computer packwJo iri dvailnllio, nrwl1 h!dmiqUt':; mav iltl! alwiI)'!> hi' 

appropriato t.o the qlloutioB at halld. ~JtaUGt.ir~al tinlO :;nriPD ltHlt!nl1inq t.1'l'hlliqtli::; 

produce n detailed description of UIP pWjl pntbH'l1 uf CI G(!riU:i illld uflt:1l ']!?IIHl';lh' 

good forecasts, bllt they l'nquire H lC'!1qt.i1y nnnlyni:> of UrIch ~~nl'i('~; by Ii ~jt:ll.idii'liHl 

familiar with timo series I nodelliny. The>' produce resultn in a ffiI'! 11 that in ;Ii fjj;:llll 

to cornrnunicate t.o p(~ople who aw not Htilth;ticianG. 

Although the put tHl'I1 of i1 tilTH' :wrien may i)o ctJlTlpinx, tit ~ci~linm; dn !lilt 

always call for an equally complex de(J{~l'iptive rTlf!thod. 1\ lnm; d(!t.ilill~d ,lr'!wl'illtiml 

of the pattern of n series may be preforablu t~) a mort) dntailnd dem~l'iptitm! Ii loll!! 

less detailed description is simple and quid< tu ct)mpllte and if it.H I'l'lH!lt~; ,u", ,,;i":.' 

to present to a qenel'nl (llHJinncn. SOtnO decininns requi!'p a enmplnx HIl:llynb. I'm' 

example, decisions abDut the pffpct of a purtic:ulnr prol]l'ntn tIlay I't'quilt' ;, tin II ' 

series exporirnen t. using statiBt ienl modeUi riC] tt;chniquD:; (m~t.' Ula:iG, pt. :li.U 7'1.) hI 

other decisions, the level of detail pl'Clvidml by a compin', 'ifHlly!,in :113\ bf~ 

sacrificed in favor of a simpler analysiG which in less time cOP:>lJinirHj til t'OlflfJllt !' 

and easier to communicate. 

t 
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In Ill{! ff)llllWifllj ':i!.llnl.i'lll:'i trJI '>)";Hllpit:, :t liimplp df~!Jc:ripti!Jrl of lim (jonerol 

(l;It I f~l'Il ot i\ ~.I'I il'" 1'; ;IPPl'!lpl'ial!'. It !IInr!')! ',f!I'iw;, ~;tJdl W.i 1.11(> "ll·(j Illirmin emmLy 

lUlIl l:nfl" I'ily Inti!'\< fJlillJPI Y ;lIld bUl'qliu'y ',PI i,"j, IIII]!;! hi! nTmlyzed qlJit:klYl (!omplnx 

tHrH! l;r'l'ip~, :ttlalyni~; Iplltrtiq!ll~:; I-pq{m'l~ too lII!.wfl time 10 tWi;, If the results of !l 

f)F~!w!'ipl IV/, :umly!,i:; nlll!'! hr' pl'Pwmt.pd ill r'nr\l~rf~tn tnrmn to on Huc.linnen Df non

nt.;ltirJt\I'hlll!ill:nmplnx tHrilllirl'lf':; ;U'B t()U nl>~;t.rar't. If tho unly inflJrrnntic)I1 nondod is 

:111 Illltlill!' of thn pnU,!!f'rI of tllP lil'rim), COlTlplf>x tm;IHliqutls are not nncessnry. 

1\ mrnplo, :;Lrniqilt fnrwnrrl rrllltltr.Jd of lillie' neriuG nnnlysis is noodnd, ono thnt 

i!; ndnqwll.n for n qPllUl'nl dnw'riptitlfl uf H Lime nurion, that is quickly nnd (maily 

dorlD, nnd tllnl' (~nn hn I!a!)ily Ilxplninnd t.o 11!.Hl-!JtHtisLidmlS. Th£.-} sories of tosts usn!! 

in thin pUP"!', tnntll fOIIlIl! ill til!) tirrw Hnrio(l mmlysis literature, nnch more detailed 

thnn Uu' last, cOfwtitutns BlICh n Illrt.hod. This met.hod in only appropriate for 

dosc1'iptiVfJ mmiyuis. It wi!! lH~itllnr qnnornt,c> forecast.n nor oxplain any observed 

dmrlqos in I:hn IlfH'im,. t It will :mswnr deHeriptivD questions such HSr IfHns ther(~ 
b(H~lJ II J'lwnnl: rJ(l(~rnnGn ill Uli:~ :mries of lndux robburies?lI It will allow on mlHlyst. to 

dn!l(~['ibn n C'omplnx snl'irn in r\(m-(~ornplox tnrmn. 

IhiB t'Pport qivo!> detailed illstruGtioflH on how to describe time sories with 

this tnothod. It: uses lllino in Indox robborios and buralarics ns an t~xnmple. 2 

Nnt.icmally, the numbor of burglary and l'obbBl'Y Index offenses reported to thJ 

polino nnd "found by tho police to DC tually have occurred in their jurisdiction bogan 

to docrfJose (rftol' 1975 (Fiqurl~ 1a.) In Illinois, reported Index robberies began to 

deCl'CHlBe after 1974, and burglaries, after 1975 (Figure lb.) Those nationai ... and 

stnt(~~lcw(~l trp,nds nre of little inter(~st tl) planners nnd d8cision makers at the 

county or municipal level. These analysts want to know which of the local trends 

oxhibit the snrne decrease as do the state and national trends, and wl1ether the 

dt:~crease is flot n chonce fluctuation, but seems likely to represent a real change in 

tho direction of the trend. 

IFor those who need more than the simple techniques described here, two good 
introductions to time scri~s analysis are Nelson (1973) and Kendall (1976).) Also 
see the forthcoming SAC publications, ,How to Handle Seasonality: It's Detection 
and Analysis) and Describing and Forecasting Chicago Homicide. 

? 
'"Robbery Index crime includes robbery, armed robbery, and attempt(;d robbery and 
Elrmcd robbery (F'BI 1977:16). Burglary Index crime includes forcible entry, 
unlawful entry with no force, and attempted -Fe .cible entry (FBI 1977:23). For 
official definitions of "offenses reported to the police" and "offenses actually 
occurred in the jurisdiction" see F'errin (1977) and Kok (1979). 
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r 
Hnfol'n any o><.pinnatiofl rot' :1 dm:rense in rcpm't,nd offenses in attcrnptnd, nnd 

ludor£! illly mJmini:jtl'ntivn r~llnrJ(J(~s nru made becnuso of tho docreaso, it i!l 

rW('(!!l(HI!'y ttl IHl mH'£! thnt. a dnereo.so really did occur. It is noccssmy to describe 

ll'f![JCJu in reported burulnrios or robberies before tryinq to explain them or usc thern 

nn lmnoll for prodietion. r ilia rnporL answm's the simple dnscriptive question, 

"Wllidl of tho .s!tll city Hnd lnrqn county robbery and bura1ary series in Illinois show 

n t'!H:tmt dOCl'tHlIm?" 
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Illil\ois l~ou!lLi('!l mHl I'ilil'l1 with ;\ pupulal iOIl ()Vt~l' ~"\(llill \\1\'\'1' l'lIn!;!'!! tm 

antilysis for three re(Umf)fj; I) to dptf,'l'lllilll' in whidl 10l~i1lHil'!i \Ill' tll'Cl't';WI' IItlft'd 

at tlw state level occurred. 1) to pl'ovldt! t.llit. infOl'/llntillll to Inc:ll !t,vp! dl'l'i!JltIlI 

makers, and ;) tu dOI1lOlwtrate slrnplp tilTH' nl'rii'~; mmlynin ilt till' Im'al II'VI'I. 

80cauBD sornc of the mnallpr count; un II iiqht I mVtl tot) fl'w rnpnrttlCl rohl )(11' it ,~; 1Ji' 

burglnrics pOl' month to rnakn HfmlY!iw nf 'Hmt.l1ly HP!'i!'!; pmmiblll j ::tHTIP 1'(HlIlt il'!; 

were combined, f'tJr thn monthly :11;,;', "f" into Illirmiu i ,ilW [nlt;t'('\'!lIl'1l1 

Commissiot1 CILCC) plnnninq rouinr1s. For dutailr; of thin) HlH' ApP('(Hlix 1\. 

Kopor-ted robbery Hnd bUl'qlnry Imlnx 0 ffofltlOH woru (~I1OBnn irmtl'ad uf fill' 

total Index Dr other individunl Index crimm, bmmwm 1) they nre lTlort' flWnnr()lW 

than SOfTl8 otilol's, and thus morn likely tn nave nnol1!Jh ('rimoD pnr month fill' 

analysis, 2) they represont one proporty crimD find onn porsOIml or violnnt l~riIfH~ ~ 1 

3) their reportinl] rates are Inns likely to h,wn cilnnqcd in roecnt. yuar'S thHP f:I11~ 

reportin~l rates of rapu and nlJgrnvntcd mmuult\ and 4) tlwy hnvo boon cilOmm by 

sOlne locul Illinois dedsiol1 nmkers ns important "target crirrws ll (nno I<u and ~)tnith, 

1977.) The ynnr8 1972 to 1977 wnre chonem for analysi!) becUlHlD tho Illinoin 

Department of Law f:~nforccrncnt (DU:) b8~Jan to Gollect and report Uni form Crimn 

r~eports (LJCH) data for all Illinois jurisdictions in 1972t :md 197U datu wnfU not yet 

availHb!o when this pl:lr)Cl' waH written. 

The source of the dutn used in thir> analYGis is thn Statist:ical Analysis Ct~ntnr 

edition of the I11inois UCH (I-UCH) data files for the years] 97'2. throutjll 1977 and 
(> 

for each month of t:lOse years.) In addition, the nnnlysiH l/SUS yearly 1:)7 1 totaln for 

3The Violent Crime Hate is defined by thD FBI Unifol'!I1 Crime Ht'p!)l't.u aB tl"~ 
number o'f rep(')rtl~cI Index murders, 'fordble rapes, robberies and aqqrnvutetl 
assaults PCI' 100,000 inhabitants. The Property Crime Hat.o is tIm number of 
reported Index burglnries, Inrceny-thcfts nnd motor vnhicln theftH per 100,UUO 
inhabitants (FBI 1977:6). 

l~Both rape and aggravated OGS(lul\;, cspeeinlly dOfT1est.k violence, have been tMgnts 
of recent campaigns to increas,; the percent. of victims who ropnrt the m'ime to tho 
police. See Day (1918.) 

5TherG were some problems witll missinl} data. This wns Clot dit;(~()Vert~d in tilll 
yearly sDries, but the monthly series in some loc)nliti':1s were blank fur ono or more 



Iltc· mJITIf~ Indm~ nt!llf?~; <lilt! plw:lw, dBtn pmvidnd by ()LF IS [Jurcnu of Identification. 

AlthfJllrf'l r )11 [mCFlfl 1.0 frmonlly eollect and foport I-UCR data only in 1972 j yearly 

Indnx f'('jHH'luei I.rirno fiquI'wj for 1 n 1, whidl wnrn reported by the FGI, are 

CtllTlrHlJ':jhlc~ willi I 'JJ? jmH'ly fiqllrns.
6 

[l1rf,tllwl ()vnrviuw 
...... -*"" ..... -

t lID ntmlY1)w of the :540 :;nrios in orqaniznd in three stages. Each successive 

ntH')o fjivou n morn (ixnt:t mwwot' to the question o'f whether a series CCln be 

dr!!wriLwrJ Oil (lhowincJ a rOclmt decrense. Thos(~ series that survive the first and 

[locond stUt]C'fl can bc{ [inid t.o show a recent decrcose. Those series that also survive 

thu thin.1 St:HlJB can be) said to havo decreased after a specific month. 

Tho first stHCJ(~, d£:'Hlcribed in the following section, is a simple inspection of 

the yoorly sories, the yearly screening test. This test was carried out on all yearly 

l'obbm'y and bLlrglary sories which had an average of five or more cases per year. 

Thone series that survive tile yearly screening test can be said to show a decrease 

in the yearly data. Because monthly data are 11ecessary for a more exact 

description, all those series which pass the yearly screening test are analyzed by 

the second stage, which is an analysis of the monthly series. 

5 (cant.) 

months. It was difficult to determine whether the blanks were months with zero 
reported robberies or burglaries, or months in which some robberies or burglaries 
were not reported to OLE by the police. Of the monthly county and city series that 
were rlln, nine showed no data for at least one month. The last six months of data 
for 1977 were missing for reported burglary in Lombard, so its monthly series was 
not analyzed. Two months of burglary data and over half of the months of robbery 
data were missing for Woodford County. However, the best guess of John Miller, 
the ILEC regional evaluator of the county, who inquired of the county sheriff's 
office, is that no robberies or burglaries occurred in those months. A similar 
determination was made for Bond County and Livingston County burglary. 
Reported burglary in two cities, Alton and Moline, was blank in months when there 
probably were some reported burglaries. For these months, May 1972 in Alton and 
June and August 1972 in Moline, we estimated the missing data by averaging the 
data for the month before and the month after. The yearly series were then 
corrected to reflect the monthly changes. Reported robberies in McLean County 
(one month), were handled the same way. Thus, this study made some attempt to 
account for the missing data that was discovered. However, since we only ran a 
monthly series for some of the 340 yearly series, we do not know how many of the 
rest contain undiscovered missing data. For more information on the quality CT 1-
UCR files, see Kok (1979.) 

6Conversations with Pat Towner, OLE Criminal Justice Information Service, and 
Jack Hawley, FBI/UCR Illinois user liaison, 
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Monthly dntn raise's trll' pmlibllit y Umt ~ll',H;tll\nlity may .\1 fl'l't tlH' tlIlalvlllll. 

Thercforp, PHcb Sl'riC'n thnl" :\Ilrviv('~; tlH' YP,lrly !H'l'p('llim] tl'Ht ,\Tld has l'lltllhjh 

monthly ('[1SnH to nnnlYIP iH :It'('{lPnt'd for Hl':ulnllality. 11u' rl'Hults <ll'!' dl'lil'ritlt'd III 

thc noxt section, and dntailn nf t.he fT1PthDd i\l'l~ ouUirwd I\PPl'rHli, l', 

After the discussion of seasonality, trw pnpm' dnlieribt'H tim mH~otld ,ulli tilll'd 

stagGs of analysis, both of which usn monthly data. The HllCtlnd Gt.nqt' if, il ~limplt' 

test of whether the decranse apparent in tho yearly Bt~rinn is aim) nppnl'l'nt. ill till' 

monthly series. For many purposGs, no mort' dctailNI description hl m'(.:nsu;H'Y. 

Where more detail is nocessary, tl1e third stHC]O finds tho turnin~J point of tim HlH'il's, 

the month alter which the series begun to clecrensc, and piall; 'wo Q[HJrm~rlt lir1(~ 

which increases to that point and decreascs aftor it. It. tllOn lil ·rminnB Wll(lt:imr 

this two segment line is a better description of the series Lh. a Htrniqllt linn 

showing no change in direction. 

This method does not try to explain the reasons for chanub OVOl' tirrw in ttH' 

number of reported Index robberies or burglaries. 7 It does not begin with an 

hypoth.!'?sis relating a cause tD an effect. It does not even hypothesize tllat n 

decrease occurred in a particular year or month. Instead, it seeks to describe 

trends in reported Index robberies and burglaries for the yeurs 1972 through 1977 in 

each of the 102 Illinois counties and 68 cities of 25,000 or more people. This 

description determines whether any of these 340 time sories showod n decrease 

after 1973. H such a decrease is found, an explanation of it must await further 

analysis. Before explaining a phenomenon, it is first necessary to describe it. 

7 Since the study analyzes a series of reported offenses, and not rates of reported 
offenses, it does not even control for the effect of population changes. 

7 
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I hI' hl'~jl ';tr~i! ill ttll' iIfFlly~)!ri w,r~d yc·miy rlll!.:l im:tn:.ld of monthly data. Tho 

1111111111:1' "It l'I:Pllltl'rJ 111'1".', bll!'lji:ll if:!' iHid lil(' lllHll!lIH' of l'cportlld Index roblmrieH per 

yr';lI' VI!'!!' IJl'apltHd fIJI< l;;lIlI l(wHlit,y fill' tim yrwrs 1972 throuqlt 11)77. Each of those 

!;r~!'iH'1 Jll11(:11 1IIId iJfI IlVr:n!J{~ of at i·:~,,:t five r: .. Uien pC'I' yBnr was inspeeted for B 

I'PC;l'fil dn('lfHWf', t:ltrn',!.I1n tllJllllwt cl ,':rirne:> for 1971 waG rrmrlually added to th(~ 

qraph j Or' l'(lcl1 ~;orinn) and tfH~ !lf~riH, I\:Hc3 m:lpoctod nqain.8 

H(,I.Jirlflinq with an wlillY':i:: of YI)uriy data elirnirmtns any possible 

{'CJntnrninaLitJrl by tfm effu(." ··f !;v.nnormlity. If certain seasons of the year tend to 

llil hirJh in I'OfHH't,nd OffD~·I'.~I:;", H'Hl ntlrurB low, thin variation will only appear in a 

:lf~l'ilJn of l(1ontilly ();ll;;l 

Irr ndcW:.. btJC}inninq tlw analyni~J with .m inspection of a six-point yearly 

unrion I'uther U lflfl H morn dotailmJ n-point monthly series forces the analyst to 

(lccopt only the series wltn t.lw most noticeable recent decrease for further 

analysis. If f1 recent r;l'!crnn:m in not obvious in the yearly series, the series is not 

Hflulyzod furthor. This has two results. It: makes the entire analysis easior. Some 

of the 3l tO time neries in this study needed to be analyzed no further than this first 

yearly screening step. It also makes the entire analysis mOl'e conservative. An 

analyst is more likely to make the mistake of rejecting a series which may actually 

have declined than the mistake of accepting a series for further analysis which 

actually did not decline. Since UCH data are not perfectly reliable (see Maltz 

1975), E\ conservative analysis is preferable, 

Criteria for deciding that a yearly 1972 to 1977 se;:ies shows a recent 

decrease were the following: 

8 

1) There is a decline between 1974 and 1975, 1975 and 1976 or 1976 and 
1977 that is at least as great as any previous year-to-year decline. 

2) In all years after the decline in ill above, the series either stays at the 
same level (within about ten percent) or declines further. It does not 

increase (more than abou t ten percent.)9 

In another SAC report, Robbery and Burglary Index Offenses: 1971-1977, Ed Day 
categorizes the 340 early series, as well as ILEC Regional series, into more 
detailed types of trends. His report also includes a chart of each series. 

9This guideline of ten percent was not used exactly, because the graphs themselves 
were not exact. (See Day, 1979.) 

9 
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In all ye;lr~; ~,('flH'\' till' til'i'luH' in Ii \ ,1'1\1\1'. til!' ~;t'nl':; !'Hlwf ;;1 \\' ,\! ',I" 
San\f~ 11."''''1'\ til' im,'!"(':U';\'H. II dnl':~ i1\11 d,'\'rt'il:~t' illll1'l' tll;!!i ttll' ,j, '1';",\,\' /' I 

If 1 ahnv(,,10 

;.\s an additior1l11 fI'itt'I'inn, tilt' crUlll' liqt/l'l' tor P.J/I \,,/:1:; ;,lPPl"lhh·J tp I',ll'i, 

sories. If there WI.'H.i n oeere<1nH lwtwnel1 llyn :lfld I'll:! qr!"itt~!' 111;\11 tlH' di'l'\,!';l';f' III 

III nbove, the serins WHS st'l'PPfwd out. Thin l'hmill:ltnd tIm:\{' \,t'rit'l\ wllkll !,IHlV,1 ,,j ,1 

patttHf1 af recent decline whkh may Imv{~ !HWIl pnrt ut a fnIH' \l1' fivp VPtH' \i\,1'11'. ,\ 

considerably 10n90r tirnf' series would hnvD bpen npct'tlsnry to mmlY/p mldt a :Jl'l'it':;. 

A dHficulty in the y!mrly scrnenir'lj tnnl wm~ thot BorrH' Sf'rlf'll, t>:ipN'lilllv 

robbery sHries) hQd so few eUSi35 pel' ynar thnt ev()n n 1j('llpral d('n\~l'iptiol1 of till' 

yearly trend was irnpossibln. For examplo; a city or (!Ollllty rniqht tHlVU lin t'ppol'lvd 

robberies for any yfHll' except 1974, whon thr(!o W()I'O rnp()rtt~d. t\ dOUGl'ipl:iucl of ~I 

"trend" is meaningless in such n situation. Tlwrnfot'n, wo did not aLternpL a Yt1:11'ly 

screening test on those series which had, on the nvnr(HJe~ fewer than five t:nsn!l pI'!' 

year for the six years.l1 

According to these criteria, ,:50 of the 85 counties and 31 of the 6B eities witl, 

five or more caSBS per year showed an apparont decrease in bur~Jlnry, anti 20 of L~B 

counties and 28 of 65 cities showed an apparent decrease in robbery (see Table 1). 

Most yearly series were easy to classify using the criteria. Tile Evanston robbery 

series) for example, is typical of those yearly series showing a recent deDrense (see 

Figure 2a.) The classification of some yearly series was somewhat ambi~JuoUH. 

Figures 2b and 2c, Oak Park and Peoria robbery, are examples of two of these. The 

ambigUity in the Oak Park series is that 1977 increases over 1976, but the iner(~nse 

is about ten offenses, which is less than ten percent of the highest years in the 

series, 1973 and 1974. We decided, therefore, to analyze Oak Park robber-ier. 

10 A series which decreased from 1972 did not meet the criteria for further 
analysis, since the analysis is designed to detect a change in the direction of t,",e 
trend, and such a series does not change. Only five of the 340 series showed th.J 
pattern of steady decrease since 1972, and none of the five had enough cases for 
monthly analysis. 

llThere were also a few series which WGre not analyzed because they had missing 
data. See note 5. 
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Total 

l~l~rg}!p)' 

CounL il'A 102 

C.i tl n~; DVPl" 25,000 68 

RpgiOt1H 8h 

Tntal 178 

.~~l!.l)J2Sl'!y'" 

Counties 102 

Cit:ios over 25,000 68 

Regions ab 

Total 178 

Grand Total 356 

a 

TABLE 1 

Totnl wi eh 
Enough Cas(;.~8 

p(~r Year for 
Analysts il 

85 

68 

8 

161 

48 

65 

8 

121 

282 

Number Sh(1~.;ring 

a Decrease, by 
Inspection 

30 

31 

_3 

64 

20 

28 

5 

53 

117 

An average of at least five cases per year. 

Number Showing 
a Decrease, and 
Having 60 or more 
Offenses per Year 

23 

30 

.2 

56 

6 

12 

3 c 

21 

77 

bIncludes only the eight non-metropolitan regions containing counties 
that had too few cases for further ~nalysis. 

COne of these is the combination of Region 10 and Region 13. See 
Appendix A. 
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fur'tho!'; and not to elirninat(~ it f!'om the annIY8is at this stage. lZ The Peoria series 

(F'lqUl'e 2c:) is another oxample of an ambiguous sories that was retained. The 

decrease betwoen 1972 Bnd 1973 was more than ten percent, but the decrease after 

1974 WtlO so much greater than the previous decrease that we decided to analyze 

the tlerics further. 

Tho socond stage of analysis of each s8ries requires monthly data. Even 

though burglary and t'obbery were chosen 'for analysis becaUS8 they are relatively 

nUnlet'OUs j some o'f the burglary series and most of the robbery series which passed 

the yearly screening test did not have enough cases per month to allow a monthly 

analysis (s8e Table 1). Out' criterion for this was an average of 60 reported 

offenses per year, a minimum which would allow an average of five per month. 

Many less populated counties were eliminated from further anaJysis for this reason. 

To provide some analysis of these eJiminated county series, we combined 

them into ILEC regions, and analyzed the regions when they had sufficient monthly 

cases for analysis. This procedure is described in Appendix A. Of the eight regions 

analyzed, three burglary yearly series and five robbery yearly series showed 

apparent decreases (see Table 1.) There were enough cases per month for analysis 

in five of these. Combining the robbery series for Region 10 with that for Region 

13 pl'oduced a sixth regional series that showed a recent decline and had enough 

cases to analyze. 

After the yearly screening test, 77 series were retained for further analysis: 

23 county burglary series, 30 city burglary series, three regional burglary series, six 

county robbery series, 12 city robbery series, and three regional robbery seri~s (see 

Table 1.) These series are listed in Appendix B. 

120ther similarly ambiguous series were WaUkegan burglary, Peoria County 
robbery, and Fulton County burglary. 

13 
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TL.STS FU!~ SL.ASUNALITY 
. ""'1 

The second stage Df analysis requirns monthly datu. With monthly dutu1 it is 

possihln to have n sBoBoflnl p rfeet. Acr~{)rrJinq to N!'lllon (t n~: Ill!)) IISn(lnormtity 

r1'108n$ Q tendency to repeat H pattorn of behavior ovor a sOtlsorHll period, ~Je[Jnmlly 

one year." (Italics in original.) IF a monthly time so des is aHocted by soasofltllitYI 

then an apparent decrease in tho series might l'tH:1Hy be dLJ(~, in Ptl.ft, to the seasonnl 

effect~ With the yearly screening which cannot be affectod by sonsonnlity, wo 

selected a (Jroup of places tl1at showed a recent decrease, stUll scasonnlit.y, if 

present, n,ight have affected the statistics used to Emalyzo the IDont.hly series. 

Therefore, each of the 77 series passing the year'ly screen was checked for th(~ 

presence o'f seasonality. 

Seasonality may seem to be very simple to detect, but in fact it is not. 

Detecting seasonality is more of an art than a science. The analysis of a seasonal 

series is a subjective process. There is no objective, generally accepted test; that 

will determine if a series is seasonal, or how to adjust it if it is. Instoad, thel'8 81'0 

numerOLlS tests, ranging 'from relatively simple to quite complex, that require the 

user to make subjective choices. 

The method used to detect the presence of seasonality in these 77 series was 

the X-ll computer program of the U.S. Bureau of the Census (Shiskin 1967; Kendall 

1976:63-67.) This method is described in detal! in Appendix C and in a forthcoming 

SAC publication (note 1 above.) It was chosen for the foUowing reasons: It is 

widely usrd. It has been used by the Census Dnd by the Bureau of Labor Statistics 

(BLS) since the 1950's, and many governmental decision makers are at least 

somewhat familiar with its terminology. The basic concept of the X-l.l program is 

easy for non-st@tisticians to intUitively understand. The X-ll is flexible enough to 

allow many different kinds of series to be analyzed. It contains a variety of 

descriptive statistics, and allows the USCI' to manipulate a number of program 

options. 

The X-II assumes that each series has three components: the trend-cycle) 

the irregular, and the seasonal. Each observation in the series is the sum af these 

three. l3 The trend-cycle is the overall pattern of the series, including any upward 

or downward trend and any periodic cycles such as business cycles. It could be 

DIn a multiplicative model, the three components are multiplied together to equal 
the original observation. 

15 
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t)!JtirrHltr.ri by a l(HWLwnqIHlw:; I'fHjrWmion line, or by various sorts of moving 

nvrH'iH)I.l. III Ttm fJCHlmmal is a pnriodiG cycle in the snries tllRt corresponds to the 

!JMlflrHlD or rnonthu of tilE: ynm\ TIm irrnqlllnr may he emUed errOl', noise or shock. 

It w wllnt in Inft nftor tho trofld~eycl(! and thr.; mwsonal have lmen subtracted from 

tltn nriuitHll observntirm. The X~ll program divides a series into its three 

CCHrtprmontn, nntl th(HI rH'odlj(!n~; GtntiGtics which help the user to decide whether the 

[mrinn il) (;iqnificrmtly sn,wrmnl or not. 

It i!l not always necessary to analyze ali of the X-ll statistical tests to see if 

n scH'iea is SDOG0l101.. S0rt10 lmrics aro so far from being significan tly seasonal that 

tho need 'for furtiler nnslynis f!ml bo l~lirninated by a screening program, the Bell 

Canada Modul Tost, whidl it; llsed by thE: 13ureau of Labor Statlstics. 15 This test 

woo used to sc~recn each of the 77 SL)ri(3~ for seasonality. Each series that showed 

even questionablo SCHlsOIlHli.Ly acc~ording to the Bell Canada test was then analyzed 

usin~J tho X-J.l program. 

Appendix C given dotails of the results of the Bet! Canada and the X-ll 

statistics for each series. None of the 77 show significant seasonality. Twenty

seven of the 77 series show qU8stion8ble sGtlsonality, but none show definite 

soasonality, on the Bell Canada. The X-ll was run for each of these 27. None of 

the 27 show significant SfH::lsonality according. to any of the five X-ll tests. 

Generally I the effect of the irregulat· component in these series is very high. Some 

series have a slight season8.1 cornponent, but compared to the irregular component, 

it is sm811 and insignificant. In other words, the seasonal component is so small and 

tl1e JPI'egular component is so large that it is probable that the small seasonal 

component could simply be due to chance variations in the data. 

Therefore, none of the 77 series which show a recent decrease in the yearly 

data and have enough mDnthly cases for further analysis are significantly seasonal. 

This means that these 77 mon!:hly series may be analyzed without fear that 

seasonality might bias the analysib. 

14This program was developed by John Higginson in 1977. The Bureau of Labor 
Statistics sent it to SAC. 

15For a discussion of linear regression and least squares, see, for example, Blalock 
(1972:362-366.) A moving average is calculated by taking the mean of the first 
three numbers in a series, then a mean of the second, third and fourth numbers, and 
so on. These Illeans become a new series. A moving average can be taken by 
averaging groups of three, four, five, or any number. For a basic introduction to 
moving averages, see Macaulay (1931) Of I<endall (1976.) 
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Ti10 YODrly screenimj tnst found tll:lt Tl sl'l'il'H nllow a l'l'l'l'lll d('t'rl'nm' and 

have enough cases per month to nIlow fllrt.hnr nrmlyr.in. r 11{' line lll'st dl'Iit'ribintj 

each of these series is not strnight, hut turns downward aH(~r utl~nn point. /\ltllOuqh 

inspection Qf six yp-arly points shows a recent cleerenso, thin dncremm IIlay !lut 1)(' 

evident in the marc; detailed ITlOnthly sorias, witll 72 points. nw mWllnd llbll)C' nf 

analysis determines whether the recent dccrenso notnd in inspnetior1 of thm,!} Ti 

yearly series is o.lso significantly present in tho monthly nerins. This is dorw with H 

runs test for curvilinearity. Thuse series tlmt pass both tho yonrly s(~r(1oni/l(J tmlt 

and the runs test can be said to show a recent decrenne. 

The yearly screening t(~st and the runs test results give OrlOUqll inforlYw J:ior I 

. for many purposes. If the decision maker needs to know exactly wlion the series 

began to decrease, the third stage of analysis will provide this information. Thn 

third stage consists of two additional statistical tests. 

First, the Hudson analysis determines the turning point of the sorics, the 

month after which the series began to decrease. Second, a test for curvilincarity 

determines whether a two segment line, increasing to the turning point Oliel 

decreasing after it, describes the series significantly better than a strfJight line 

from the beginning of the series to the end. 

The Runs Test 

A run is "a succession of identical symbols which are followed and preceded 

by different symbols or by no symbol~ at all II(S1ege1 1956:52.) For example, if 20 

tosses of a coin produce 10 heads and then 10 tails, there are two runs. 1f the 20 

tosses produce a head and then a tail at every other toss, there are 20 runs. In the 

first case there seem to be too few runs, and in the second caSB, too many, for a 

fair coin toss to be assumed. A runs test is a nonparametric test that tells us the 

probability that a certain sequence of events, such as these coin tosses, would have 

occurred by chance, given that the observations were really random (see Moore, 

1970.)16 

16Nonparametric tests do not make as many assumptions about the data as other 
staUsticaJ. tests, and do not require such qualified interpretation (see Siegel 
1956:3.) A curvilinear series is a series that is better described as a cueve than as a 
straight line. The runs test determines whether a series is curvitinear. Since these 
series have been screened to eliminate those which do not show a decrease, the 
curve in those passing the runs test can be said to be a curve showing a recent 
decrease. 
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Dicmory d 'ril" l~llqqt':l!:1 \I~;l!hl till' rllll:; t!':;1 til dt'l,'l'lllIilP wlldil!'r:1 !'11l'v,'d 

line or n stl'tliqhl lill\,' \'nuld (1l':1[ tit a tUlI!' :lI'rh':;. II!' tm:t fit!; it !:tl';dqltt lilli' \0 

the scri(~s; usinq H It'.wl. :ltjll;ll'l'!i l'I'ql't'm:itlll IH'IlI'l'dul'P lo lind till.' lilH' Illnl ht'!ll /"itn 

thn entire ;;pt'il'B, lie til,'!) d"finl'!, <l 1'1111 ;w :t m'qlJt'(ll'l.' ll\ point!! wbidl .ll't' ;Ill ahovl' 

or nll bnlnw tl1is lit)t'. If till' '~l'ril~n Wl'l'I' bl's! dp!:t't'i\wti hy a ntraiqht lim'. till' pouIlH 

w(')uld be randomly uenttt'l'('d nbnvn ilfld bdow llll' line, and ~.;llIlH\ {'1lI1t; would 11(' 

expected by cl1nncn. If the m~ri(!H wtH'n bOBt d(HlI~l'itwtllly n l'UrV!! tl1at Ilmw dowil 

aftn!' !lomE.) point, thtm the ntlrnhtH' of l'UIl:i wOllld hI) relntivt~ly r!'w. 1 ullin!! I'llI' Uw 

probobility that n em'tnin Illllnilpr of rW1H will appl'nt'l qivl'll n ram/11m dintl-i\JI1Litlll, 

are given in Swod ond EismllHlrt (ll)l(J).17 

The Winnnbago County UUl'C)lnry GOrillH WilJul'(~ 5) qnvn lin' mont !liqnifict1nt. 

results of those sorius tcstod) and thernfor€! is a donI' oxnrnp!t! of LlJitl n[lplinntimt 

of the runs test. First, the linonl' .Ioant squnI'£! Uno i~, pIotto!! on !1m mOl1thly !ml'ioH. 

In Figurc 3, tho intcHccpt is2J2 and the slope is 2.0l~. Sncmtd, tim l1urnbnr of l'Urul 

above and below this line nre CDuntnri. The number!) writl:nn nlnnq t\)p nnrioH ill 

Figure 3 are the length of ench run. Tim nlJmbor of rOtH, in writtLm in Lho lIPP(,l' loft 

cornel'. The Winnoboqo County burglary suries beejins with a I'un of SOVrHI bnlow tin' 

line, then a run of One above, then a run of Lon belewl, and so on. Thorn aro fi fttwn 

runs in all. AccordIng to the Swed and Eisenhart tablos, thcre is less than H five in 

1,000 chance that only fifteen runs will occur in a sorion thin long, if tlte'. points of 

the series are really randomly distributnd around fl straight line. Thorofore, we 

conclude that the Winnebago County monthly burglnt,y sortor, from 1972 t.o 11.)77 

does not follow a straight line, but probably shows a rc'~ccnt d8Crt~nSG, 

Table 2 gives the runs test results for <111 77 serics. In mosL of t.hoso) t.11c rurlH 

test of the monthly series confirmed what wUl~ not:ed in the yenrly series, that tho 

sedes shows 8. change in direction from a straight line. These Hcries W(~r8 rctninBd 

for further analysis. 

In 16 series, the decrease apparent by inspnction of the yenrly series was not 

significantly apparent in the monthly series. 1B 
Tl1e Springfield b'.lrCJlary !luries is 

typical of these. A comparison of the yOtlrly with the monthly sories (Figures 48 

17 The runs test is also used in other woys in timo series onalysis. See Wollis and 
Moore (1941), Kendall (1976:26), and Appendix C, 

lBOiggory has some reservations about usin9 U1C runs test when the number of 
cases pel' month is small (telephone conversation), but he does not specify how 
many is too small. In this study, the runs test was performed on only those series 
with an average of five or more cases per month. However, we noticed, in doing 
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IABlJ: 2 

r~uns Test H.esults 
t"lumbnr of Huns Above And below f~8gres[jion Line 

BU!'l]larx. 

_(~:'()Untr Number r~uns Citx. Number Runs ,-
Cook 17 )(')(''1. •• )(. Alton 17*··H·)(· 
LdOOI' 39 Adington Heights 19*·lH(.)(-
F'ulton 31 Belleville 28*')(-
Jorsey 27''1.'* Burbank 31 
l<nox 30 Calumet City 17Hl«-)(-

l.nko 12')«)('** Chicago 15*'>(-')1--)(-

LnSnlle 33 Chicago Heights 20H '** 
Li v il1Cjston 29'* Danville 2.1'*-*''1.--* 
Macaupin 27-K:.'K- iJecatur 24-**** 
Madison 19·'!.--X-*·)(· DeKalb 2.5H "'I.--* 

Mllson 29* Downer's Grove 27H .. 

Monroe 2.l')t-:'1"** East St. Louis 32 
Montgornery 31 Elgin 20****' 
McDonQugh 30 Evergreen Park 27'** 
McHenry 2.1 .)«oX- x-x- Galesburg 22-**')H(' 
Peoria 17-)H(-H Granite City 26'*** 
F)jatt 25*''1.''** Highland Park 28** 
Rock Island 27:*'* lansing 28** 
St. Clair 24·)HI·lH(- Maywood 21**'** 
Sangarnon 24 1HHt·)(· Moline 30 
Stephenson 23'**** North Chicago 20'*'*** 
Tazewell 2.lH ·** Oak Park 25H +*, 
Winnebago 15*'X'H Pekin 21**** 

R . a Peoria .17**** 
eglon Rock Island 23**'** 

Rock'foT,.' 15***')(-
8 37 Schal'mbul'~ 25*,>,dO:")(-

10 23-**'*'* South Holi.·' .t 21**** 
17 28** Springflelw 30 

Villa Park 23***')(-

aFar definitions of regions, see Appendix A . 

. * < 
p - . 05 (The probability that this number of runs could have occurred 

* by chance if the series were really a straight line is less * < p ~ . 025 than or equal to .05.) 

.*** < 
P - . 01 

**** ~ p - • 005 
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Table 2 
(IJont,) 

COl.lnt:.l' 

Cook 
Kanka~-:_eB 

Lake 
McL~ean 
Peoria 
Winnebago 

F~Ggiolia 

1 
10+13 

20 

tiurr1b~_~ 

24')H(' )H(. 

2Z·)(-:-.-x-)(o 
17"*x,-*'I.· 
11 
29')(' 
21)1')(')(-)(: 

21')(-»(' x-)(-
25 'X--X-1(-)(' 

34 

.! l 

t\b'_ 

I\lton 
Cnltllll0t L~ily 
ChicfHJO 
Cl~Jin 
[vonsLon 
I<Dnknkoo 
North Chieafjo 
Oak Park 
Pcoria 
G!u1i ICY 
HockfOl'd 
Waukegan 

aFor definitions of regions, see Appendix A. 

~Y,rT1X1L'1:,1 {Ullli 

27'*" 
$7 
~m-UltX 

-~I) 

27)(-)( 
2~~x- x)(·)(· 
21)X' 

2B** 
51 
29)(' 
25)( 10(. x 
20x·)(·)(,)(-

* ;' p:::" • 05 (The probability that this number of runs could have ()G<!t1rred 
H· p :::. 025 by chance if the se~ies were re.ally a s t.raight 1 inC? is less 

**.* " than or equal to .0_,.) 
p':::' 01 

**')(0* < 
P - . 005 
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and 4b) Is an example of how inspection of a yearly series may lead to conclusions 

that are not substantiated by analysis of the same series by month. The yearly 

series showed that Springfield burglaries declined in 1977, but the monthly series 

showed that the decline was partially an artifact of aggregating the number of 

offenses over a year. There are 30 runs in Figure 4b, a number that is not 

significantly different from chance. Since this series could, therefore, be best 

described by a straight .line, it was dropped from 'further analysis. 

Each of the 61 series retained for further analysis shows some deviation from 

a straight line, according to the runs test. Because each of the 61 was also found 

to decrease in the yearly screening test, the deviation must be a recent decrease. 

The combination of the yearly screening test and the runs test of the monthly 

series, then, showed that: 61 of the original 340 series 1) have enough cases for 

analysis, and 2) show a recent decrease that is probably not due to chance. 

Although the yearly screen and the runs test are used here as a test for the 

presence of a recent decrease, they could also be used as a test for a recent 

increase. First, an inspection of the yearly series would determine whether there 

was a recent increase, by some standard criteria. Second, the monthly series would 

be analyzed by the runs test. If the runs test showed significant curvilineal'ity and 

the yearly screen showed an increase, the series could be said to have increased. 

These two quick tests will provide conclusions that are detailed enough 'for 

many administrative decisions. However, for some purposes it may be necessary to 

know exactly when the change in the series began. The following section describes 

a way to discover the most likely point of decrease or increase, the turning point, 

and to test the probability that a two segment line, changing direction after the 

turning point describes the series better than a straight line with no change in 

direction. 

18 (cant.) 

the test, that those series with between five and fifteen cases per month were 
likely to have more points below the regression line than above it. This affects 
runs test results where the total number of months is small. Swed and Eisenhart 
(1943) give special tables for 40 or fewer months. However, in this case, we have 
72 months. Whether having between five and Hfteen cases per month will affect 
runs test results in a series of 72 months is uncertain. Based on our observations, it 
is possible that a series in this study, 'for example, the Quincy robbery series, 
pa(u3ed the runs test when there was really no significant decrease. 

23 
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f ' I [ . . t f . 19 0 . t f't r IlNP m'(! two ways to 111 ( tw I;llrnrng pOln' 0' f] SeriEls. no way IS 01' 

tlu! (mGL prmulbln c:urvnd linn to the surios, The point at which this curve stops 

irH!I'CHwincJ Elm I lieainn to rJoc:ronso Is the turning point. This solution, however, 

wOlJld nol: be in keepitlU with the goal of this paper: to use methods which are quick 

,lfId ClIJsy to calculato fmc:! casily understood. For example, the equation of c\ curve 

rnDY bo cornparod from one series to another, but it would be difficult to exp18in 

tilin (~ompurison to non-statistic::inns. It would be extremely difficult to compare 

the DquutiofW of 61 curvoD, thosc~ fitting each series that passed the runs test. Such 

on nnolysis could be dono, but it would be time consuming, and it would be difficult 

to intorpf~et. A decision maker may not need to know the exact equation of a curve 

of n sCl'iDs, but might very well need to know if the series changed its general 

dir'eetion and exactly when that change occurred. 

Th(~ second way in which the turning point of a series can be described is to 

find the best two (or mOl'e) straight line segments which fit the series. The turning 

point i(3 tllen the point at which these line segments join each other. This is 

rolntivcly quick and easy to do and easy to explain to non-sta::l!$ticians. A group of 

series can be divided into those which changed direction and those which did not. 

Those wl1ich changed direction can be compared according to the turning point 

when the change occurred. We suggest usir1g the second technique. 

To determine the most likely turning point, we used a method suggested by 

Hudson (1966), and calculated it using a computer program written by Fox (1978:87-, 

111.)20 Hudson's method finds the two segment line which best fits the series., 

Fox's program calculates the least squares enor of the regression for every possible 

combination of line segments, for example, the first three and the fourth through 

72nd month, the First four and the fifth through 72nd month, and so on. 21 The two 

19Traditional time series analysis uses the term "turning point" in a more 
specialized sense than it is used here. In the analysis of economic cycles, for 
example, it is important to predict the future point at which the direction of the 
series will change. An errol' in such a prediction is a "turning point errol''' (see 
Nelson 1973:211.) The analysis in this paper does not attempt to predict future 
turning points, but only to describe where the series has changed direction in the 
past. 

20 The program is published in Fox (1978:95-111.) However, SAC has found some 
mistakes in the program as reproduced in that book. For documentation, contact 
SAC. 

21For details of calculating least squares estimates for two or more line segments, 
see Hudson (1966.) 
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FiqUl'l\ '; 

TURNING PDINTS OF SERIES SHOWING A RrCENT DECRlHSL 

3 

Jan Apr July Oct Jan Apr July Oct Jan Apr July Oct Jan Apr July Oct 
Har Jun Sept Dec Har Jun Sept Dec MaT Jun Sept Dec Mar Jun Sept Dec 

1973 197LI 1975 1976 
II,EC/CJIS--BTRTlSTlCR\. __ ~Si~ ttNTt" _H DRTE OF TUHN1NG POINT 
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'JUfjlt'l(lllt lino with ttlf! GfTlulim;l I~rror qive::; tt!C best fit:. ThC:l "turning point" in this 
22 ,umlyfiir; wm; rlBfiflmJ fl!, the Olonth before tIl(; two segments meet. 

niB !:Ilmif1() pointG of tho 61 series which showed a recent decrease ranged 

f'rnrn .JatllWI'Y, ]1//5 to AtH}!l:.t, 1976 WiC)urn 5.) Most of the series began to 

rIDGr(~:JIj(~ rdLhr.H· in laLe' (1
1)711. (2B lJ(~l'i()n) or rnid- t'J7) (1 'J series.) 

ThH Hudson/fox pr>(J{Fflrn ohio providea the user with the slopes and intercepts 

() f the two flfHJrnnnts Hnd of the overall straight line. For these 61 series, the 

OV81'ull ntraiqht lirlO !)lop(~ is nometimes increasing and sometimes decreasing, but, 

In overy C,)OG, the olopo of ttlB first line segment increases and the slope of the 

neGond line segment c:iocronscr. (see Table 3.) This was to be expected, because 

(Well of tho 61 vms chosen by the yoarly screen and the runs test as a series that 

dwngBd dlrcGtion to a deCrBElSe. The Hudson/Fox program simply confirms what 

theoo nonperarnetric tests indicated, and gives the Llser, in addition, the specific 

point Ht which thc: decreClsc began. Howev81', the Hudson results clo not give us any 

indication of whetheJ~ 'fitting a two segment line to the series describes lt better 

than fitting n straigllt line. They clo not tell us if the segments before and after the 

tuming point really improve our ability to describe the series, or Whether a straight 

line assuming no downward change would describe the series just 8S well. 

A Strllight Une 01' Ir::... Two Segment Line? 

The Hudson/Fox method will 'find the best fitting two segment line for a 

series. However, it will not tell you whether that two segment line is a better 

description of the series than the best fittlng straight line. 'Ne have, essentially, 

22 This paper sets the turning point to an exact month, but the Hudson/Fox program 
finds exect "join points" that Cttn be between months. The join point may be eit.her 
somewhere between two months, or it may be exactly at a month. For example, 
the join point for the Cook County burglary sedes is 33.81, which is between the 
thirty-third and the thirty-fourth month (September and October, 1974.) The join 
point for the McHenry County burglary series is exactly the forty.-second month, 
June 1975. Where the Hudosn join point was between two months, the turning point 
was defined as the first month, the month before the decrease began (September, 
1974 for Cook County burglaries.) Where the l-ludson join point was exactly at a 
month, the test for curvilinearity, described in the next section, determined 
whether the best 'fit would be achieved by including that month in the first '1r in the 
second line segment. In any case, the month before the decrease began was 
considered to be the turning point. For McHenry County burglary, for example9 the 
best fit occurred when June, 1975 was the last month in the first line segment 
rattier than the first month in the last line segment. Therefore, June 1975 is the 
turn ing point, the month before the decre8se began. 
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two models of a sori(~s - tho best fittinlj ntl'ni~lhl' lim' nnd l.hp bp{\t fill lfllj two 

segment line. What criterion may be llSlld to decide which of them.l rntltil'ln yldtln 

the best description? 

One criterion is f:l test; for clIrvilineral'ity (se~} Nio 1975d7()~377j Blalock 

1972:411-413') The best fitting straight line ~xplains n certain amount. of tilt' 

vlariance in the number lJ'f robberies Or burglEH'ies. If the BlwiClS is divided into twn 

segments, will this additional information cxplnin niorc; of tho vnrinncn'? If no) nnd 

if the difference between the two e:<pianations is sionificont, tl)on tim t.wn snqrmmt 

line model is better than the straight line model. 

To measure tile amount of varianoe explained by a two sOCjmcnt line model, n 

dummy variable is created 'for whether the observation is in the first line soqmenl 

or not. Then the amount of the lIariance in the number of Index robborit:s 01' 

burglaries that is explained by the straight line plus tile dumrny variable is 

compared to the amount of variance explninecl by the straight line alone. This 

produces a statistic which varies as F, and the signi'ficance of which can bc~ found in 

tables of F values. 

To calculate the amount of variance explained by a straight line model, we 

regress the number of crimes on a variable that could be called "DaLe," which 

equals from 1 through 72 for the 72 months from 1972 through 1977. In otlier 

words, Number of Crimes = a + b (Date). One of the statistics that results from 

such a regression is the square of the regression coefficient, or 1~2. R 2 is the 

amount of variance explained by a straight line modeL In the same way, the 

amount of variance explained by both the straight line and the two segment line 

may be calculated, by regressing the number of crimes on both of them at once. In 

other words, "lumber of Crimes = a + b (Date) ... c (Dummy). This yield",s another 

R 2, the amount of variance explained by both Date and the dummy variable for the 

two segment line. 

where 

Given these two R2 statistics, the following equation may be computed: 

F = (R2 with Date and dummy variable - R2with Date only)/k 

(1 - R2 with Date and dummy variables)/(N-k-1) 

R 2 is the amount of variance explained 

1 - R 2 is the amount of variance unexplained 

"I is the number of cases (here, 72) 

k is the number of dummy variables (here, 1) 

and k and CN-k-1) are the degrees of freedom. 
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l'ABLE 3 I 

~lli111§.ip~ 5Lf. Scri:~jL Showing~.E:., Recent Decrease 

I 
Date of Overall First Second Ii' of 
Turning Slope Slope Slope Curvilinearity 

I Point 

.~~~n: I 9 .. E!E .. t1 t:t 

Cook 9/74 7.98 73.48 -44.34 1.02 
.Jersey 11/73 -.18 .62 -.4.3 12.44*** I Lake 10/7L, 2.41 6.82 -1.45 .43 
L:J.v:Lngston 7/76 .09 .19 -. tf7 9.S7*~~ 

Mclcoupin 4/7 If .01 .54 -.27 3.1S 

I Madison 5/75 1.38 6.91 -6.71 3.02 
'Mason 1/73 -.02 .57 -.OS 8.46** 
'Monroe 2/75 .04 .25 -.19 .18 
'McHenry 6/75 .32 1.43 -1.ff6 3.30 I Peoria 1/75 .30 4.76 -4.34 .41 
Piatt 1/75 .03 .23 -.19 .08 
Rock Island 7/76 2.16 3.44 -5.17 . 16. 48*~~* I St, Clair 11/7 L,. -.11 3.61 -3.68 .69 
Sangamon 10/74 1. 68 4.56 -.86 .43 
Stephenson 6/75 .10 .46 -.50 1.41 

I Tazewell 10/74 -.12 1.38 -1.40 .27 
Winnebago 6/75 2.04 6.95 -5.76 1.45 

City I 
Alton 8/75 .38 1.67 -2.06 5.85* I Arlington Hts 6/75 .33 1.06 -.82 3.57 
Belleville 12/75 .03 .29 -.72 4.28* 
Calumet City 8/75 .30 LOS -1.20 2.83 

I Chicago 8/74 -2.50 44.61 -37.73 2.4·6 
Chicago Hts 6/75 .30 1.34 -1.36 4.50* 
Danville 11/74 .20 1.02 -.58 .18 
Decatur ~ 12/74 .32 1.55 -.93 .00 I DeKalb 4/73 .08 .97 -.06 14.97*** 
Dmmers Gr 10/74 -.06 .55 -.60 .43 
Elgin 10/75 1.04 1. 79 -.67 4.99* 

I Evergreen Pk 5/74 .09 .34 -.06 1.41 
Galesburg 2/75 .22 .76 --.39 .37 
Granite City 9/73 -.31 .63 -.56 2.83 
Highland Pk 7/75 .08 .26 -.24 1.32 I Lansing 8/75 -.03 .28 ~.61 8.54** 
Haywood 9/75 .01 .75 -1.55 5.83* 
No. Chicago 10/73 .22 1.57 -.19 10.01** I Oak Park 5/74 -.37 .33 -.77 1.52 
Pekin 9/74 .12 .92 -.46 .99 

I 
I 

- --- - --
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TABLE :3 ClInt. i. tlW.:d 

I City Dat.e of Ovo1'n11 Ft r::>t SL'l'ontl FIll 

I 
Can't, Turning Slope Slope> Slopl' Cut'vi lllwill'Lty 

Point 

I Peoria 12/74 .52 4.2l -3.33 .2.11 
Rock Island 8/76 1.19 L89 ·-3.56 111 , 21 ~1:*~~ 
Rockford 7/75 1. 31 5.08 -5.51 I" 62~'c 

I 
Schaumburg 6/75 .54 1, 12 -.M L'it) 
So. Holland 5/75 .07 .lf3 -.46 2.35 
Villa Park 6/75 .18 .lf9 -.32 1.7B 

I Region 

I 10 12/74 .45 1. 56 -,71. .5'3 
17 11/73 -.17 1.36 -.68 10. 01*1~* 

I Robbery 
County 

I Cook 9/74 -10.26 8.7ll· -25.30 .83 
Kankakee 10/74 .03 .38 -.29 1.06 
Lake 10/74 .24 1.28 -.60 .15 

I 
Peoria 8/75 -.10 .22 -.73 5.36* 
Hinnebago 12/7£1 .25 .78 -.30 .76 

I City 

Alton 10/75 -.03 .10 -.31 Lf.OO* 

I Chicago 9/74 -10.46 6.45 -2L1.19 . Mf 
Evanston 11/74 -.05 .27 -.36 .39 
Kankakee 12/74 .03 .28 -.22 .52 

I 
No. Chicago 9/73 .06 .59 -.08 11. 321~** 
Oak Park 10/74 -.13 .04 -.28 .55 
Quincy 11/74 .05 .11 -.01 L04 
Rockford 6/75 .21 .61 -.42 2.25 

I Waukegan 9/74 .10 .73 -.41 2.51 

I Region 

1 10/74 .02 .13 -.08 .84 

I 
J.0+13 11/74 .07 .24 -.09 1. 73 

I ~'< p:::.OS 

~H p.:..':'.01 

I ,'<~h'< p_<.OOl 

I 
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r O!' (!xmnpln j I'hn ttJrninq point of the Highland Pork burglary series is J!,lly, 

1 ')75. I bin rYlcwns that the first linn sogment in from January, 1972 through July, 

1 ')71; i and ttlO Goccmd line onqrmmt isfrorn AuolHlt; 1975 through December, 1977. 

Thcrnfr.Jl'o, tho dUlnmy variable will nquall for all mOriths through July, 1975; and 0 

otflnrwiuo. 

Tho r~2 of the rnDr(~ssjt)n of Highlf:md Pork burglaries on Dnte is .06.518. Tho 

multipln r:~2 t)f the rOQression of !--H~II)lnnd [lark burglaries on Date and the dummy 

vuriablo is .08253. Thus, the additional variance explained by the dummy variable 

for the two Uno scgrnents is tlw difference between .08253 and .06518. The 

culGulation of r: is: 

(.08253 - .06518)/1 

(1 - .08253)/70 

.01753 

.01311 

1.34 

This 1.34 can be checked against B table of F values, which are given in the back of 

most statistics textbooks, such as Blalock (1972.) An F of 1.34 with 70 and 1 

degrees of freedom is not significant. That means that there is a greater than five 

per cent chance that this F would be found even if the series were really a straight 

line. Therefore, we should assume that 1972 to 1977 Highland Park burglaries are 

better described as a straight line than as a two segment line that began to 

decrease after July, 1975. The best two segment line model for Highland Park 

bUl'glaries is not significantly better than the best straight line model. 

Table 3 shows the results of this test for the 61 series which Were found to 

show a l'ecent decrease by the combination of the yearly screening test and the 

monthly runs test. In only 18 series could a specific month be found where a 

downward change in the trend line after this point was a significantly beUer 

description than a straight line from beginning to end. Figures 6 through 23 a1'e the 

graphs of these series, with both the straight line and the two segment line plotted. 

A glance at these 18 plots will show that, although they each have different, 

individual characteristics, they all have one thing in common. They all begin to 

decrease after some point. That point may be as early as January, 1973 (Mason 

30 
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I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

County burglary) or as late as AllCjust, 197t) (I\tlck lslnnd City bur~Jl<ll'y.)llw 

difference in slope between the increasinq nnd the d('crt1nsinq litH' BUIJrlH'fltS i!l 

sometimes great (Rockford burglary) nnd sorrmtimes sUght (l.unsir1lJ blll'qiHl'Y.) 111(' 

number of crimes per month is sometimes high (I\ockford burqlol'Y) and oomotinws 

low (Alton robbery.) However, all of tho series turnfl'orn incroosl!1() to dCt!rnollillq 

at some poInt. 

The advantage of the Hudson/Fox two-segment fits and tho t.Dst of 

curvilineary is that they enable an analyst to describe 0 complex sorios of data in 

non-complex terms. All of these series, despite their infinite vnrioty, moy bn 

described as following a limited number of general pattcH'ns. They ore either bDst 

described as a two segment line about 1:1 particular turning point or 8S.n strniql1t 

line. If they are a two segment Hne, their tlll'tling points and slopes rnny lJo 

compared. 

31 
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FIGURE 23 

ROBBERY 
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TURNING POINT = 22 
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',1 JfAt'l'I/\H Y .l\Nt) ( :! lNC:UJSIONS 

., IIi:; P:lllf'j' !HW two purponeH: 1) to determine which Illinois counties and 

dUrw "lit! I P:)PUhltiUtl (lYtH' (.'j,llUU nxpl~rimwnd the decline in reported Index 

!'rJIJIJnri(~:j unci IJlH'rJlnl'ie~, that WWl Hvident. in the state as n whole, and 2) to provide 

flIl n>::tmpln of !;ucl! WI ;Hwly';j[i .1[; H quidG for those who want a quickly done and 

mwily IIrldl!{";tufldHbln nwthod of th.!~;crjbinq time series. 

Thn fTlP/hod of anrilysi:; in this paper has three stages of tests. Each 

mwr:ondinrJ [il,mln dnscribrw tile series in more detail. Since many series are 

elimlnalt!d by ttl!) L'rlriy i;C'l'emlinrJ tl~st, t.he time and effort required to do the most 

dotHilnd i.ust in only IlWcl nn tt1OSt' ~;[)i'i(~!; which justify it, nnd where greater detail 

in rnquil'nd for H pnrticulm' dLH.:h;ioti. Even the most detailed test, however, is still 

quicker to do nnd mm'p nanily t;nderstandable than would be a time series analysis 

uninrJ moro nophisticatl\c! techniques. Figure 21.j. summarizes the results of this 

method for Illinois l'obbeI'Y and burglary. 

Which af the 340 Illinois reported Index robbery and burglary series for 

cOLJnti(~s and l..rtle cities nhGw a recent decrease? The first stage of analysis, an 

inspection of tho yearly series, found 109 series that show a recent decrease. This 

is 41 percent of the series that had enough caS8S per year to analyze, and it clearly 

reprosents tho predominant pattern. Two percent more show a decrease from 1972 

rather than a cl1ang8 in the dirol:tion of the trend from increasing to decreasing, 

twelve porcent show a steady incream3, 26 percent show an increase following a 

decrease, and 20 percent neither increased nor decreased. 

Some of the 109 showing a recent decrease in the yearly screening test were 

combined with each other and others were eliminated from further analysis, 

because they had too few cases per rnonth to permit a rnonthly analysis. Seventy

seven series remained. E.ach of these was examined to determine if it should be 

adjusted for seasonality prior to a monthly analysis. None were significantly 

seasonal (see Appendix C.) 

The second stage of analysis, a runs test, was then applied to the 77 series 

that passed the yearly test screening and had enough cases to analyze. The runs 

test found 61 monthly series that show a recent decrease. The combination of the 

yearly screening test and the runs test answers the first question posed by this 

paper. These 61 series are the local Illinois series that show a recent decrease in 

Index robbery or burglary. These series are the following: 
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Residual 
(53) 

Too few 
yearly 
cases to 
analyze 
or missing 
data 

(74) 

1 Counties I 
combined 

Too few 
monthly 
cases for 
further 
analysis: 
17 Cities 
21 Counties 

into regions: 
Yearly inspec
tion of 
regions 

Recent 
Decrease 

(8) 

(38) 

Enough cases 
per month for 
further 
analysis 
(5 + 1 combin
ation of 2 
regions) 

FICUt~[ 24 

En6ugh cases per 
month for further 
analysis 

(71) 

Monthly AnHlysis 
77 series "" 71 counties and cities + 

6 regions 

Runs Test 
Not Significant 

(16) 

Runs Test 
Significant 

(61) 

Turning Point 
Identified 

Two Segment 

-----" 

B 
T' 
A 

I'· " 

s 
T 
A 

2 

s 
T 

'tV ~l 

r, 
~~< 

I 
II 

I 
I 

Straight Line 
is better Fit 

(43) 

Line~:i.S 
better Fit 

(18) 10...-_--

A 
G 

3 
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I 
I 

I ~'JI"l)I'l ['y 

I f,:I}tJ!,ltJ 

I 
I ,ook 
.JHI'~'I!Y 
IlIku 
I ivirH}ltun 

I ivlw!OLlpin 
tvlndinon 
tvlmHHl 

I 
tvI0flrlH! 

Md-1fHlI'Y 
I'eol'ia 

I 
Piatt 
I~ock Island 
!Jt. (;luil' 
~)anqmnon 

I Stophflnson 
fnwwoll 
Winnnbuqo 

I 
~.:il:l 

Alton 
Arlinqton Heights 
Belhwille 

I Calumet City 
Chicago 
Chicago Heights 

I Danville 
Decatur 
De Kalb 

I 
Downers Grove 
Elgin 
Evergreen Park 

I 
Galesburg 
Granite City 
Highland Park 
Lansing 

I Maywood 
North Chicago 
Oak [.:Jark 

I 
Pekin 
Peoria 
Rock Island 
r~ockford 

I Schaumburg 
South Holland 
Villa Park 

:1 Region 
10 
17 

I 
I 53 

f-\obbcry 

County 

Cook 
Kankakeo 
Lake 
Peoria 
Winnebago 

Alton 
Chicago 
Evanston 
~<ankakee 
North Chicago 
Oak ParI< 
Quincy 
P,ockfard 
Waukegan 

Re..g ion 
1 
10+ 13 



--------..,.------------------------,----------,.,-'---. 

Tho final stiliJC of ;malyslH dPBl'l'H)t~d eHch of I:hl\~;l' h 1 ut'l'it'u itl '!r'I'at.Pi' tit'tilil. 

findin~J the month nft:e!' whkh thl~ ~wrh~B iH'qilw tn dpcl'l'am't Iht~ tUl'flilltj 11l1l1lt. 11 

then cnkulntml the probnbilllv that Ult' tiPrw:; in IH'tt{~I' tlt'~Wl'ilwd ,I;; a twt} !a'Ij!lU'll! 

line dDGreauin~J aftnr this tlll'l1illq pilillt limn .w ,j ntrniqnt. line from Un' IH'qirHlinq tp 

the end of the series. Tho tollnwinlJ 1 B Boril'!> WPW fWHlt! to In' ht':.l\ dl':ilTibl~d ,\!j .j 

two se~Jrnent lino doerenninq after tht~ IlHlI1th in f·Hlrlmt.hpBI's: 

Alton burulnry (Auquut, 197:» 
Alton robbery (Uctober, 19]1) 
13ellevUle bur~JIHry (Docnrnbnr, I 'JPJ) 
Chicago HDi~]ht.s burqlnry (June, tn')] 
DcKalb burqlnry (April, 191~~) 
Elgin burglnry (Oct.ober, 197~J) 
Jersey County bUJ'qlnry (NoVl'mtwr, 197 5) 
L.ansing buryltu'Y (All~lll!lt, 1 n~») 
Livingston County burqlnry (,July, 1'J76) 
Mason COllr1 ty burSllnry (January 1 197:5) 
Maywood burglary (St~pt(~rnber, 1.97~,j) 
North Chicago burglary (October, 11)75) 
NorLl1 Chicago robbery (Septombnr, 1975) 
Peoria County robbery (AuqusL, 197~) 
r'~egion 17 burglary (November, 197 J) 
Rock Island burglary U\ugust, 1976) 
({ock Island County bur~Jlary (July, 1976) 
F'\ockford burglary (July, 1975) 

These results should be interpreted cautiollsly. First, wo cannot SHY that 

these 61 series are the only Illinois series that (li1C)W a rec(:)nt decrease, because 

many series show decreases in the yearly nnalynis but have too few cascn to permit. 

a monLhly analysis. Second, the methods of nnnlysis used in this report nre 

appropriate for rJ8scriptiort only. They cannot be usod to predict how many 

reported robberies or burglaries there will be next year or next month. Third, this 

report rnakes no attempt to explain why certain Illinois localitien showed deCI'H8SeS 

in reported Index robberies or burglaries and others did not. It simply attempts to 

accurately describe what occurred, not to explain why it occurred. 

The first two stages of analysis, the yearly screening test and the runs test, 

will give planners and decision makers a quick and easy answer to whether crime 

has recently declined in an area. With straightforward modifications of the yearly 

criteria, the same tests will indicate whether crime has increased significantly. 

The third stage of analysis will provide more detail when necessary. It will 

determine the exact month a dCJwnward (or upward) change occurrod; and whether a 
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'I 
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I 

IWI} ~iIHJI1lf:nt. line dfH)criiJm; tho !,Jurim; siqnifiemlt1y better than a straight line.
23 

{)niy wimp! !jUll moro detail or n foremlst is required will it be necessary to use 

rrmlll ('0!1I(l1(:x tirnH snrictJ nfwly!JiH techniqw)s, 

23 A forthcoming SAC publication, Oescl'ibing and Forecasting Chicago Homicide, 
expands this method to three segment line models. 
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METHOD OF COM8INING SMALL COUNTIES 
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fllHthfJd elf L~ombif\inlJ Count.im; with Few Crimes 

W!tf~11 fbI) IllJrtlflnr I)f I'Ppnrl:nd tobtwrion or burglaries per montl) was too few 

for nnnly!;i:i 111 ~jrJlTlI' COIHlt.ii!!l, tllf!Sf) cDlmticn were combinod with others that ore 

['rHlt.iqIJlllW In UHHII and IIwt. Ilnve uirnilar dml'Hcteristics. This rnatle it possible to 

a11illy)'(~ :1 ITllJlI1.hly Limo GDrin!; for the group of counties, even though an analysis 

W!)IJlrl hnvr~ bW11l impwwible for nach COUtlty soparately. 

IIH~ dl(JiI'p of ljl'oupn of COlJlltifm to combine was made according to the 

Illi IJOhl I .:tw i"!It'ln'cpmonl COlllrnin!,jon's (ILE.C) plnnnim:l regiorw. [ach IU::C rogion 

inC'lIJrlcw n (ll'!lUp of cmmLins that. are contiguous tlnd somewhat similar to each 

OUH!l' qo()C)rflphir'ally and dmno()rnphicully. These counties coop erato with one 

:1r1tltllnl' to plan f()r thn nxpPllditlll'U of ILEC funds. Altl10ugh there are, of course, 

ITlHny (Ii rfOrnnG£'fl fHTllJrlq t.he counties in n region, they do work together to meet 

th(~ir plmminq qOBIs. 

l\flqiorml !lola wurl! analyzod ollly wlmrp the county's yearly series appeared 

to Bilow n dm~renm~, and where the county had an average of fewer tl,en 60 

robberip() or bUI'(jlnrio5 pOl' yem'. If one rJf the counties in a region had enough 

I'C)pol't,od offnnsns for analysis, but other counties did not, we analyzed both the 

re~Ji()n and the largor county sepnrately. In one cnse, two regional robbery series 

uppeared to be docreasinCJl but there were too few robberies reported in the regions 

pnr month for analysis. Since these two regions (10 and 13) were contiguous, we 

nnnlyzed their combinod monthly time series. Even where counties were combined 

for a monthly ttnalysis, each county and each city was analyzed separately in the 

1 1 · 1 yOOI' Y nno ySlS. 

The following is H liHt of each region in which a monthly time series was 

annlyzed~ and each county in tho region. l~cgions 10 and 13 were amllyzed together 

as well aG separately. Fiqure A is a map showing the location of each region. 

Table A contains the results of the analysis of the regional yearly series. 

lYoarly analysis was not done if the county or city had an av(~rage of five or fewer 
Index robberies or burglaries pCI' year. 
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H.egion 1 

Carroll 
Del<alb 
JoDnvinns 
Let} 
Ogle 
Stephenson 
Whiteside 

Heqion 10 

Fulton 
HRncock 
Henderson 
I<nax 
McDonough 
Warren 

Region 17 

Calhoun 
Christian 
Greonc 
Jersey 
Macoupin 
Montgomery 

Region 20 

Alexander 
Franklin 
Gallatin 
Hamilton 
Hardin 
Jackson 
Jefferson 
Johnson 
Massac 
Perry 
Perry 
Pope 
Pulaski 
Saline 
Union 
Williamson 
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nUI'l'aU 
La~l,lll" 
IV1arnhal! 
Plltrhml 
Stark 

~~~U!l!!,I.J.; 

Admm] 
l3rown 
Pikn 
~.i!~hIlY It'!' 

!i~~.91llL~!2 

Clay 
Cl'HwfOl'd 
Edwardn 
Effingham 
FayettB 
JHBper 
Lawrence 
Merion 
H.iehland 
Wabash 
Wayne 
White 

p . 22 .gqlOn . 

Clark 
Colen 
eu rnber land 
Douglan 
Edgar 

I 
K~ '\~ 

\i., F~ 1';' 

''r~ 1'1 

VA 

r] f;;i 
L~ 

1'1 t 

/'''1 f' ~~' 
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Hegion 1 Hoblmry 
Burglnry 

Hegioil 8 Hobbery 
[:3ul'vbry 

Region 10 I~Dbbory 
Burglary 

I'~egion 13 r~obbery 
BuroInry 

f{o\Jions 10 + 13 f{oIJ her), 
Burglary 

I~egion 17 Robbery 
Burglary 

ReOion 19 H.obbery 
Burglary 

Region 20 Robbery 
Burglary 

I~egion 22 Robbery 
Burglary 

I nbh' f.\ 

PnssC'd ~marly. 
Did riot pn:l:; VHHl'ly. 

Did not pwm yearly. 
Pmmnd year·ly. 

Pummd ynnrly; tun fnw IlHl'llltly enGf':l. 
Panned ypat'ly. 

F)aOBod yem'ly; ton fflW llllllltllly '.~'i:,;PH. 
Did not pass YN11'1y. 

Paiitlod yonrly. 
(\Jot noeded. 

Did flot puss },onrly. 
Passed YBndy. 

Did not pass yearly. 
Did not past; yearly. 

Passed yearly. 
Did not pass yearly. 

Passod yearly; too fHW monthly CflnHS. 
Did not pns!; Yl~arly. 
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APPENDIX B 

ILLINOIS CITIES AND COUNTIES SHOWING A DECREASE IN INDEX ROBBERIES OR 

BURGLARIE.S, BY INSPECTION OF YEARLY SERIES 1971-1977. 
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Counties ---,-

Cook 

Douglas 2 

Edgar 

Fulton 

Jasper 2 

Jersey 

Johnson 2 

Knox 

Lake 

La Salle 

Livingston 

Macoupin 

Madison 

Mason 

Monroe 

Niles l3urglHl'yl 

Bureau County l-{obberyl 

Clark County Hobberyl 

Marion County Robbery 1 

Washington County l-{obber/ 

CHANGE IN DIHECTION Ff~OM INCI{EASE: Tll lJlJ ~HL)\SL 

[3urglary 

Cities 

Montgomery Alton Highland l:lnrk 

McDonough Arlington Heights Lansing 

McHenry Belleville Lombard 3 

Peoria Burbank Maywood 

Piatt Calumet City Moline 

Pike2 Chicago North Chicago 

r~ock Island Chicago Heights Oak Park 

Sang am on DanvUle Pekin 

st. Clair Decatur Peoria 

Scottl De Kalb Rockford 

Stephenson Downer's Grove Rock Island 

Tazwewll East St. Louis Schaumburg 

White 2 Elgin Sou th Holland 

Winnebago Evergreen Park Springfield 

Woodfordl Galesburg Villa Park 

Granite City 
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I 
I 
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I 

r :nlJnlil1l; 

1\ 1 ,2 ( mil!. 
2 

l\h~xnrHJnr 

( :ook 
, 2 ( .,olnn 

I · k1' 2 . ran 111 

r ;rundy 1 

2 
.)0 f fCr!Hlfl 

k.ankakoo 
2 I<nox 

l.nkn 

2 Loe 

LOl]Hn 1 

2 Mc[)onouqh 

McI.oan 

Peoria 

Snlinn2 

TazewcU 1 

WhitHsicJel 

Winnebago 

Woodford1 

Cities 

Alton 

Arlington Heights 3 

Berwyn3 

Cnlumet City 

Chicago 

De I<alb} 
3 Downers Grovp. 

Elg~tl 

Evanston 

Evergreen Park3 

Galesburg3 

Granite City3 

I<ankakee 

Lansing3 

Lombard) 

Moline3 

N'l 3 1 es 

North Chicago 

Oak Lawn3 

Oak Park 

Park Ridge3 

Pekin3 

Peoria 

Quincy 

Rockford 

Schaumburg3 

Villa Park3 

Waukegan 

IToo few cases per month to allow a monthly analysis. No regional analysis was 
done, since the region is metropolitan, 

2Too few cases per month to allow a monthly analysis, but this county is included in 
the monthly analysis of a combination of counties (see Appendix B.) 

3Two 'few cases in this city for further analysis. 
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APPENDIX C 

METHODS OF DETERMINING THE PHCSf:NCE OF SEASONALITY 

67 



I 
I 
I 
I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I !Wi ;IJHtlY~ii~i llw~d I.hl' (;rmmw X-I I proqnllTl Hnd the BeH Canada Model test 

III I It d.nI'fJlHlI! wilf!thf'I' :lily uf t.l!r: 77 (WI'jrm t.hat par;!;od the yearly screening test and 

lJad r:rHl11'Jll 1~:W[~!; tu Hflalylt: tln~ silJnificuntiy snmmnal. NeithHr the X-U, the Bell 

I :mmda, 01' filly Ilthnl' fTwttlOd of dotnctinC) seasonality qives completely 

IlIlnrnbiljwlIJ!I l'nmJH.s. 'I he reHultn mud be interpreted1 sometimes subjectively_ 

11th; :Ippnrtdix df)!j(!['ibe(i how t.he Bell Cnrmdn and X-l.l results were interpreted for 

Ull~ 77 :mriot;. It is also u !Jem~ral quide for those who wish to use these two 

cOlTlputer pmqrnf1w. ror moro det.ail about dot.actin!J and anulyzing seasonality, see 

tlw 1'ld'nrul1c()s citod bnlow and tllo fort.hcoming SAC report on seasonality. 

The n(d! Canada Test.2 

n\(~ Boll c:mmdn Model test. uses the same general mathematical logic as the 

X-.11, but is simpler fmd hUH fewer options. Both take 11 moving average to 

ostimnte tim trend-cycle, and then separate this trend-cycle from the seasonal and 

LIm irrO~Jular.3 This produces three component series from the original one: the 

trond~cyclQ, the seasonal, and the irregulr:1r. 

In both the Bell Canada and tho X-ll, these three compollents may be related 

to each other either additively or multiplicatively. If additive, the three 

components aro inde["londent of each other. If multiplicative, they are dependent 

on each other. In an additive seasonal model, the "extra" number of crimes 

reported in a high month as opposed to a low month would be about the same, 

rC!jHrdlcss of how high the general trend was. In a multiplicative seasonal model, 

the seasonal effect in a given month would be high if the trend is high, and low if 

the trend is low, The Bell Canada calculates the three components twice, once 

assuming an additive model, and again assuming a multiplicative. It then computes 

the ratio between the seasonal effect and the irregular effect. This produces a 

statistic which varies as an F ratio (see pages 27-30.) It thus can be used as a rough 

2Th1s program, developed by John Higginson in 1977, was sen t to SAC by the 
Bureau of Labor Statistics. 

3See pages 15-16 for definitions of the three components. 
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I 
TABLE B ~~ 'ijf, 

°4, 

Results of the Bell-Canada :1easona.lity }:\' rl~l'n 

'"~ t;~' ';' 

~a Addtti.ve Hull ipl il'at iV!' 
\.".~~ 

qpunty F ratio F },,It il) 
(~1 [', 

Cook 4. 32)~ l. " l(i~''; \1: 

Edgar 2 ,l.3)'\ :~. ·t1 

Fulton 1. Ilf 1. W ,.~~ ~t ,Je.rsey .66 .90 i~' 
Knox .60 [' r' • , 1 

Lake 4.65* II.I)(),', 

f~~ LaSalle .94 .Ht f~~" 
Livingston .91 a !l":. 

Macoupin 1.78 1. 'lH 
Madison .81 .n ~~ ,e'J 

Mason 1.8.3 1.(iO 
Monroe 1.37 1. el'; 
Montgomery 2.17 2.1H f! McDonough .97 1.2.9 ~;. 

McHenry 2.30 2. 1 ] 
Peoria 4,. 32~'< 1+. :%~'I 

I Piatt 1. 21 1.20 
Rock Island 3.07l-': 3.50;', 
St. Clair 3.22)1; 3. 27~'/ 
Sangamon .51 .S3 I Stephenson 6.20* 7.211: 
Tazewell 1.98 l.H2 
Winnebago 6 .43~c 6. 96~/ I 

City 

I 
Alton 1.22 1.07 
Arlington Heights 5.60* 5.751/ 

Belleville 1.05 1.02 I Burbank .85 .92 
Calument City .90 .80 
Chicago 1.7L\ 1. 9] 

I Chicago Heights 3.7G* 4.05)', 

Danville 4.09)'< 4.111: 
Decatur 1.16 1.17 
DeKalb 1.56 1.43 I Downers Grove .51 .50 
East St. Louis 2.97* a 
Elgin .62 .77 !~ Evergreen Park 1.81 1.50 
Galesburg 1.24 1.46 
Granite City .63 .52 

~S Highland Park 2.34 2.38 
Lansing .69 .73 

h~ 

Maywood 2.69)': 2.53* 
Moline 2.66* 2.86;'( ~~ North Chicago .51 .57 

I 
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I 
I 
I 
I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

c 1 ! '/ Lilli' 1 • 

()uL ParI' 
I'. ,I' ill 
!'f'llT'i ;1 

!I II d' I ~:I '!lId 

HI)I'I- j IIT'd 

:;" h;(lIlIlb11 n', 
:;"llt h 11" I I dlld 
:;pl'ill)',1 il'ld 
Vi IIi! ParI' 

H 
10 
11 

R(~b.lH·_ry 

E:,ll.l1}lty 

COlll< 
KanknlwC' 
LaIn' 
McLt'an 
Pl'oria 
Winm!hugo 

Ai ton 
Calumet City 
Chicago 
Elgin 
Evm1.ston 
Kankak<?e 
North Chicago 
Oak Park 
Peoria 
Quincy 
Rockford 
Waukegan 

Region 

1 
10+13 

20 

* F ratio 2.41 or over. 
X-ll program. 

'IAgLh II - Cont i WHltl 

'). bO)': 

1.14 
!f. l,7": 
'1.~9~': 

1.7fV: 
,If ') 

6.1i I~-:: 
• '3H 

1.35 

.81 

.61 
1. 97 

2.35 
1. 93 
3. R3~1: 
2 .lt5~'~ 
1. 61 
3.27* 

1.30 
1. 13 
2.26 
l.lf1 
1. 21 
1.94 
1. 01 
1. 87 
1. 58 
L18 
3. 32~'< 
4.54* 

2.92* 
2.01 

.53 

3.28:1; 
1. 14 
4.49 1: 

3.64·': 

.5') 
7.72·1: 

.M) 
1,1+ 1 

.65 

.73 
2.04 

2.74"1: 
1.41f 
3.70'1: 

a 
1. 63 
3.32"1: 

1.25 
a 

2. 63~': 
1.64 
1.05 
1.49 

.62 
1.77 
1.60 

a 
3. 18'~ 
4.40'1: 

2.37 
1.59 

.53 

These series were analyzed further by the Census 

UA multiplicative adjustment could not be done, since there are zero 
values in the series. 
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indicator of Whf'tilPI' .1 ;;t'l':~'~; :~; '''d;;.q,d. di,d \\'h"!ll'~l' till' :;!·d~'IHI.!lil \ L; 
,if 

lTlultiplientivp nI' ilddiUv:' •. , 

rill' '\.-11 diff!'!',; In»:, fill' ;\\'11 t ,Ill,,\;! iii 'I il'lllltH'l' ill W:l\'. Ii 11 prllvidl':; 

optiorw for n varioty of IlH1Villlj 'IVIT:lql'.;, ;Hoi !!j';! lIlt, wdvl' h ,1\\'\1 1,'\'1)1 tilll\>ill'l 

Bvm'Hg~~ Hutomal'.icull}' pPl'fm'l\lpd hv ;!It' \'('l!l'lI1dd:J. ,) It i),m ,j :iliind;il',j 111"1 HId. 

with n number of opl'itllm :,V.lihhk'? 1"'1 !l.!l!d1iP'lI"~ITt·II\l' vaifll'~;. ,~) II \'(lnf.tI!I;" ,1: 

un option, fl IJl:rmlinq tiny Udjll,;!llH'lll," whi!'h 1,,;;l:: illl' d !lilll/H'II dCI'lIl'dilill ~iI d,IV" 

Qf the week un wpll 

SCBSDlHllity, snmJOmil1 "i'fpct:; tll;l\. L-IL Ii 1l\1 , fl'Llill v~';n' iiI \1';11', ill Hldtl iOIt !I) th,' 

stable seasonnlity Ul<lt LlIP i if'll I, Hidt;;t ;l;!ndll'~;. I,l It :t/WI PI"llVidt"; a IlIJllllwl' itt 

stntistlcnl tests of tim :;('I'il'~l. in,;jl':,d III I il,: I\;:ll i :;\Il;ilb l " Ollt' 1'''HIlI!: "1'lllHlqh lt 11: 

"not enoughll seasDnality. /'11"<;1' 

will providEl a clearer illdit~'lt inn lit' Vl/ltp!i It'I' liH' :i!~dl'!; i:; wn:Jntldl, I ilu -!t·qn't· of 

seasonality, and Wlll~t!JHr thp. !;t'al)fHl~jlity h ,1ddU.ivr' Ill' IIH1ltipJ.it';It.hIP t:fllm will !.ill.' 

Bell Canada. 

Tnble B given the 1'(:,'5u1t;; of till' t3ull L:lIll:lfla m~a:JtHHllit y ~WI'('t)11 fill' (Ill II 

series for which a monthly nrmly:;jll wrw d(HII~, !\,n:;p :H~l'inD whir'h piwm!d lilt· ynarly 

screening test :Hili had nuffh~it!fll ('r"!;I~I; Pf;!, month it)!' furUmr tUHlIYBi:;. N(JI urle IJf 

::'hese 77 had a Gell Canada " r:Jtio uf 10 flI' Illl)l'l!, uiLhur additive or rnllitipli(~nl.ivl'. 

T wenty.,seven series had t"1il:her WI :H Iditivf.' or H 1\ Illlt.ipli(~Htivp F ratio tll:lt wm; 

between 2.41 and 9. These 2'1 Wi'!'!; ,mal.Y?lHl flll'!lH~l' for w:iHlOllnlity, flnillU I'ilp tnlitD 

available on the X-11 proCJrarn an ~lIqqC'~;lt'd by n BLS tucimil'HI paper (Plewen 1971.) 

4The F -test, however; i5 not {~nt.ir'ely :~ppr'(JpriaLe fur 1,f}veral rmwons, but pspednIly 
because the oberservatiorH: ill n time BHrien eanrlO\ be asBtHned to bn independ~nt of 
each Qt.hpr. Perhaps for thiB rcamm, the Ht111 (=~mmla print:> nut flxtl'ornnly 
conSerV{ltive results. Althmlgh the flfln pel'cullt ~,iqllifie,HlcB level for n tnn-yr:HH' 
monthly series would be 2.41 (qiven that tlw <lGfJlHnptitms of intiopnndnllcn, ronntant 
variance, normality, etc. hold), the Boll CmlFltb only prints out tilat the snJ'iw.l 
shows "enough seasonality" to jllStify uBin~J th(~ )(-11 if the F is 20 or over. BL S 
researcher Kathleen Beale SU(monts Ii illt tim following criterion be used 
(conversation, February, 1979): A 13ell Canada F' under 2.1+1 indieates no 
seasonality; an F between 2Al and 9 probably indicates no nD,1SonaEty, but. should 
be studied further; an F of 10 to 1" may be sunsonal but should nh30 be studied 
further; and an F' of 20 or more may be cOIwiderocl seasonal. This critprion wnn 
used in this study. All series with no F nf 2.1+1 or over on rdhD~ the additive 01' 
multiplicative Boll Canada model Wf'rl~ :mulyznd further with thl.~ X-U. 

5Use of the trading day adjustment r·t.~qlJir£'s d longer series than the uix~year sorim, 
examined here. 
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F trwl: Hnd r~lllative COflLriuution of tJw Irregular (Plewes 1977:4-5,7). The 

stable £ioHflonnlity F' tc~st Oil Ul(>, X-ll is computed like the F test on the Bell 

Cnnoria, nltt)(J\J(Jh tho r(wull:n may diH(H' bncnusc of diH8renC(~s in the X-ll moving 

nV(lrn~Jo nnd Lr'(lHtrnont of extremes, The relative contribution of the irregular is 

culclIlntnd by C!ornparinn tho nVDNlCJG month-to-month differences without regard to 

Hi(jtl (O!' percent (~hnnC]n in n rnult.iplicative adjust.ment) of the three components, 

il'rDgulm', Ll'oncl~cyclc and B(msonul (see Shiskin 1967:18-19.)6 

F~iCJures nand C nre two pages from U1f;3 X-.ll printout for a multiplicative 

adjustment of tllO [{c)C!kford burulary series'? The stable seasonality F ratio is 

ell'cled in [':"igure ~3. It is f1.:31.2. The relative contribution of the irregular over a 

one month spall is circled in Figure C. It is 51 percent, which is quite high. The 

general rule of thumb suugested by Plewes is to reject the hypothesis of stable 

soasonality being present if the F 1s undGl' Z.L~l, or is 2.L!1 to 15 and the irregular 

contribution is over III percent, or is betwBcm 15 and 50 and the irregular 

contribution is over 25 percent, or is over 50 and the irregular contribution is over 

"SO percent:. f3y this rule of thumb, the hypothosis of seasonality would be rejected 

for the r~ockford burglary mUltiplicative adjustment. 

T8ble C gives the results of Lhese X-ll tests for all 27 series. According to 

P,\ewes1s rule of thumb, the hypothesis of stable seasonality should be rejected for 

all 27, since the stable F ratio in each case is between 2.41 and 15 and the relative 

contl'ibution of the irregular always far exceeds 14 percent. 

This X-ll result finds the hypothesis of stable seasonality unlikely. However, 

the series may have moving seasonality. In moving seasonality, the seasonal effect 

varies systematically hom year to year. There is another X-ll test to detect 

mGving seasonality. 

6The l'elative contribution of each of the three components changes according to 
the span of months being considered. Fl'om month to month, the contribution of 
the irregular is usually high relative to the contribution of the trend-cycle, since 
the effect of the trend-cycle gradually builds up over time, while the effect of the 
irregular does not. As a general rule, the relative contribution of the seasonal 
should be at Least as high as the irregular over a one month span, and shoulJ remain 
relatively high over longer spans, until it drops to near zero at the twelve month 
span. 

7 We chose the Rockford bUl'glary series as an example, because it seemed to have 
more seasonality than most of the others we tested. 
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Figure B 

X-ll Stable and Moving Seasonality Results: Rockford Burglaries~ Multiplicative Adjustment: 

ROCKFORD BURGLARIES P. 3, SERIES D 8. EINAL UNMontFIED 5I RATIOS 
YEAR JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC l~VGE 

1972 6.0'.1 88.9 85.2 1.0'6.5 1.0'2.S a8.1 8·1.3 139.3 99.1 l.0'9 • .0' 89.7 91..0 95.3 1973 89.4 77. 7 94. 6 l.e'1. 9 92.7 86.3 133.5 127.5 112.8 98.5 92 . .0' l.0'kJ. 8 1kJf{J. 6 1974 93.5 66.8 95.2 88.7 1.e'8.7 97.6 115.7 128.2 l.e'l.f{J 1,0'5.3 97.8 1.0'5.2 1R1.e'.3 1975 96.7 72.1 84.9 85.9 99.3 117.7 131.1 122.9 81.2 112.8 97. RI l.0'liJ. RI 1.0'RI.1 1976 69.1 79.6 8a.3 IJS.3 D8.5 85.5 126.1 127.9 96.9 161.7 1R12.6 9R!.7 1.0'1. 3 1977 92.2 75 • .e' H.8 89.1 91.1 1Ho.S US.! 115.6 l1.e'.2 121 • .e' 98.2 66.8 97.4 
AVGE 83.5 76.7 9.0'.5 93.4 98.9 97 • .e' 116.5 126.9 lHH.2 118. ,(3' 96.2 92.4 TABLE TOTAL- 7141.4 

STABLE SEASONALITY TEST 
o--.J SUM OF DGRS.OF MEAN 

~ 
.t::;- SQUARES FREEDOM SQUARE 

BETWEEN MO~1THS 14R171 • 869 11 1279.261 
RESIDUAL 923-\ . 6.e'.~ 6.e' i53.91.e' 

TOTAL 233.0'6.469 71 
"''''STABLE SEASONALITY PRNSENT AT THE 1 PER CENT LEVEL 

MOVING SEASONALITY TEST 
SUM OF DGRS. OF MEAN 

G SQUARES FREEDOM SQUARE 
BETWEEN Y,EARS 44 6 . .0'62 5 89.212 

ERROR 5759.424 55 1.0'4.717 

"'NO EVIDENCE OF MOVING SEASONALITY AT THE ONE PER CENT LEVEL 

- - - - - - -- - - - - - - - - - - -
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Figure C 

X-ll Summary Heasures for Rockford Burglaries, MultipHeative. Adjustment: 

r 2. SUMMARY MEASURES 
AVERAGE PER CENT CHANGE WITHou'r REGARD TO SIGN OVER INDICATED SPAN 

SPAN 
IN Bl Dil D13 D12 Dl.0' A2 C18 Fl El E2 1]3 

MONTHS 0 CI I C S P TD MeD MOD.O MOD.CI MOD.I 
1 16.78 12.82' 12.52 2.36 11. 9 8 fl.2' Z.Z 3 .13 14 .17 6.99 6.66 
2 19 .4.0' 13.32 11. 82 4. 75 14,8.0' .0' . .0' Z.ff ·4.99 17.6.0' 8.86 6.92 
3 22.73 14 .95 11. 76 7.138 16.49 .0'.13 Z.Z ., • .0'6 19.92 1Z.2.0' 6.132 
4 25.3Z 15.25 11.4.8 9.33 19.29 Z.Z Z.Z 8.91 23.77 11.8Z 6.51 
5 26.29 16.34 113,24 11.5% 19.78 Z.Z Z.Z 11.135 25.83 13.57 5.83 
6 29.82 lG.64 9.21 13.55 21.131 Z.Z Z.Z 13.16 28.49 15 . .r:n 5.19 
7 3Z.5Z 19.57 11 . 3Xf 15.55 18.82 Z.Z Z.Z 15.48 28.Z6 16.84. 5.81 
9 31.58 24.14 11.68 19.81 16.38 Z.Z Z.111 2Z.f57 2B.25 2Z.9G 6.137 

11 29.57 26.BXf 1Z.16 24.Z7 11. 83 Z.Z Z.1O 24.1111 27.83 24.72 5.3Z 
12 29.28 29.2111 11.98 26.138 Z.91 Z.111 Z.Z 25.B7 26.75 26.74 6.91 

RELATIVE CONTRIBUTIONS OE' COHPONENTS TO VARIANCE IN ORIGINAL SERIES 
SPJI.N 

nq D13 D1.2 L'.Z A2 C18 RATIO 
,MONTHS @ C S P TD TOTAL (X 113.0') 

1 1. 27 1. 82 4.6.91 .O'.Z .O'.Z LZZ .Z1O 1.0'8.63 
23. 5.91 57.44 10.10 fJ.fJ 1Z1O.fJ.O' 1.0'1. 27 
3 3.0' . .0'4 1Z.88 59.Z8 Z.Z Z.1O 1Z1O.ZI11 89.12 
4 22.3Z 14.74 62.96 10.111 Z.1O lZ1O.ZZ 92.35 

-..J q=-16~~ 62.28 Z.Z Z.Z 1Z.0'.ZZ 9Z.92 
V1 11.95 ., 6 62. 19 Z.Z 10.13 1ZZ.Zff 79.81 

7 17.65 33.41 48.95 13.13 Z.Z 12'Z • .O'Z 77.83 
9 17.12 49.21 33.67 fJ . .0' fJ.fJ Ul'fJ.IO.0' 79.95 

11 12.54 7Z .44 17.101 Z .. '0 10.10 lfJlO.fJZ 94..Z8 
12 17.4.0' 82.5fJ Z.LZ fJ.fJ .O'.fJ lZZ.fJfJ 96 .1B 

AVERAGE DURATION OF RUN cr -:(-'1 C MCD 
L69 b; 11.83 2.39 

I/C RAlrro l:'OR HONTHS SPAN 
1 2 3 4 5 6 7 8 9 1£1 11 12 

5.3fJ 2.49 1. 66 1. 23 .0'.89 Z.68 fJ. 73 fJ.59 .0'.59 13.51 .0',42 Z.46 

M.oNTHS E'OR CYCLICAL DOHINANCE 0 
AVERAGE PER CENT CHANGE WI'l'H REGARD TO SIGN AND STANDARD DEVIATION OVER INDICATED SPAN 

SPAN Bl D13 D12 DlfJ D11 Fl 
IN 0 I C S CI MeD 

HONTHS AVGE S.D. AVGE S.D. AVGE S.D. AVGE S.D. AVGE S.D. AVGE S.D. 
1 3.1,0' 22.4.0' 1. 64 19 . .0'7 Z.67 2.78 1.18 15.22 2.33 19.38 fJ.62 3.8.0' 
2 4.4,0' 23.92 1.fJ3 15.81 1. 43 5.52 2.Z6 18.Z6 2.49 17.ZZ 1.22 5.97 
3 6.34 28'fJ2 1.44 17.72 2.22 8.16 2.78 2.0' • .0'2 3.73 2.0'.25 2.fJ7 8.48 
4 7. 77 3fJ.65 1. 16 16.45 3.1114 1.0'.66 3.46 22.53 4.21 19.77 2.85 lZ.78 
5 9. ,0'3 33.33 111.94 14.87 3.87 13 • .0'2 4.48 27.27 4.78 2.0'.22 3.71 13.23 
6 11 . .0'5 36.5fJ ,0'.65 13.71 4.7fJ 15.27 5.48 28.82 5.23 2111.26 4.61 15.44 
7 12.13 37.83 1. 87 17.39 5.56 17.43 4.27 23.66 7.44 25.79 5.59 i 7. 71 
9 12.22 36.99 1. 95 19.4-4 7.4.0' 21. 58 2.63 19.48 9.32 29.55 7.41 22 . .0'.0' 

11 11.9fJ 33.78 1. 46 14.82 9.33 25.4.0' 1. 2.0' 14.73 1.0'.07 3.0'.91 9.29 25.67 
12 12.31 34.55 1. 8.0' 16.62 1Z.23 27.14 ,0'.,0'3 1.15 12.25 34.41 1.0'.24 27.22 



~------------------------

TABLE C 

X'-11 Tests for Seasonalitya 

Additive Hulti:elicative 
1.36- 1. 36-

1. 75 1. 75 

Stable % Cont. Moving ADR : Stable % Cont. Moving ADR 

F of r. F2:.2.2? HCD of I? Ii' of I. r-2.2? MCD of 11 

Burglary'" 
County 

Cook 7.96 53.08% no 5 ye.s 8.92 52.86% no 5 yes 

Edgar 2.30 60.96 no 6 no 1. 34 2.17 56.78 no 6 yes 

Lake 8.1:8 44.38 no 4 yes 7.80 46.19 no 4 yes 

Peoriab 7.32 56.96 yes 2.59 :') yes 7.04 57.02 yes 2.40 If yes 

Rock Island 4.65 72.17 no 6+ yes 5.65 74.21 no 6 yes 

st. Clairb 4.70 55.00 yes 3.04 6+ yes 4.41 60.92 yes 3.15 6+ yes 

Stephenson 6.63 57.82 no 6+ yes 5.71 59.66 no 6 yes 

Winnebago 8.87 47.94 no 5 yes 7.87 46.38 no 5 yes 

--J City 0'\ 

Arlington 
b 9.31 54.55 yes 3.20 6+ 9.27 59.96 yes 2.37 6+ Rts yes yes 

Chicago Rts 4.04 76.84 no 5 yes 3.98 83.60 no 6+ yes 

Danville b'"' 4.76 61.52 no 6 yes 4.88 60.10 no 6 yes 

E. St. Louis ,. 2.95 64.55 yes 2.90 6 yes 
Maywood 3.20 62.22 no 6+ yes 2.75 72.78 no 6+ yes 

No line 3.32 72.33 n'J 6 yes 3.60 65.64 no 6 yes 

Oak Park 4.54 70.26 no 6 yes 4.33 79.09 no 6 yes 

Peoria 6.79 51.22 no 5 yes 6.38 54.78 no 4 yes 

Rock Island 6.11 58.06 no 6 yes 7.08 52.25 no 5 yes 

Rockford 10.07 46.88 no 5 yes 8.31 51. 27 no 5 yes 

So. Rolland 5.29 59.67 no 6+ yes 5.50 61.20 no 6 yes 

-------------------



- - - - - - - - -TABLE C-Continued 

Additive Multif>licative 
1. 36- 1.36-

1. 75 1. 75 
Stable % Cont. Moving ADR Stable % Cont. Moving ADR 

F of I. F:2.2.2? MCD of I? F of I. F<!. 2.2? MCD of I'? 

Robbery 
County 

Cook 5.22 67.10 no 5 yes 5.67 71.06 no 6 yes 
Lake 6.48 64.64 no 5 yes 5.82 61. 99 no 6+ YGS 
HcLeanc 2.12 60.91 no 6+ yes 
Winnebago 5.36 64.54 no 6+ yes 3.92 79.75 no 6+ no 1. 82 

City 

Chicago 4.68 68.63 no 5 yes 5.19 73.52 no 6 yes 
Rockford 5.89 64.97 no 5 yes 4.06 71. 87 no 6+ yes 
Waukegan 5.65 52.77 no 5 yes 4.70 77.98 no 6 yes 

Region 
-..J 
-..J 

1 2.76 80.99 no 6+ yes 2.06 88.91 no 6+ yes 

aSee text for d:scriptions of these tests. 

bWhen these series was re-run with the weights suggested by Plewes (1977 : 6) for moving seasonality, 
the results were the following: 
Peoria County 7.34 62.83 yes 2.42 5 yes 7.38 63.29 yes 2.29 4 yes 
St. Clair Co. 4.82 53.68 yes 2.29 6+ yes 4.49 60. 9L~ yes 2.56 6+ yes 
Arlington Hts 10.64 59.36 no G yes 9.67 60.47 no 6+ yes 
E. St. Louis c 3.05 64.38 yes 2.26 6 yes 

c 
Multiplicative adj ustment could not be done, since. the.re were zero values in ,the data. 



1~!.1~}!~.!.L:!!~il~!!!!l;!,~!~!', r·:.}lL 1,,~:11'11 I tlf'," i I f/['I)qr:llo ('tHTlputtB ,Ill r- ratin for 

IlHlVIIHI 'lIla~j(JTlilJiIYJ :md pl'ovirlp·> II\I~ IA'jl~ fiJl' p;!I'1I IIHHlt.h. TllIJ tvlSH'n are lJuides to 

:l!IPI~;lillq!l !iI:!'lI?~; with IrHlVlIllJ ~;i!a!;!)fHllity {~;Pf' Pl"1w(; 1977:(J; !;hl3kin 1967:16.) 

I !II' I'lw Hcwkr"rrl 111Jl'IJIHI'Y !,I!l'iW: 1:;<IHllpll' ill rlljUre H, tho rnovillC) sennorwlity 

rill ill in lIot !;iqlli fir~alll.. !JIl'wlw':; rulf~ of t\llllnb in that (m F rntio of 2.20 01' 

qI'C'ntnr illdir:aln~; rnovil1tj ~jl'[w!lnf\lity. 1'0111' of the 27 Iwritw ;;howod a significal1t 

rnovillq !j(HJ~j(lIHllity I- l'atio: Ul[! ArHllqt.l1l1 HviqhlG lltJrqlnry seril?s, the Peoria 

County burqlary ~H1rje[), tim r ,!!it lit. Lnuh htlrqlnry series, Hnd the st. Clair County 

bUr'l]lnt'y nori(m (:jcm Tnblo C.) Thnso !)(lrinn W1)re romijunted usinq tho weights for 

nn(~11 month aecoI'tiinq to Lim M!;!{ for that month) as HUC)£)8stnd by Plewes. The 

t'tlBllltn of L1wnn ndjllnlrnentii arn in n fnotllol.l1 of Table C. The weight.s produce an 

in()j~Jnificnf1L movitlc] s£msonnliLy F for for Arlinqton liCliqhts, and reduce the moving 

nnanorHlliLy F in tllP nl:iHlI' thrm~ (~HGnB. Modified wcightinq might completely 

rornovn tim nffoct of mnvirHJ Housonnlity from these threo. Even though the 

problotTl of movirlCJ sonsotmlity wns not complctdy removed, the low stable F ratios 

and the hic]\) pMcent cOl1tri\)llt.ionu of tho irrolJulnr in thes(~ three series do not 

indicB tc-} tho pmscmce of seasonali t y. 

Months for Cyclical Dominance (IVIeD). The MeD is a measure of the 

avornoo number of months required for the trend-cycle to exceed the irregUlar. 

Frorn one month to the next, the irregulm' is the most noticeable movement in a 

sories. Dver a longer Lime span, the relative effect of the trend-cycle gradually 

increasos unt.il it exceeds the rc:!lative effect of tho irregular. In Figure C, thin 

occurs nt: 8 five month span, where thE~ rolative contribution of the irregular (I) is 

16.68 porcent, ancI the relative contribution of the trend-cycle (C) \s 21.04 percent. 

The MCD is thus 5 for the multiplicative adjustment of the Rockford burglary 

series. According to Plewes's (1977;9) rule of thumb, a series with (1 1, 2 or 3 MCD 

is usually acceptable, a sories with a 4 cr 5 MCl) is borderline, and a series with a 6 

or greater MCD is reflective of problems in the series, and should be studied 

further. 

Of the 52 additive or multiplicative adjustments for the 27 series in Table C, 

not one In~~ets Plewes's usually acceptable standard of MCD 1, 2 or 3; 19 are 

borderline at 4 or 5; and 33 are ull8cceptable at 6 or greater. This indicates, as the 

results of the F test and relative contribution of the irregular also indicated, that 

these series show a lot of irregularity.
8 

8 , 
Marshall (1977a, 1977b) also found that CrIme d8t8 usually have a strong random 

or chance character. 
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i\verillJP \Juration t~~2: Ihin final '\~ 1t t'l'mllt in .1 :iimplp t\'!lt nf Ii\!' 

Sf1100tllfWSG of the irt'l'qulnr curnporH~I1t. i\WHlllqh iI in a I'U!l:l tPGt s it. in not il tl'Ht 

for curvilinnnrity UB is tho rlln:, tt~Ht IHmrl for annlynis in tlw l>ndy nl thin PH!lP!'.llw 

A[)I~ is a runs test of the doqrlH~ of random vmiation from OTU' point til til(' 111,,,1 ill 

the series. 

An A()~{ run is defined as n soril's of points, £1.11'11 of which ill lliqllt'l' ~llr pat'll 

()f which is lower) thnn the prn(~nndin~J point (nm' ~<ondull 1 n(\~:.!Cl.) I Ill' hiqlH'l' tllp 

ADf:Z, t.he lonqcr the nvcraqo run, and th(m~f()rO, t.lm fcwnr til(' total t1ulllbnr llf rlJllll 

in the sorics. 

If the irregular hns too fow rlJns rolativn to chanco (tim ADI{ iH hiqh), it is tUIl 

smooth, and the BCHclsonnl or trmHJ~cycle cOlTlponont of tho ncijlHltmellt may ('(l!1tllil1 

some of the irregular. If the irreC]ulnr has t.oo many rwm rolative to dHlIlcn (th(~ 

A[)I~ is low) the irregular may contain GOfI1C clltlng(~ that should Iln enrmirinrmJ pml 

of the seasonal or the trend-cycln. PIe woo's rule () f thumb io Lhn t tho A[)I{ !lIHluld 

fall betwoen 1.36 und 1.75. 

In the l~ockfOl'd burglary series example, Figure C, the GVCL'ogn durat.ion of 

run of the irregular (1) is 1..54, which is within Plowen's ncccptnbin rBT1qe. Df Lho ~)2 

adjustments in Table C, two show an unacceptable irm~llllnr ADR. The [d~Jur 

County burglary additive adjustment is too low and the Winnoba~Jo County robbery 

multiplicative adjustment is too high. However, the multiplicative E:rlgnr County 

and the additive Winnebago County ADR's are acceptablc~. This indicates that tim 

adjustment with the acceptable ADR is better than the adjustment, whother 

additive or multiplicative, without it. 
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