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~O[3UST ESTIMATION OF AUlllTY IN THE RASCH MODEll 

Howar,d Wa i I')cr 
Bureau of Social Sciencc Rescarch 

1990 M Street, N.W. 
Washington, D.C. 20036 

and 

Benjamin D~ Wright 
The University ef Chicbge 

Ch lcage, III inels 60637 

ABSTRACT 

Estimating abi I ity parameters in latent trait medels in 

general, and in the Rasch Medel in particular is almest 

always hampered by noise in the data. This neise can be 

caused by guessing, inattentien to. easy questiens, and ether 

fa c to. r s w h i c h are JJ n rei ate d tea b iii t Y • I nth iss t u d Y 

several alternative formulatiens which attempt to. peal with 

these preblems witheut a reparameterizatien are tested 

~hrough a Mente Carle simulatien. It was feund that altheugh 

no one of the tested schemes is u"nifermly superier to. all 

others, a robustified Jackknife stoed out as the best one in 

general, ·it was also super efficient fer tests with forty er 

fewer items. It is proposed that thi's sort of Jackknifing 

scheme fer estimating abil ity be implemented f~r practicaJ 

wor k. 

1 This research was fundcd ~hrough a grant from the law 

Enforcement Assistance Administration (78-NI-AX-0047) to. the 

Bureau of Social S0ience Research, Howard Wainer, Principal 
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Investigator. We would I ike to thank Rnnald 
'" Me:~d, Anne 

Morgan and James Ramsay fer kind, gencrous, and 

help at various stages ef th~ prejcct. 
invaluable 
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I. Introduction and Background 

Latent trait models as a class, and the Rasch model i.n 

particular, have begun to have substantial impact on the 

construction and scoring of mental tests. Through the use of 

latent trait models, measures of individual abi I ity as well 

as item difficulty can be obtained that have important 

practical and statistical properties.'·For example, if the 

R a s c h mod elf i t's, the mea; u res 0 f a b iii t Y and d iff i cui t y 

obtained are interval scaled t·hus making the quantitative 

study of change possible. The Rasch model characterization 

of a person's performance on an item as a function of the' 

difference between that person's abil ity and the difficulty 

th f I result tha t one can obtain of the item yields e use u 

l Ob to as we I I as test-free person sample-free item ca I ra Ion 

measurement. There are many more reasons why a latent trait 

formulation is an important one (see for exampl e, Rasch, 

1960; Wright, 1968; Lord and Novick, 1968; Wright and 

Panchapakesan, 1969; Bock and ~Jood, 1971; Wright, 1977; 

Hambleton et aI, 1978; Wainer, Morgan and Gustafsson, 1979). 

'h to the benefits of latent trait The problem In arves Ing 

models is the problem of fit. These benefits only follow 

when ~he model fits. Studies of robustness (Lord and Novick, 

1968, p 492) indicate that certain parameters are robust 

d t d o to Ions from the underlying with respect to mo es eVla 

I °t that the Rasch model assumptions; in particu ar I seems 

yields rather good estimates of abil ity ~nd difficulty even 

when its assumption of equa!.slopes is only roughly 

-'.::: ~~··~~~~~~":"':::::"7::::x.:.""-'::::::::::::::::-:-:-::::-:-::-.:-::;:"':::-;-:-:;--;'~,,",,~::u2 •. ~;::,~;-;;:;r:l;-::::::::::"'::':,::;;::-;:-::-::=~jc::-~"~~"'~-I:'"",,,"U_'~'-
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approxima~ed. The models which parameterizD di~~erenfial 

slopes have difficulty recovering the slope parameters £~~ 

when the data do fit their model. This ---------- isnot a topic of 

this paper. We merely want to indicate that attempts to 

expand the one parameter model to encpmpass additional 

possible characteristics of the data through an increase in 

the number of item parameters doe~ not appear to be 

completely successful yet. Slope parameters are not wei I 

estimated in testing situati0ns with only a f~w hundred 

individuals (Lord, Reference Note 1), and lower asymptotes, 

introduced to deal with guessing, cannot be consistently 

estimated at al I (Ree and Jensen, Reference Note 3). 

I I. The Problem 

The Rasch model has many practical benefits if it fits. 

It can never fit exactly however, because there are always 

disturbances. These disturbances often take the form of; 

guessing (a person of low ability gets a difficult item 

correct) and sleeping (a person of "high abil ity'gets an easy 

item wrong) (Wright and Mead, 1977). The model has a 

certain amount of robustness with respect to such 

aberrations, but they can make the estimation procedures 
. . 

both biassed and inefficient. The problem, then, is how to 

estimate ~he parameters of interest accurately and 

efficiently even when the data donJt ftt ~he model., 

I I I. Some Choices ----- -- ----~--

As a way to deal' with tht"s problem we shall consider 

five different estimation schemes. We sha I I compare these 
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a I t ern a t i v e s 0 v era v a r i e t y 0 f s i m u I a t Ion s • We s ha' I I ass 'u m e 

that item difficulties are available and tha:t all that is to 

be estimated are person abilities. Th'is is a reasonable 

assumption because we can increase the ,calibration sample 

greatly, winnow from it individuals who have unusual 

patterns of response and so get a sub-set of individuals who 

are not 'noisElY'. These individuals can 'then be used to get 

good estimates of item difficulty. However, the dual is not 

true, we cannot give a test of 9reat length, and ~hen we are 

reporting on persons we cannot el jminate individuals who do 

not behave exactly as the model dictates. We need to do our 

best to estimate abi I ities for everyone.' Our task is to 

explore various estimation methodolo~ies which assume the 

. a va i I a b iii t Y 0 fit em d iff i cui tie san d t 1- Y toe s tim ate 

abil ity as accurately and efficiently as possible. It may be 

that some of t.he techniques we describe will be of some use 

in the estimation of item difficulties as wei I, but this is 

not our primary motivation. 

The Rasch Model 

Where P .. is the probab I Ii ty of person 
IJ 

correct 

and 

getting Item j 

a l is the ability of person I (l=l, ••• ,N), and 

d. is the difficulty of item j (j=l, ••• ,L) 
.1 

/ 

6 

Schome 1 - Pure RASCH 

Th i s ,I s the s tan dar d m a x i mum I ike I i h 0 0 d met hod f Q r 

estimating Rasch abil ities given a vector of item 

difficulties. It rei ies on the Rasch model property that 

raw score is a sufficient statistic for abi I ity. Each raw 

s cor e has a dis tin c tab iii t Y ass 0 c, i a te d wit hit. To fin d 

what it is we solve the equation s h'o w n i n ( 1 ) 

usually through Newton-Raphson. 

r. - SUM '. [ p' . ] - 0 I J I J -

,Or 

rj - SUMj[exp Ca i- dj)/(l + exp(aj-dj»]=O 

where r j is the raw score for person i. 

for 

Scheme 2 - Traditional Correction for Guessing 

a .. 
I , 

( 1 ) 

,The traditional guessing correction is to assume that if 

a person does not kn9w the answer to, a question and guesses, 

than the probability of guessing correctly is, 11M, where M 

is the number of choices. Thus if we have an M choice test 

and an individual has C wrong we assume that he has an 

additional C/(M-1) correct that he guessed on. This is a 

crude attempt to put a lower asymptote on the item 

characteristic curve. 

Scheme 3 - Jackknife 

Th§ Jackknife is an estimation scheme which was 

developed to reduce bias, and has been shown (Tukey, 1958) 

to be useful for hypothesis testing as wei I. The way that it 

works in our application is to const,ruct a matrix of 

abil ities A which has L-l raw scores label ling the rows, and 

, 
l, , 
; 
i 
H 
1 
bi 
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L+l columns. The first column, with elements A(r,1>' are the 

abil itles ass;ciated with raw sco~e r, calculated through 

the method described in Scheme 1. The second column are tho 

the fir s t tem abi I itlas based upon a test with 

omitted. This test has only L-l items. Each succeeding 

column represents abi I ities estimated through Scheme 1 but 
. 

with that item omitted. Thus the kth column is a test of 

length L-l containing all items except item k-l. 

The Jackknifed pseudovalues' of abil ity are: 

a
j

* = LA(r,l) - (L-l)[xjA(r-1~j+1) + (1-Xj)AC r ,j+1)] (2) 

Where x. = 
J 

~ 0 if 

l... 1 if 

item j 

item j 

is answered incorrectly 

is answered correctly. 

and the Jackknifed estimate of ability, a*, is'just the mean 

of these a·*'s. 
J 

for j=l,L. 

a* = SUM.[a.*/L]= LA(r,1> - [(L-1)/LI 
SUM. [x . ~ ( r~ 1 , j + 1) + (1 -x

J
' ) A ( r ,j + 1 ) ] 

J J 

For reasons that wi I I become clear when we discuss the 

t · 'It 'IS important that we notice results of the simula Ions, 

b 'l't est'lmates are easy to compute. that the Jackkn i fed a I I Y 

For any test al lone has to do is to compute the matrix A 

t Oo run across the matrix at that and then for each person 

subject's raw score adding up the entries in that row for 

each item that is incorrect and jumping up one row for each 

item that is corre6t. Jumping occurs because when an item is 

correct the raw score for that person excluding that Item is 

one less. 

Next, there are two aspects of an estimator that concern 

" 
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us. The first is that It reduces bias l I.e. th~ ~ffects of 

odd respo'nse patterns. Tho Jackkn i fo was developed as' a 

method to reduce bias (Quenouille, 195~), so we have hopes 

that it will serve this purpose. Secondly, we would liko an 

estimator that does not jump around too much with minor 

disturbances in the response vector.' This qual ity has been 

termed 'resistance' (Tukey, 1?77), and corresponds to an 

estimator having a sampl ing distribution with a ,small 

variance. The Jackknife is known to be modestly 'resistant' 

and so this qual ity is I ikely to be met in practice as wei I. 

Let us see how estimation with the Jackknife works. 

Consider a test with ten items whose difficulties are 

uniformly distributed and span a range of four log its. These 

dif·ficulties are shown below: 

" 

-2.00 
0.22 

-1.56 
0.67 

-1.1,1 
1 • 1 1 

-0.67 
1.56 

-0.22 
2.00 

This yields the raw score-to-abi ity transformation 

matrix A, shown in Table 1. 

-----------------------------------------------
Insert Table 1 About Here 

----------------------------------------~------

Consider how one would e~timate the abi I ity for a 

response vector of (1111110001). The raw score,is 7 and so 

we sum the first six values associated with a raw score of 6 

(since the first six items were correct). Next we add on 

the three values (associated with items 7, 8, and 9) 

associated with a raw score of 7 since these items were 

Incorrect and so omitting them sti I 

, • .,....~~~~~~...::e::.\~";l:C':!f':.':i~\;:.."'l>";:I"\,. .. ~,.>~~"...,.l"""'"\~~'.--' .. -4' . . 

yields a raw score of 



(, 

I 
fj [ 

{, 

[ 

[, 

[ 
,(, 

(, 

L, 
t. 

C 
[ r; ;~ 

t f 

[ 

l 
(, 

" 

f 
I 
I' 
I, 

-- - ----------------------- - - ------------

9 

7. Last we add on 0.68 the ability pseudovalue C;l~socla,ted 

with 'a raw score of 6 for item 10'omitted. Summing these we 

o b t a ina tot a I 0 f 1 1 • (j 3 • N ext we m u I tip I.y b Y 9/ 1 0 [( L - 1 ) / L J 

and subtract from 11.50 IL x 1.15] yielding a Jackknifed 

estimate for this person's ability of 1.03. Referring back 

to Tab I e 1 we see that a raw score of 6 yields an a b i I ity 

estimate of • 56 which would have been the result i f we 

treated this person's getting the last item correct as a 

wi I d guess and changed it to iricorrect. On the other hand 

if we fully bel,!eved this response- hi's, raw score would have 
.. ' 

been 7 and his ability estimate 1.15. The Jackknife weighs' 

these two extremes and places the e~timate between them. 

Next suppose that the response 'vector was 

(1111110010). Then we find that the pseudovalue of .68 

associated with getting item 10 correc~ is replaced with .73 

(for item 9) and 1.45 is replaced by 1.37. The net result of 

this changes the Jackknifed estimate from 1.03 to 1.06. This' 

is just what a sensible person would do, since the second 

response pattern is more I ikely to have arisen through 

"p r 9per",test taking, and so indicates a somewhat higher 

a b I I i ty. 

It appears that the Jackknife does what we want, although 

how we I I is yet to be determ i ned. We do get the fee ling 

however from this demonstration that the variance of the 

sampling distribution of the Jackknifed ability Is apt to be 

sma I lsi n c e w i I d dis t u r ban c e sin res po n s epa t t ern don 0 t 

cause wi Id variations in the,abil ity estimates. To see this 
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note that the abil ity estimate associated with the pattern 

(0111111001) is 1.09,. We leave It to the reader to try other 

patterns to develop an intuition as to how this estimation 

scheme behaves. The Jackknife is not insensitive to 

response pattern (as Rasch estimates are) but does not jump 

around much. This wi II be demonstrated in the results 

section • 

Scheme 4 ~ AMT-Robustified Jackknife 

The pseudovalues obtained·from Jackknifing suggest an 

additional estimation methodology. Consider the response 

pattern(111111000l) again. If we calculate the pseudovalue 

associated with each item using Equation 2 we obtain: 

Item 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Pseudovalue 
1.42 
1 • 51 
1.69 
2.05 
2.41 
2.95 

-3. 17 
-2.36 
-1.55 

5.38 

The mean of these pseudovalues yields the Jackknifed 

estimate of abil ity. Now consider these pseudovalues , and 

how they are combined in the Jackknife. There are two kinds 

of pseudovalues i negative ones associated with incorrect 

responses, and positive ones associated with correct 

responses. The Jackknife could be understood as first 

averaging the negative ones, and so coming out with an 

average abi I ity estimate based upon items missed, then 

averaging 'the positive ones for a,n abi I ity estimate from the 
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Items gotten right, and then combining these two averages, 

weighted by their sample sizes to yi~ld the final Jackkni~ed 

estimate. We know that the mean can be a poor way to 

estimate location. In some situations (Andrews et ai, 1972) 

it is the worst of all choices. Since we are concerned 

about unusual situations, perhaps.the' performance of the 

Jackknife can be improved through the choice of an estimator 

of location more robust than the mean. 

Suppose we calculate t~e median of the positive 

pseudovalues. This is 2.05. The median of the negative 

pseudovalues is -2.36. Weighting these by seven and three 

an respectively, summing and dividing by ten ,yields 

estimated abil ity of .73. Whether or not this is better than 

b t it is the Jackknifed value of 1.03 is hard to say, u 

certainly in the ballpark. 

if: ------------------------------------

Insert Figure 1 About Here 

------------------------------------.. . 

One of the winners of the Princeton Robustness Study 

(Andrews et ai, 1972) was the Sine M-estimator (the 

AMT). This estimator has an influence function that is 

nearly like that of the mean fbr observations .in close but 

t Th ols' implloes that it wi II be goe,s to zero at the e)C remes. 

efficient for nearly Gaussian distributions and robust 

against fat tai Is and outl iers .. 

To understand how the AMT is calculated consider that in 

'regular cases', I ikel ihood estimation of the location and 
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scales parameters THETA, and ~IGMA of a sample from a 

population wittl known shape leads to'~quat~ons of the form: 

SUM j (- f ' ( Z j ) / f ( Z j ) ) = 0, 

and 

SUM j [z j f ' (z j ) / f ( Z j) - 1 I = 0, 

where f is the density function and Zj = (Xj THETA)/SIGMA. 

M-estimates of location are solutions, T, of an equation 

of the form 

SUM j PSI[(Xj-T)/sJ = 0 

where PSI is an odd function and s is estimated either 

independently or simultaneously. 

The Sine M- E~timate (AMT) is an M-Estimate in which the 

fUnction PSI is: 

Sin (x/2. 1 ) ,x1 < 2.1T1 

" 

PSI(x) = 
o otherwise 

The fourth scheme then is to use the AMT estimator on the 

positive and negative pseudovalues separately, obtaining two 

estimates of abil ity. These two estima~es are then 'weighted 

by the number of observations that went into them and 

summed. The resulting value is then' divided by the total 

number of items and the result is the AMI~i ~~~~~~li~i 

estimate. 

We expect that when the test response pattern i s 

reasonable (i.e. no responses are obtained which are 

unl ikely based upon the Rasch Model), the AMT-Jackknife wi I I 

look I ike the ·normal Jackkni1e. But when there are some odd 

. 
-~~~J«"""',4~A=~ ... 4<"'" ~,~.~~_ ".""'..,..,.....-.,.~~~,.:.i-... ::l:~:;:::;:~~":';::!i::i::~~"tr'..tt~:-"'-'.~~<;."".;:\.~--...... >..-...->~-' ... . , -"',..,.-...~-::.::-~::::'::'-~~~';':;~".;:.~z__::=:::.:.~~_:_:::;~_::':._-__::;::,.: 
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responses, they wi II not be counted as heav i I y, and so 

produce an estimate which is less affected by guessing ~nd 

sleeping, while retaining the Jackknife's narrow sampl ing 

distribution. 

Scheme 5 .::. WIM 

Wright and Mead (Reference Note 4) developed a method for 

estimating ability in the Rasch model based upon an analysis 

of the residuals. Their method obtains an initial estimate 

of abi I ity from raw score an.d it's associated standard 

error. Then it calculates the residual of each item's 

response for that person by subtracting from the response 

the probabil ity of it being correct. These residuals are 

standardized and a t-statistic calculated for the fit of 

this person's response pattern. If this t is greater than 

some chosen value (say t=2), then all .. items more than two 

loglts above the person's initial ability estimate are 

omitted from that person's test and a new abi I ity estimate 

is obtained based upon the shortened test. This process is 

repeated until an acceptable t is achieved or until the test 

gets too short to work with. 

This estimation scheme OJlM) was also included in our 

tests. The subroutine which does WIM esti'mation was written 

by Ronald Mead. Our results with this method reflect only on 

the method as we received it. We did not try to tune it by 

varying the ~ritical t-value. It could be that it' s 

performance would improve with fine tuning. 

~ The Guessing Model 
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How one characterizes i n d i v i d.u a Ire s pc n.s e S i. n a 

simulation i~ critically important to its outcome. 

C e r t a i n I y i f 0 neb u i I tar. est i m at 0 r t hat mat c h edt h e 

response generator that estimator should win hands down in 

any competition. The val idity of such investigations depends 

upon how the response model matches real ity. We decided that 

a reasonable model for responding has the following 

characteristics: 

1) Need - A person guesses if he/she has a need to 
guess. This is a funcTion of the extent to 
which the item is more difficult than the 
person is able. If someone thinks they know 
answer they wi II not guess, if they don't they 
might. 

2) I n vi tat ion - t his ("s a fun c t ion 0 f the i t em 
unrelated to its difficulty (usually a function 
of the distractors). Some items invite one to 
guess -- others discourage it • 

3) Inclination - A function of people unrelated to 
ability. Some people like to guess (risk 
takers?) and others do not (risk avoiders?). 

4) GI itch - This represents something unexpected that 
may be an item-person interactio~ unrelated to 
abi I ity, difficulty, incl ination or invitation, 
a way for the best laid plans to go wrong. 

The guessing model is: 

-1f .. =p .. ; ( 1 -p .. ) (V • +C • - V • C • ) / u . IJ IJ IJ J I J I J 

where, 

~. . .... 11 1 J is the probabJ I ity of person getting item j 

correct 

Pi' is the probabi I ity of person i gettin~ item j 
c~rrect based upon the Rasch model which IS given 
.0 a r lie r. The n. e edt 0 g u e s S a r i s e s w hen p.. iss m a I I 
because d. is larger than a..' IJ . J I 

Vi is the invitation to guesi associ~ted with item j 
'(0 ~ Vj ~ 1 ), . 

/ --.... -;.~:.:.:-.. :::-:"'--~-.--'" .,.. -~~~",,,,,,,,.=,,,,,,,,,,,,,~--.....,,.-,----~,,",,,,,,,,,~,,,,,,,,,,,,,,~-,-,, 
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CI Is the inclination to guess associated with per·son 
(0 ~ C I .s.. 1 ) 

u j Is the number of alternatives for item j. 

The actual response that was generated by this model was 

determined and it was allowed to remain with probabi I ity 1-G 

(where G is the GI itc!': factor) and was changed with 

probability G, the generating parameter included to stir up 

trouble and add noise. 

v. The Simulation ---
There are a large number of things to vary in a 

---- -------

simulation to get a full picture of what is happening. This. 

simulation had eight factors which were systematically 

varied and on which al I' five es}imation schemes were tried 

out. These were: 

1) Difficulty distribution (3 levels) - There 
were three distributions of difficulties 
that were used; uniform, Gaussian and 
bimodal. The bimodal distribution. was 
generated by constructing a uniform 
distribution and leaving out the middle 
ha If. 

2) Test length (3 levels) - We simulated tests of 
three lengths, short (10 items), medium (20 
items) and longish (40 items). Longer tests 
were not used because the genera I i za b iii ty 
of results would increase only slightly but 
computer costs would.multiply. 

3) Test width (2 levels) - Two test widths were 
simulated, narrow (2 logits) and medium (4 
logits) •. Wider tests are in use, but that 
aspect must be left for another day. 

4) Number of alternatives (two levels) - Tests 
with five choices were simulated since that 
reflects a common test format, as were 
tests with two alternatives (true-false 
format) which represents an extreme case. 

5) Ability (4 levels) Four levels of ability 
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w ere use d; Ext r a Low, Low, M e diu m, .a n d 
High. Typical iy we chose as Extra Low an 
abi Ii ty that was the same as the eas i est 
Item on the .Ires t. Medium was typically 
chosen as zel-o, with .Low ha I fway between 
them. High was usually symmetric with 
Low. Therefore with the difficulties shown 
previously the four abi I ities chosen would 
be -2, -1, 0, +1. There was some var i at ion 
in this choice which wi I I be explained 
later. 

6) Invitation to guess (3 levels) - this ranged 
from low (0.0) to medium (0.5) to high 
(0.9). 

7) Incl ination to guess (3 levels) - The same as 
Invitation. As is evident from the response 
model these two parameters are symmetric in 
their effect and so only the siX 
interesting combinations were used. 

8) G lit c h ( 3 I eve Is) - G.I i t chi s mea n t' to con v e y 
rare, or at most, seldom trouble. Thus we 
used three levels of glitch, none (0.0), a. 
little (0.1), and a lot (0.4). Note that a 
glitch of 0.5 is maximum, in that it wi II 
make the expected score for any response 
pattern the same (L/2). 

The Dependent Variables £i the Simulation 

Two aspects of estimator performance are of 

interest. The first is accuracy -- how diff~rent is the 

estimate of abil ity obtained from each estimator from the 

abU ity parameter which generated the response vector. We 

have summarized this by the mean difference between 

estimated abi I ity for each estimator and the generati ng 

parameter. In the course of the simulation this was 

sometimes violated because as a response vector was 

generated it· was checked to see If it \lIas est imab Ie. In 

particular if a response vector had a raw score of or 

lower or L-l or higheF it was not used and another was 

. , 
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generated. This resulted in a truncation of the abi I ity 

distribution. This truncation caused the I'ow abll ity gro~ps 

to have a somewhat higher' abi I ity .than' the generating 

parameter would indicate, and the High abil ity group to have 

a sl ightly lower abi I ity than the generati!'lg parameter. To 

correct for this we estima~ed the Rasch abi I ity without any 

noise for a particular simulation si~uatio~ (a specific 

leng~h, wfd~h, distribution and gl itch) and used the pure 

Rasch abil ity estima~es as the basis of comparison for that 

simulation. Hence when ~here is no noise the Rasch estimates 

have zero bias by cons~ruction. 

The second aspec~ of es~ima~o! performance ~hat 

interes~s us is the variance of ~h~ sampl ing distribution of 

that es~ima~or around it's ~ mean. -Of course the smaller 

this is the better the esti~ator. 

We combined these two measures of estimator performance 

into a total variance figure by adding together the weighteq 

squared bias (analogous to the between sum of squares) to 

the sampl ing variance (the within sum of squar~s) using the 

usual synthesis of variance weightings. This represents the 

overall efficiency of each estimator. We then found that 

estimator which had the sm~1 lest efficiency for that sample 

and divided each estimat~r's efficiency into it to obtain 

rei at i vee f f i c i en c y • I tis t his f ·i g u re t.h a t we s h a I I r (~ po r t • 

~ Results and Discussion 

Obviously, witb a desi~n consisting o~ almost 4,000 

cells and five estimator's per cel I i~ woul d be impractical 

---~------------
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to attempt to present a I I the resu I ts. I nstead we s~a I 

present selected findings representative of the main 

effects, and comment on some important interactions and 

trends. The principle effect is that there was a real winner 

-- the AMT-Jackknife. The AMT-Jackknife won not because it 

was the most bias free, although it did reasonably well in 

that regard, but rather because of i"ts extremely sm a I I 

samp ling variance. 

No Noise 

Before go i n g on to the noisey simulations let us 

consider the uncontaminated situation. It would seem thaf 

any est i mat ion s chern e pro po sed m u s. t d 0 rea son a b I Y wei lin 

this situation before it can be considered a viable 

alternative to ordinary methods. 

Table 2 shows the relative efficfancies of the five 

estimators for three test lengths, two different widths and 

four abil ities. These are rounded to one decimal place for 

usefulness. 

Insert Table 2 About Here 

The results for a uniform distribution of difficulties 

are striking for two reasons. First, the superiority of the 

AMT-Jackknife (fol lowed closely by the standard Jackknife) 

is evident. This ~ssures us that the Jackknife is a viable 

scheme. The second observation leads us to check the 

fORTRAN code. The Rasch maximum'l ikel ihood estimator Is not 

, 
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the most efficient! . This counters expectation since maximum 

likelihood is supposed to yield estimates with minimum 

variance. Why does that fail to happen in this case? The 

answer is that the superlative propertles of maximum 

likel ihood are asymptotic. As test length increases the 

relative efficiency of the Rasch es~imafor goes up from 70% 

to 90%. The WIM estimator behaves (n the same way. It 

would seem that 40 items is not enough for asymptotic 

properties to triumph over Jackknife properties. This 

findIng leads us to reconsider using maximum lik~lihood with 

short tests without further thought. Replacing maximum 

likelihood with AMT-Jackknife ~ay benefit short test 

applications. We are not the first to observe that maximum 

likelihood does not accompl ish everyt~ing one would desire 

from efficient estimation. Lewis (1970) in studying methods 

for the estimation of thresholds of sensitivity curves (a 

problem. simi lar to the one we are examining) found that 

maximum I ikel ihood was unsatisf~ctory and u~ed instead a 

scheme based on order statistics (The "Countback Method"). 

----------------------------------------
Insert Tables 3 and 4 About Here 

----------------,---------------------.---

Continuing to explor~ the eff·iciency of th,ese five 

estimators in the errorless situation we see (Table 3) that 

the same structure observed for a uniform distribution holds 

for a Gaussian distribution. Once again the AMT-Jackknife 

is the winner, followed closely by the standard Jackknife 
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and then Rasch and WIM. In al I situations the Traditional 

guessing correction is an abject failure. This is not 

unanticipatGd since it is making corrections for a 

disturbance that is totally absent. As we wi II see later, 

its performance improves when gue~sing does occur (not 

surprisingly). Inc i dent I y, W 1M, w h i c h . i s the most 

computationally expensive procedure, is especially expensive 

for Gaus$ian and Bimodal, distributions of difficulty. More 

iterations are required for convergence in thes~ situations 

than when the difficulties are uniform. 

Table 4 shows the efficiencies for a bimoda 

distribution with essentially th~ same structure evident 

that appeared with the other two distributions. WIM 

estimates were not obtained for a 40 item test (width 2) 

when the procedure had not converged after 100 seconds (on 

a n Am d a h I / V 6 ). I twa s f e Itt hat any i n for mat ion 0 b t a i ned 

from such a result would not be worth the cost/effort. 

One conclusion is clear; when there is no guessing, we 

can improve on the maximum I ikel ihood estimator of abi I ity 

in ,the R~sch model for tests of modest length (less than 40 

items or so). In this noiseless situation there ,is little 

to choose between the robust AMT-Jackknife and the standard 

Jackknife. The AMT is a bit better, but uses a bit more 

ef fort in its comp utat ion. We also found that the 

t r a d i t ion a I cor r e c t i 0 r'1 for g u e s sin g i f a p p lie d w hen g u e s sin g 

Is absent can have disastrous effects upo~ the effl~iency of 

estimation. WIM, works as wei I as straight Rasch estimation 

I 
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when there is no guessing, although it does lead to a bit of 

shrinkage 'due to the shortening o'f tests when unusu-al 

residuals occur by chance. 

Some Guessing 

The next step In the exploration of estimators of 

ability is to study their behavior with a little bit of 

noise. Tables 5, 6 and 7 show the rel~flve efficiencies for 

the three distributions with guessing invitations and 

guessing incl inations set at 0,.5. Even a cursory examination 

shows that the structure observed in the no noise situation 

stil I obtains. The AMT-Jackknife'and the standard Jackknif~ 

still lead, but WIM and· Traditional corrections are 

gaining. The bimodal distribution seems to trouble the 

Jackknife more than its robustified'version, but both seem 

to do tolerably wei I. As one would suspect, at lower abil ity 

levels schemes which are designed to deal with guessing 

(WIM and Traditional) work to their best advantage. At 

h i g her a b i I, i t Y I eve 1st his i s not the cas e. J a c k k n i fin g 

schemes do better on narrow tests than wide ones (this 

obs.ervat.ions has been confirmed by examining their behavior 

on very wide tests of 6 to 8 '?gits and noting a 

deterioration of performan~e. This is ,especially marked on 

8 logit wide tests for the AMT). 

Insert Tables 5, 6, and 7 About Here 

The conclusions reached for noisel ess data sti II hold, 
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but less strongly. The two Jackknife methods remain the 

schemes of choice, especially for ab;'lity individuals abo~e 

the mean. But as the dat~ get inc!easingly noisey each 

estimator reacts in its own way •. The Rasch estimator yields 

the same score for all raw scores of the same value, 

regardless of how that raw score was obtained, but indicates 

its displeasure by yielding a poor goodness-of-fit statistic 

for misfitting persons. WIM reacts by shortening the test, 

tel lin gus i n e sse n c e t hat 0 n I·y a sma 1 I po r t ion 0 f . the t est 

response vector obeys the Rasch model. The J~ck~nife methorls 

react by regressing the scores toward zero (increasing bias 

but reducing variance of sampling distribution) but 

.Jncreasing' the standard error. Thus saying that the 

Information on this individual is small. 

More Guessina .' 

Let us continue to fol low the pattern by considering the 

same three distributions of item difficulty, but this time 

with a great deal of guessing. Tables 8, 9, and 10 show the 

results when guessing invitation and inclination are both 

set to 0.9. This yields a situation in which a perspn 

guesses whenever he doesn't know the answer and is identical 

to the situation posited in the derivation of the 

Traditional guessing correction. In this situation we would 

expect the Traditional method to shine and it does do well, 

but on I y when the test I eng th is great enoug h to overcome 

Its smal I sample inefficiency. 
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Insert Tables 8, 9 and 10 About Here 

Once again the same pattern of results emerges. For 

short tests the Jackknifing schemes work best, with the edge 

always in the direction of the AMT. ,As fe$ts get longer (40 

items) the Traditional guessing corre~tion starts to work 

quite well. WIM on the other hand is disappointing,. doing 

scarcely better than just a st~aight Rasch estimate. This 

must be interpreted, however. WIM reduces measurement bias 

quite wei I. But in doing so it also decreases test length 

substantially, one coul d argue t,hat the I ength of test 

evaluated by WIM, after eliminating items with large 

residuals, corresponds to ~hetest that the testee actually 

took. However, the reduced test length has the concomitant 

effect of increasing the standard error of measurement, and 

this causes its disappointing showing in'the efficiency 

sTatistic. 

Guessing + GI itching 

Since the distribution of difficulties does not 'appear 

to have much effect on the behavior of the various 

est i mat 0 r s, we s h a I I con tin e the rem a I n d e r 0 f t.h ere sui t s we 

report to one or the other of the distributions, with only 

side comments If the results differ substantially when 

another distribution Is used. (Incidentially for an 

extremely bimodal distribution in which all Items are pi led 

up at the extremes, the AMT wi I I not \'lOrk at a I I) • 
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---------------------------------------
InserT Table 11 About Here 

---------------------------~-----------

Table 11 shows the reaction of the various estimators 

to GI itch of 0.1 over several test widths and for different 

amounts of guess i ng. There are no surprises. The 

deterioration of performan~e of the Jackknifing estimators 

with increased test width is visible but not too bad. The 

AMT is always superior to the standard Jackknife. Under al; 

conditions Jackknifing seems to be the best"choice for 

higher ability individuals. Jackknifing also works rather 

wei I for correcting guessers, but.there the other methods 

may be better. We have only reported results for tests of 

length 20 in this Table, but this is 'representative of the 

general findings. The Jackknifing mei'hods do relatively less 

well with a test of length 40, and do relatively better with 

a test of length 10. 

True/False Tests 

If the number of alternatives is shrunk from five to two 

we, fin d· m u c h the sam ere sui t s. Wit h n 0 g u e s sin g the 

Jackknifing methods do best with an edge to the AMT. As 

guessing gets increasingly prevalent the ,Traditional 

correction scheme works better. But we sti II find that for 

high abilities the AMT method is superior in efficiency to 

all others. 

VII. Standard Errors 

The Rasch standard srror Is, 
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Rasch(s.e.) = 1/SQRT{SUM j lP i j(1-Plj) I~ 
for each ability level i. This accurately reflects what was 

observed empirically for the Rasch ab,i I ity estimates in our 

simu'lations. The standard deviations of the sampling 

distributions, when there was no guessing, was about what 

this equation would predict. It underpredicted the 

variabi I ity observed when there was noi'se. The WIM standard 

error is calculated in the same way as the Rasch, except 

for a test of reduced length'. This seems to accurately 

reflect real tty for ~he situations we tested. 

The Jackknife standard error Is calculated directly from 

the pseudovalues by: 

Jackknife(s.e.)= SQRT1SUM.<a·*-a*>2/«L-l)L>J J J ' 

and is known to be a conservative estimator. This is 

certainly true in this case. It tends ~o overestimate the 

actual s.e. by about 50% for test lengths of 10, by 25% for 

test lengths of 20. 

lengths of 40. 

But it is just about right for test 

There are several candidates for estimating the standard 

error of the AMT, but our investigations are insufficient to 

be able to recommend one at this time. It seems reasonable 

.to use the corrected Jackknife standard error until a better 

choice is found. The JaCKknife s.e. wi I I almost certainly 

be conservatively large. 

v I I I. Co n c I u 5 ion s 

This investigation sought to find and test alternative 

methods for estimatins abil ity under the Rasch model in the 
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face of plausible noise. We did this by using some recent 

developments in robust estimation, without adding parameters 

to the model and so retained the Rasch model's attractive 

In our Investigation we found that gains in 

recovering abi I ities' In th e presence of guessing and 

attributes. 

untoward responses of other kinds can be obtained through 

the use of a robustified Jackknife. B~t we al~o found that 

specially developed models aimed at the lower end of the 

abi I ity continuum may be able to accompl ish this be'tter than 

these general tools. WIM worked when there was g~essing, and 

aided In increasing the accuracy of estimation for low 

abil ity testees. The Traditional method worked when there 

was a lot of guessing, the test was long, and the abi I ity 

of.the testees was low. 

A surprising finding was that for short tests of 10 or 

20 items the Jackknife estimators, with a significant edge 

to the AMT version, yielded better estimates of ability than 

the m a x i mum I ike I i h 0 0 de s tim a tor eve n w hen .E.r. e - con d i t ion s 

for the Rasch model .!l.eld. This increase in efficiency of 

estimation is especially important for those appl ications of 

latent trait models which use a I imited number of measures 

o b t a i ned abo uta per son a s a .E!.~ .f.~£!.£ "t est" (s e e for 

example the analysis of parole data, in Perl ine, Wright and 

Wainer, 1979). In t.hese circumstances the numher of items 

cannot be increased sensibly and the only alternative Is to 

Improve the estimate of abll ity through other means. Thissen 

(1976) attempted to do this by using a method Bock (1972) 
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developed on the wrong answers, but this Is verx .expen~lve 

computationally and only applicable to multiple choice 

items. Super efficient estimators m~y also be useful in 

such a p p I lc a t i on s as ad a pt i v e test i n g • 

The simulations we did were very extensive, 

nevertheless they barely made a dent in what needs to be 

done. A careful study of estimators of standard error is 

critical, as are the distributional properties of the 

Jackknifed estimators. To our knowledge, no one has used 

robust estimators in conjunction with the Jackknife before 

and so nothing is known abouT that distribution. We bel ieve 

'Jackknife estimates are t-distributed (although there is 

difficulty in determinTng the effective degrees of freedom). 

It'seems reasonable therefore to suppose that the robust 

Jackknife wi II have a simi lar' symmetric (albeit tighter) 

distribution. This suggests that the Jackknife estimates of 

standard error for the AMT estimator are conservative. Just 

how conservative these actua II y at"e however awa i ts further 

investigation. 

A second area of investigation that is stil! incomplete 

are goodness-of-fit tests. Substituting robust estimates of 

ability into the usual goodness-of-fitequations should 

y I e I d a con s e r vat i vee s tim ate m 0 r'e rea lis tic t han tho s e 

usually obtained (which benefit from capitalization on 

chance). But we do n~t know to what extent the asymptotic 

properties of such fit statistics derived and/or described 

by Andersen (1973), Fischer (1974), Martin-Lof. (1974), and 
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Wright and Stone (1979) apply. 

The finding of Improved estimation efficiency is an 

Intriguing one. Lewls(1970) pointed out that although 

maximum I ikel ihood estimates of location par~meters of ogive 

functions are asymptotically identical to minimum chi-square 

estimates, they can be quite d fferent for smal I 

samples. Neither makes any claims for small sample efficacy, 

but what is surprising is how large "smal I" can be, and how 

~~ch of an improvement can be made using an alternative 

procedure. Lewis found that asymptotical1y optimal 

procedures did especially badly in estimating accurate 

confidence intervals around the location parameter. Perhaps 

this too is an area in which the AMT-Jackknife wi!1 prove 

useful. The questions are clear and important, and the 

methodology for answering them is straightforward. 

There are a number of other estimators which may improve 

performance still more. For example, Ramsay (1977)'fot:ind 

that the Ea estimator has some advantages over the 

AMT. Novick (Reference Note 2) has suggested several 

Bayesian es~imators that may have promise. 

The key point of this paper is that for short tests the 

asymptotic properties of maximum I ikel ihoQd estimators are 

not fully realized. Other: methods increase ef"ficiency. In 

addition, these other estimators can correct for noise in 

the data I ike guessing and so can increase val idity. The 

AMT-Jackknife may not be the best estimator of its type that 

can be derived. Perhaps other variations on this theme can 
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go even further in the direction of' super

efficiency. Neyertheless the AMT-Jackknife does seem to deal 

wei I with the problem of guessing th~t is so poorly handled 

by trying to estimate a lower asymptote of the item 

characteristic curve. 
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TABLE 2 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

WIDTH 
(Logits) 

Rasch . 
Traditional 

2 Jackknife 

AMT 

WIM 

Rasch 

Trad t t t ona 1 

4 Jackknife 

AI1T 

WIM 

~,:-~~~~-"",...-,,-., 

0 
'" " . . , 

.~ 

GUESSING 'INVITATION = 0 
GUESSING INCLINATION = 0 
GLITCH = 0 

10 

Ability 

x. Low Low Med. High 

.7 .7 .7 .7 

.2 . I .2 .2 

1.0· 1.0 1.0 1.0 

1.0 1.0 1.0 1.0 

.7 .7 .7 .7 

.8 .7 .7 .8 

.2 .2 .2 .3 
1.0 .9 . .9 1.0 

.9 1.0 1.0 1 .0 

.7 .7 .6 .7 " 

ITEMS HAVE 5 CHOICES 
ITEM DIFFICULTIES HAVE A UNIFORM 

DISTRIBUTION 

LENGTH (Number of Items) 

20 
I 

Ability 

x. Low Low Med. High X. Low 

• 8 .8 . .. 9 .8 .9 
• 1 • 1 .2 .4 .0 

1.0 1.0 1.0 1.0 1.0 

1.0 1.0 1.0 1.0 1.0 

.8 .9 .9 .8 .9 

.8 .8 .8 .8 .9 

. I • 1 .2 .4 .0 

1.0 .9 .9 .9 1.0 

1.0 1.0 1.0 1.0 1.0 

.7 .7 .8 .7 .7 

_.c ,-"_~~""""""",,,,,,,,,,,,,>="O,,,, __ """"""',",,, __ '" .. . 

r / .. 
"; 

• t. , 
'-

. 
/ " 

40 

Ab il I ty 

Low' Med •. 

.9 .9 
• 1 .2 

1.0 1.0. 

1.0 1 :0 

.9 .9 . 

.9 .9 

.0 .2 

1.0 .9 
1.0 1.0 

.9 .9 

High 

.9 

.3 
i.o 
1.0 

,.9 

.9 

.3 

.9 

1.9 
.9 

~/ 
I 
t 

! 
i 

i 
u 
~ 

~ 
\\ 

'I 

J 

, 

\ 

.-

L\ 

"'-

-
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WIDTH 
(Logits) 

2 

4. 
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TABLE 3 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

Rasch 
Trad i tiona 1 

Jackkn i.fe 
AMT 
WIM 

Rasch 
Traditional 

Jackknife 

AMT 
WIM 

GUESSING INVITATION = 0 
GUESSING INCLINATION = 0 
GLITCH = 0 

10 

Ability 

x. Low Low Med. High 

.7 .7 .7 .7 
.. 2 • 1 .2 .2 

1.0 1.0 .9 .9 
1.0 1.0 1.0 1.0 

.7 .7 .7 .7 

.8 .7 .7 .7 
• 1 .2 .2 .3 

1.0 1.0 .8 .9 
.8 1.0 1.0 1.0 

.7 .7 .6 .6 

ITEMS HAVE 5 CHOICES 
ITEM DIFFICULTIES HAVE A GAUSSIAN 

DISTRIBUTION 

LENGTH (Number of I terns) 

20 

Ab iIi ty 

X. Low Low t:1ed. Hi~h X. Low 

.8 • .9 .8 .8 .9 
• 1 • 1 .2 .3 .0 

1.0 1.0 .9 1.0 1'.0 
- 1.0 1.0 1.0 1.0 1.0 

.8 .8 .8 .8 .9 

.8 .8 .8 .8 .8 
• 1 • 1 .2 .4 .0 

1.0 .9 .9 .9 1.0 

.9 1.0 1.0 1.0 1.0 

.8 .6 .8 .7 .9 

.~~"..,t,..,~-.·,,·.'·~~"·"~·, 

r. I . 
" 

• , 
" I ... 

• 
t. 

,,)~ 

--
-

40 

Ability 

Low Med. High 

.9 .9 .9 
• 1 ~2 .~ 

1.0 1.0 1.0 

1.0 1.0 1.0 

.9 .9 .9 

.9 .8 .8 ! 

.0 .2 .3 I 1.0 .9 .9 
1.0 1.0 1.0 f 
.8 .9 .8 I 

i 

, 

\ 

\ 
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TABLE 4 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

WIDTH 
(Logits) 

Rasch 

Tra d i tiona 1 
2 Jackknife 

AMT 

WIM 

Rasch 
Traditional 

4 Jackkni fe 

AMT 

HIH 

~,- ~--~"'--<=-.~-'--~. , 

. - , 

GUESSING INVITATION = 0 
GUESSING INCLINATION = 0 
GLITCH = 0 

10 

Abi 1 ity 

X. Loo .... Low Med. High 

.6 .6 .5 .6 
• 1 • 1 • 1 .2 

.8 .7 .6 .8 
1.0 1.0 1.0 1.0 

.6 .6 .5 .6 

.8 .6 .2 .8 
• 2 • 1 . .0 .2 

1.0 .7 .2 .9 
.6 1.0 1 .0 1.0 

.7 .6 .2 .7 

r , 

ITEMS HAVI~ 5 CHOICES 
ITEM DIFFICULTIES HAVE A BIMODAL 

DiSTRIBUTION 
,. 

LENGTH (Number of I terns) 

20 

Ab iIi ty 

X. Low Low Med. High X. Low 

.8 .7· .6 .6 .9 
• 1 • 1 • 1 .2 .0 

1.0 .7 . 6 .7 LO 

.8 1.0 1.0 1.0 .8 

.8 .6 .6 .6 .9 

.8 .9 .2 .9 .9 
• 1 • 1 .0 .3 .0 

1.0 1.0 .2 1.0 1.0 

.3 .7 1.0 .9 .2 

.8 .8 .2 .8 .'. " 

. ~ . . 
/ 

40 

Abi 1 ity 

Low Med. High 

.9 .6 .9 
• I • 1 .2 

1.0 .6 . 1.0 
1.0 1.0 1.0 

.9 .6- .9 

1.0 .2 .. 9 
.1 .0 .2 

1.0 .2 1.0 
.4 1.0 ,.5 
-k ,': * 
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TABLE 5 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

WIDTH 
(Log Its) 

----~~-------'h ____ ------------------~----------------------~--------------------
Rasch 

Traditional 

2 Jackknife 

AMT 

WIM 

Rasch 
Trad itiona 1 

4 Jackknife 

AMT 

WIM 

, 

\ 
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WIDTH, 
(Log its) 
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TABLE 6 

RELATIVE EFFICIENCES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

Rasch 

Trad i ti ona t 

Jackkni fe 

AMT 

WIM 

Rasch 

Traditional 

Jackknife 

AMT 

WlM 

GUESSING INVITATION = .5 
GUESSING INCLINATION = .5 
GLITCH = 0 

10 

I 

Abi I ity 

X. Low Low Med. High 

.8 .8 .7 .6 

.3 .3 .4 .4 
1.0 1.0 1.0 .9 
1.0 1.0 1.0 1.0 

.8, .8 .7 .6 

, 1.0 .9 .7 .5 
.4 .5 .4 .3 

1.0 1.0 .9 .8 

.9 1.0 1.0 1.0 

.8 .8 .7 .5 

ITEMS HAVE 5 CHOICES 
ITEM DIFFICULTIES HAVE A GAUSSIAN 

DISTRIBUTION 

LENGTH (Number of Items) 

II 
20 

Ab iIi ty 

X. Low Low Med. High X. Low 

1.0 -.9' .8 .7 1.0 

.4 ' .4 .6 .5 .5 
1.0 1.0 .9 .9 1.0 

1.0 1.0 1.0 1.0 1.0 

1.0 .9 .8 .7 1.0 

1.0 1.0. "7 
• I .6 1.0 

.6 .7 .6 .4 .5 

.9 1.0 .8 .8 1.0 

.9 1.0 L.O 1.0 .9 
1.0 1.0 .7 .6 1.0 

'\ --:;"'~",.-",.>.,. """~.~_~-:::!'':!!l....~~'::':;:; ____ ~=~~~'''',",-.,,,,~. ". '"'~~ ...... ',. 

\ , , 
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• .... , , 
( 

... 

, 
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• 

40 

Abi 1lty 

Low Med r High 

.9 .8 .8 
1.0 .7 1.0 

.9 .9 .8 
1 .0 1.0 1.0, 

.9 .9 .8 I 
! 

I 
1\ .8 .8 .8 
II 1.0 .7 .8 : i. n 
H 

.8 .8 .8 '! 

II 
.8 1.0 1.0 n n 
.9 .9 .8 ' H 

'I 
II 

11 

11 n 
II 
I! .. 
J 

" 

\ 

... 
\ 

, 
~ 

"-
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WIDTH 
(Logi ts) 

. . \ 

2 

4 

TABLE 7' 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON T~STS OF VARIOUS LENGTHS AND WIDTHS 

Rasch 

Traditional 
Jackkni fe 

AMT 

WIM 

Rasch 

Trad it i ona 1 
Jackkn i fe 

AMT 

WIM 

GUESSING INVITATION =.5 
GUESSING INCLINATION = .5 
GLITCH = 0 

10 

Ab iIi ty 

x. Low Low Med. High 

.8 .6 .5 .5 

.3 .. 3 .3 .2 

1 .0 .7 .7 .7 
1.0 1.0 1.0 1.0 

.8 .6 .5 .5 

.9 .6 .• 2 .7 

.4 .4 • 1 .4 
1.0 .6 .2 .9 
.6 1.0 1.0 1.0 

.8 .4 .2 .5 

I 

ITEM'S HAVE 5 CHOICES 
ITEM 0'1 FFI CUL TI ES HAVE A B I MODAL: 

01 STR I B UTI ON 

LENGTH (Number of I terns) 

20 

Ab i 1 i ty 

x. Low Low Med. High 

" 1/ 

x. Low 

1.0 .8 .6 .5 1.0 

.6 .6 .4 .3 .4 

1.0 .8 .6 .5, 1.0 

.9 1.0 1.0 1.0 '.8 

.9 .8 .6 .5 1.0 

.7 1.0 .2" .8 1.0 

.4 .8 .2 .5 .6 

.7 1.0 .2 1.0 1.0 

.4 .' .9 1.0 1.0 .P.f 
1.0 1.0 .2 .7 it: 

~- ·"·~_"""'''~-,":~~:t, ... ,,; ........ ~,,~_....,..,.,~'_cr_.,...~ .. _. . . 

r , 

--- --.--~~-

~--~.-----
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, 

40 

Abil ity 

Low Med. High 

.8 .6 .4 
J .0 .4 .6 
.8 .6 .5 
.8 'Lo 1.0 

.8 .6 .4 

i 

.8 .2 .5 
ff I \ ,j 

il 

1.0 • 1 ~6 
II . 

.8 .2 .5 It 
tj. 

.6 1.0 1.0 11 
\ i 
fj 

·l: ..,,: ~"r Ii 
Ii 
tl 
[I 

1 
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WIDTH 
(Logits) 
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TABLE 8 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARiOUS LENGTHS AND WIDTHS 

Rasch 
Traditional 
Jackkni fe 
AMT 

WIH 

Rasch 

Trad ttl ona 1 
Jackkni fe 

AMT 

WIM 

GUESSING' INVITATION = .9 
GUESSING INCLINATION = .9 
GLITCH = 0 

10 

Ability 

X. LO'.\' Low Med. High 

.8 .8 .7 .6 

.4 .4 .4 .5 
1.0 1.0 1.0 1.0 
1.0 1.0 1.0 1.0 
.8 .8 .7 .6 

1.0 .9 .7 .6 
.6 .8 .5 .4 

1.0 1.0 .8 .9 
1.0 1.0 1.0 1.0 

.8 .8 .6 .5 

• ... ' '-··.~'~,...r~""·~7"t~~r!;,;:,:;;-.::."-;t:"·~:7';+-;'~"' ••• """'~~·"'.\'->- ": o. 

r 
: 
., 

,- P, 

" 

, 

Ii 

I 

ITEMS HAVE 5 CHOICES 
ITEMS DIFFICULTIES HAVE A UNIFORM 

DISTRIBUTION 

l E:NGTH (N.urnber of I terns) 

I 

20 

Ab iIi ty 
I 

X. Lew Low Med. High X. Low 

1.0 .9 .8 .8 ·7 
.7 ~9 1.0 .8 1.0 

1.0 1.0 .9 1.0 .7 
1.0 1.0 .9 1.0 .7 
1.0 .9 .8 .8 .7 

.9 1.0 .6 , .6 .6 

.9 .9 1.0 .6 1 .0 

.8 1.0 .7 .7 .6 

.8 1.0 .8 1.0 .5 
1.0 .9 .6 .5 .7 

" - , 
t-, • • , 

/ ... 

40 

Ability 

Low Med •. 

.5 .8 
1.0 1.0 

.5 .8 

.5 .8 

.5 .8 

.5 .7 
1.0 1.0 

.5 .7 

.5 .8 

.6 .7 

, 

\ 

High 

.6 
1.0 

.7 

.7 

.6 

.7 
:1.0 \ 

.8 
1.0 

.6 

~ 
I 

t! 
, 

,.. -, 
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wrOTH 
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TABLE 9 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

Rasch 
Traditional 

Jackkn.i fe 
AMT 
WIM 

Rasch 
Traditional 

Jackknife 

AMT 
WIM 

,- ~, 

GUESSING 'INVITATION =.9 
tUESSING INCLINATION = .9 
GLITCH = 0 

10 

Ab I 1 I ty 

X. Low Low Med. High 

.9 .8 .7 .5 
» 

.5 .4 .4 .4 
1.0 1.0 .9 .9 
1.0 1.0 1.0 1.0 

.9 .• 8 .7 .5 

. '1.0 .9 '.6 . 4 
" 

.6 .9 .5 .4 
-t.0 1.0 .8 .8 
1.0 1.0 1.0 1 .0 

1.0 .8 .5 .4 

r , 

" 

, 

ITEMS HAVE 5 CHOICES 
ITEM DIFFICULTIES HAVE A GAUSSIAN 

DISTRIBUTION 

LENGTH (Number of Items) 

20 

Abll tty 
I 

X. Low Low Med. High X. Low 

1.0 .9 .8 .7 .7 
.6 .8 .9 .7 1 • 0 

1.0 1.0 .9 .9 ' .7 
' 1.0 1.0 1.0 1.0 .7 

1.0 .9 .8 .7 .7 

1.0 1.0 .6 . .5 .6 

1.0 .8 1.0 .5 1.0 

:9 1.0 .7 .7 .6 

.9 1.0 .8 1.0 .6 

1.0 .9 .6 .4 1.0 

, 

• ~. 

• • 
I ... 

40 

Abt 1 Ity 

Low Med. , High 

.5 .7 .6 
1.0 1.0 1.0 

.5 ,8 .7· 

.6 .8 .8 

.5 .7 .6 

.5 .6 .6 
1.0 1.0 •. 8 

.5 .7 .6 

.5 .8 1.0 

.9 .7 .5 

, 

, 

I , 

L· . \ 
Ii 

~ \ 
fl 
II 
11 
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I 

r 
l! 
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WIDTH 
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TABLE 10 

RELATIVE EFFICIENCIES OF 5 ESTIMATORS ON TESTS OF VARIOUS LENGTHS AND WIDTHS 

, . 

Rasch 
Traditional 

Jackkn i fe 

AMT 

WIM 

Rasch 

Tradi ti ona 1 
Jackknife 

AMT 

WIM 

GUESSING'INVITATION = .9 
GUESSING INCLINATION = .9 
GLITCH = 0 

10 

Ab iIi ty 

X. low low Merl. ' Hig,h 
r 

.7 .6 .5 .4 

.4 .4 .2 .4 

.,9 .7 .6 .6 

1.0 1.0 1.0 1.0 

.7 .6 .5 .4 

1.0 • 6 .2 .4 

.9 .5 .2 .4 
1.0 .6 .3 .6 

.9 1.0 1.0 1.0 

1.0 .5 .2 .4 

~'-'I'<" <",,~, ....... ~""''''' '"~". . 

f 

" 

ITEMS HAVE 5 CHOICES 
ITEM D I FFI CULTI ES HAVE A B I MODAL 

DISTRIBUTION 

LENGTH (Number of Items) 

20 

Abi 1 i ty 

X. low ,low Merl. High X. low 

1.0 .9 , .6 .5 .6 
.8 .8 .8 .4 1.0 

]..0 .9 .7 .6 .6 

1.0 1.0 1.0 1.0 '.6 

.9 .9 .6 .5 .6 

.6 :9 .2' .5 .5 

.7 1.0 .4 .,6 1 .0 

.6 .9 .2 .6 .5 

.4 , 1.0 1.0 1.0 .2 

1.0 .9 .2 .5 .,'\ 

, 

"; 

• . 
, .... , , 

t • 
• 

------------------' -- - ---

, 

\ 

40 

Ability 

low Med. High 

.5 .6 .5 
1.0 1.0 .9 
.5 .7 .6 
.6 '1.0 1.0 

.5 .6 .5 
.. 

.4 .2 .3 

~ 
,.. 

\ 

1.0 .4 : .5 
~J 

.4 .2 .3 II 

1\ .4 1.0 1.0 , , 
-l( -;': ,,: 

'I II 
I! 
II 

' Ii II . 
J 

~ 

" -
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Amount 
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GuessIng 

----------~----

TABLE 11 

RELATIVE EFFICIENCIES OF VARIOUS ESTIMATORS OF ABILITY FOR A TEST WITH 20 ITEMS 
WHOSE DIFFICULTIES ARE UNIFORMLY DISTRIBUTED 

THERE IS A RANDOM NOISE COMPONENT OF 10% (GLITCH = .1) 
100 ENTRIES SAMPLED PER CELL IN DESIGN 

WIDTH (Logits) 

2 4 

Est lmator 
6 

(V,. C) Abl1 ity Abt1 ity AbU ity 

", 

x. Low Low Med. High x. Low low Med. High 
\ 

X. Low Low Mea. 
; 

. 
Rasch 1'.0 .9 .9 .8 1.0 .8· .8 '.9 .7 .9 .5 
Traditional .2 • 1 .2 " .3 .4 .1 .2 .3 .8 .2 • 1 

(0,0) Jackkn i fe 1.0 1.0 1 :0 ". 1 0 .9 .9 .9 1.0 .6 1.0 , .6 , . 
AMT 1.0 1.0 1.0 . ~; 1.0 .9 1 ~ 0 1.0 1.0 .4 ' .9 1.0 
WIM 1.0 .9 .9 . 8 1.0 .6 .8 .8 . 1.0 .7 .3 , 

0: , 

Rasch 1.0 .9 ' .9 .8 .6 1.0 .8 .8 .4 .9 .6 
Traditional .9 .5 .6 .4 • 1.0 .6 .6 .3 1.0 .7 .4 

(.5, .5) Jackkni fe ·1.0 1.0 1 .0 1.0 .6 1.0 .9 .9 .4 .9 .6 
AMT '1.0 1.0 1'.0 1.0 .6 1.0 1. d 1.0 .3 .8 1.0 
WIM 1.0 .9 .9 .8 .7 1.0 .8 .6 .8 1.0 .5 

Rasch 1.0 .9 .9 .8 .7 .9 .8 .7 . .3 .7 .6 
Trad it iona 1 .8 1.0 .7 .5 1.0 1.0 .7 .4 1.0 1.0 .5 

(.9, .9) Jackkni fe 1.0 1.0 1.0 1.0 .7 .9 .9 .9 .3 .7 .6 
AMT 1.0 1.0 1.0 1.0 .6 1.0 1.0 1.0 .3 .7 1.0 
WIM 1.0 .9 .9 .7 ,8 1.0 .8 .8 .7 .9 .4 

, , 

. '" ,... • 
• t, 
• • .-

. 

High 

.9 

.3 
1.0 
.9 
.7 

.8 

.4 
1.0 
1.0 
.6 

.9 

.3 
, 1.0 

.8 

.6 

., , 
:\ 
\ 
; 
I 
i 
ii 
'I 
'I 
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r 
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