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INTRODUCTION 

The goal o'f this introductory chapter is to layout; in brief, a number 

of the major criteria which ~ay be used in evaluating classification systems. 
. 

Our examination of the practical uses of classification within criminology 

has led us to consider the inte~-relationship bet~~een two basic sets of 

criteria.i.e. pragmatic, end-use criteria and the more statistical criteria, 

which describe the structure of classification systems. We refer to these 

t't'70 sets as structural criteria and pragmatic criteria. It is important to 

realize that the structural criteria of classification $ystems have been 

,discussed only.minimally fin the criminological (and,soc:i\ological) literature, I( 

yet they have a profound it,\£luerice upon the effectivenes~!> ,and practical ',i 

usefulness of classification systems., Attempts to imp,rovElI the performa'nce 

of applied claSSification will become more effective when guided by a b~tter 

understanding of the relation between the structur'al aspe(~ts of classifica­

tions and the us'er functions to which classification is aplplied • 

The evaluation of classificat.ion systems, particularly: in an applied social 

psychological discipline such as criminology, is complex. ~~he current pub-

lished statements in criminology regarding the 'goodness' of classifications 

are somewhat vague, non-technical, and not particularly helprul (see Gibbons 

1975, Solomon 1977, Korn~eld 1975, and others). The complexity of this evaluation 

*A modified version of this chapter was presented at the International 
Differential Treat~ent Association Conference, ~ay 1980, at Estes Park, 
Colorado, entitled Structural Criteria Required for Treatment Classifications 
by T. Brennan and }I. Doymton • 
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task stems from the fact that criminological classifIcation systems'have 

mult~lple purpo~~s (partiC;lJlarly in applied settings), multiple structural 

crite,ria, and multiple evaluation criteria. In this ch~pter, the't'efore, 

we will review some of the main considerations which impinge upon the evaluation 

of taxOnomies in criminology and the justice systems. The following two additional 

points should also be noted. 

The' Interdepe~dence Betl-leen Evaluation, and Purpose 

Taxonomic systems; at base, represent a particular way of orgaltizing 

complex multivariate information. T~is ?rganization is usually done within 

the contel.~t of particular purposes. A crit,ical first point is that without 

a statement of purp(.)se, ';usefulness T.' cannot be judged. The value of the 

taxonomic slystem wi11 always be related to ,Isome 'Pre-existing purpose.(s). 

Evaluative criteria for taxonomic work therefore must be chosen with particular 

purposes in mind. 

. The InterdeE'endencE~ Betl-leen Evaluative Grite't'~ 

A furth~ir complexity is that many of the evaluative criteria for taxonomic 

research are inter-dependent with one another" It may not be possible to . 

jointly optiIllize <:ertain of these criteria. Felr example, predictive accuracy 

may demand that descriptive accuracy be sacrifice,d. Simlarly, reliability 

and precision arIa often inversely related, since .precisioJn is usually maximized 

at the 10l-lest (sub-levels) of a hierarchical t/axonomy while reliability is often 

optimized e.t th(~ higher levels' of a hierarchy. 

We stress. that the articulation of the :i.ntE~r- depend.encies bt?twee.n different 

evaluative criteria and the various multivariate taxomet't'ic methods is a task 

~-

. - • ~ ----------- rr • ,"- f 

, 
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, , , ' 
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at the earll.' est' stages. Some tentative gui,delines are evolVing which is sti~l 

in regard to the optimization of particu~ar classificatory goals (see Milligan 

1980~ Dubes and Jain 1979)', These depend upon explicit specification of 

the purposes of the classifi;,a~ion scheme as well as the nature of' the av;ailable 

data, and a more complete understanding of the cluste.ring me.thodologies 

availa.ble. 

STRUCTURAL ASPECTS OF CLASSIFICATION SYSTEMS 

In describing the structure of. any taxonomic system, we will p;ropose a 

limited number of fundamental criteria. Firstly, the classificatory domain 

(otherwl.se kno,.JU as the measurem!=nt space, or' attribute space) consists of the 

particu?l~r set of variables on ~hich simil~rity between the obj ect,s is assessed. 

S€condly, 'the vertical dimension of classifi'cation'may be understood ~s 

dealing with the le~el of inclusiveness and hierarchical organization of 

the classes. Highly inclusive: (broad) categories ~ay be useful for some pur­

poses but not for others. Third~y, the horizontal dimension of classification 

focusses upon the form and nature of the categorizatj.on that takes plac~ 

at a p~rti.cular level of inclusiveness. Thus, with the vertical dimension 

fixed, we may categorize the objects according to different grouping rules 

leading to dif.ferent kinds of 'classes, Again, different purposes may be 

optimized by decisions made regarding horizontal level grouping. We will now 

examine these major principles in more 'detail. 

..... ________ n. ___ .~~ ____________________________________________________________________________________ ------~~----~----------
--''---
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THE ATTRIBUTE (MEAStTREHENT) SPACE OP CLASSIFICATIONS 
. . 

. The nature of the attrib~te space (i~e.~ the set of classificatory 

~irariables) is 'critical in evaluating a taJl;(:momic system. The select:i.on of 

SlUch classificatory variables' will, in genElral, be primarily governed by the 

t)urpose of the classification and .the the'oreti'cal orientation of the creator 

<>f the system. 'rne follmving are some of tht~ main criteria used in evaluati~g 

the attribute space. 

Coverage: Comprehensive vs. Narrow. The set of classjficatory variables 

may attempt to be descriptively comprehens~ve, covering a large number of 

salient features of the objects being classified. At the other extreme, only 

a few broad variables may be used. The attribute sp~ce of taxonomies which 

have a primary descriptive purpose may become extremely comprehensive. The 
. . 

limits of an attribute space must be set, usually by some theoretical argum~nt. 

The main rp."iews of criminological taxonomiE~s, e.g., Gibbons (1975), Hood 

a.nd Sparks (1970), have complained that the sets o·f variables used in 

, criminological t~xono~ies are B£t sufficiently comprehensive. This is an 

extremely complex issue (see Johnson 1968) ivhich has not really been dealt 

with in the criminological literature. 

Level of Measurement of Classificatory Variables. The attribute space 

can be evaluated according to the level of measurement of its variables. Opp 

(1973) criticized most: prior criminological taxo'nomies on the basis of this 

issue. He claimed that the classificatoiy variables used in most earlier work 

were vague, i.:lureliab Ie and of ten non·-opera tionally measured. Unreliabili ty 

in the classificatory v~ria~J.es has devastating effects upon both the creation 

and use of taxonomies. Errol' and 'noise' are'intt'oduced, thus blurring both 

the class boundaries and central prototypes. The tasks of prediction, accurate 

diagnosis and assignment are undermined. 

<] 

! 

I 
I 

r 

I 

J ~" 

, , 

I 
d 

, 

i 

'. 
i 

"" ,., 

~'l 

I 

I 
jl 
Ii 
:1 

W~'i 
)1 
I Pi 

il 
Ii 

Ii 
ll! 
II 
Ii 
i,1 

II, 
Ii 
1[ 
Ii 
II 

11" 
II 
II 
Ii 
Ii 
\ \ 
I 

I'i 
I! 
I! 

i I 
: I 

I' 
Ii 

~(~ 
II , ! 
' r 

:1 \ 

0 

-6-

Theoretical Coherence of the Attribute Space. Any set of objects can 

be classified in an almost inf;i.nite number of ways since an almost infinitE;!-

variety of possible classificatory variables can be specified (see Johnson 

~968). Some theoretical gudiance is required in the selection (abstraction) 

of a ~et or classificatory variables (Toulmin, 1953). Every classificatory 

domain io somewhat artificial and partial in its cove~age since it is 

abstracted from a total set of influences wh:l.ch impinge upon, or describe~ 

the objects being classified,' A useful way, therefore, of e"aluating classi-
• I 

fication schemes is to examine the level of cohe~ence or justification,for 

the selection of classification variables. At one extr.eme, var.iables are 

chosen on hunch, intuitio.n, or some other relatively implicit reason. At 

,the other'~ they may be explicitly specified by implication from a clearly· 

developed theory. The ad h~c) ill-defined atheoretical approach has a number . -
of serious problems, includin.g: h:1.gh likelihood of: spurious findings, 

inefficiency, a confusing proliferation of taxonomic systems, and endless 

disagreements and non-convergence of findings. Hood and Sparks (1970) 

indicate that in criminology the great majority of emp:i,rically constructed 

taxonomies ha"e been based upon a relatively atheoretical specification of 

classificatory variables. Toulmin (1953) and Enc (1976) both eloquently argue, 

tor the mutual development of theories and classifications, each stressing 

the value of classificatory observ:ations being influenced and controlled by 

reference to theoretical positions. The relatively poor state of theory 

development in criminology unfortunately provides inadequate guidance at 

the present time. We would argue that the atheoretical approach to the 

selecti9n of classificatory variables should be avoided. The statu3 and fu~ut'e 

development of empirical criminological classification would be enhanced 

by greater attention to the theciretical coherence of the classification 

----~-------------------------.--------------------------------------------------------------~--------------------- .. --~-------------
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variables in relation to the purpose~ of classification. 

THE VERTICAL Dll,1ENSION OF CLASSIFICATION 

Hierarchical classification systems organize classes' at various levels of 

inclusiveness. Classes at the higher level will include t~ose at the lower 

levels. The higher the inclusiveness of a class, the higher is its leV'el of 

abstraction. Highly .a.bstract systems generally include only a few broad 

general classes. They are parpimohious a~d·s~mple. The lower levels of 

abstraction include narrower, more unique, complex, 'ann particularized 

classes. Other synonyms for higher and lower levels of inclusion include thl.: 

terms superordin~~ classes (higher) and subOrdinate classes (lower). Many 

specific ~ssues may be groupe9, under the general discussl.on of.the vertical 

structure of clas:sifications. These issues include the following. 

Contradictory Demands by Crimi'nolopsts: Hood and Sparks (1970) illustrate 

this confusion in criminological classifications ~vhen they write II ••. the 

trouble is that there is no real wax of knOWing how rich in types, 0'.1;' how 

detailed, it. should be." These writers,· in discussing empirically derived 

etiological typologies vaguely suggest that such typologies ohould contain 

a IIfairly large numbe,r" of types, while treatment typologies, are to be 

" as rich ;Ln' types as possible." Other criminologists, in contrast, 

desire that typologies should be parsimonious an.d clear. 

A.mbigu~rs. Accuracy: The 'superordinate class levels, while having 

the advantage of clarity, Simplicity, and parsimony, inevitably suf~er from 

greater ambiguity and within-class heterogeneity. This stems from the loss 

of too much information., The criminological researcher) guided by his particular 

purpose of classifying, must decide which of these directions should be optimized. 

.. 

I J 

, ' 

I. 
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The 'Equivalence Principler' and the Dominance of Purpose. The equivalence 

pr:i,nciple, alluded to by Ros,c'h (1978, pp .• 28-29), asserts that with reference 

to the purpose of the claSSifier, the objects classified within a category 

are regarded as equivalent for-that purpose. She writ'es: 

It is to the organism's advantage'not to,differentiate 
one stimulus from others when that differentiation is 
irrelevant tQ the purposes at hand. 

Thus, the purvose of the classifier emerges as a critical determinant 

of the level of inclusiveness chosen. If further subdivision does Q£! lead to 

improvement in the performance and usefulness of the clapsifi~ation vis-~-v:i..s 
the user's purpose, then more particularized subordinate levels would be 

inefficient. 

The 'Optimal Lev~f Classification., Within the terms of a ,particular. 

purpose a general guideline for choice of a~ optim~l le~el is that leyel ~hich 

maximizes the ratio ,of parsimony to accuracy. Ambiguity and error in relation 

to the user's purpose should be minimized while the classification, at the 

same time, attel)1pts to be optimally economical. This issue is ineVitably 

influenced by both statistical/analytical criteria (e.g., the 'stopping, rules" 
.. , 

in monothetic diviSive classifications - see HacNaughton-Smith 1965, Sonquist 

and Horgan 1963), as tl)'ell as social crite.ria such as 'fairness'. The latter 

criteria, for instance, would demand that ALL relevant criteria be included 

into the terms of the classification and thus wbuld push the classification 

towards the particulariZing, concrete, subordinate classes. 

THE HORIZONTAL DD1ENSION OF CLASSIFICATION 
, . 

At a particular. (vertical) ievel of inclusiveness, a classification can 

be evaluated,according to a few major ~rite~ia: isolation criteria, compactness 

__ r 
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criteria, gccdness'cf fit to. the raw data, and so. c~ .. These criteria are 

clearly interdependent with cne ancther and must be jcintly optimized fcr 

a useful methodology. 

Isclation Criteria: Discontinuous o'r Over-Lapping Boundaries 

There is much demand by criminological theorists for discontinuous, non­

overlapping boundaries and isolat~d classes (Hood and Sparks 1970, Gibbon~ 

1973 and others). Yet, boundary conditions are generally not cl€ar-cut, , , 

and different approaches to the grouping and linking of cases have strong 

implications for the separation and ,kind of boundaries between classes. The 

data itself also determine whether the boundary conditions are fuzzy or 

clear-cut. Cognitive economy will generally influence the user of a classifi­

cation to view the classes as well separat~d and clear. Our experie~ce, with 

a variety of complex criminologi~al data, is that.clear-cu~, well~separated 

bcundaries between empirical 'classes are not common. Rosch (1978) indicates 

that the clarity of disjointbound.aries. ·may be achieved through the use of . 
f~rmal, necessary and suffic~ent diagnostic criteria .for ciass membership. The 

imposition of st,:ict membership cr·iteria upon relatively non-ccntinuous 

phencmena is widely practiced in criminal justice class~ficaticn. 

Compactness. Cri.teria 

These criteria refer to. the cohesicn, or internal homcgeneity of each 

class, ~n relation to its environment. Strong typological structure is 

usually associated with compact homogeneous classes. Homogeneity is a 

relative concept in that it v.aries continuousiy in relation to the immediate 

environment of the cluster: Classes are more heterogeneous at the upper 

levels of a i't.Lerarchical taxo~omy, and more homogeneous at the lower levels. 

, , , 
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There are ma.ny different' ways of.defining and measuring the homogeneity of 

a class (see Blashfield and Draguns 1976, Fleiss and Zubin 196'9, and others)". 

A seriou~ problem is that there is currently no agreement on the best approach. 

Global homogeneity criteria for a complete classification partition include, 

for example, Wilk's Lambda ~ , and the various criteria stemming from 

multivar.iate statistics including: trace W, deteqdnant W (when W is the 

within-class dispersion), Hotelli~~'s criteria, ,and others (see for example 

Everitt 1974, McRae 1973, Friedman and Rubin 1967). 

. There are also many ways o~ examining the homogeneity of each class taken 

separately either globally across ALL classificatory variables; or across 

each 'specific classificatory variable. Tryon and Bailey (1970) suggest the 

'homogeneity measure H .. , '''hich assesses the homogeneity of variable j in 
l.J 

class i. This is defineu by: _ 

2 
H 1 si' .. = --2:.l 

l.J . 2 
Sj 

2 where ni is the number of objects in a class i, and Sij' is the variance of 

variable' j in cla~s i, and s~ is the variance of j for the total sample. The 
J 

overall homogeneity of a class across all variables may be assessed by: 

H. 
l. 

and the homogeneity of each particular variable j across all classes is 

assessed by: 

R .. 
l.J 

.. 

, 
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Th~s latter coefficient is equivalent to the standard univariate correlation 

ratio based on class membership., These measures usually vary between 0 and 1, 

with high val~~s associate~ with high heterogeneity. 

For applied work in crimin~iogy, the form of class homogeneity is quite 

critical. The user of a taxonomic, ,scheme 'must 'have a 'clear u;nderstanding of 

the kind of homogeneity that is offered by each class. The homogeneity 

requirem~nt is related to practical issues such as predictive accurac?, 

ambiguity vs. precision, face validity, the problems of naming, ~anguage, 

and comm~~icatio~. Misunderstandings and misus~ of classification schemes may 

result if the class homogeneities of a taxonomic scheme are either ignored 

or improperly assessed. Unfortunately, most crimino~ogical classif~cation 

schemes do not have particularly clear discussions of the,kinds of'homogeneity 

implied by the classification, and many do not provide any operationaL 

approach to assessin'g homogeneity. 

Internal Linkage Structure of Classes. Cases ~ay be grouped together 

according to a Large variety of linkage or membership criteria. Sneath and 

Sokal (1973), Anderberg (1973), Everitt (1974), Hartigan (1975) and others 

have described many of these approaches. Such approaches as single-link, 

comp'ete-1ink, centroid-sorting, average-linkage, and so on, have a profound 

impact upon both the shapes, internal homogeneities, and boundary conditions 

of the resulting classes. The arti'cu1ation of the structure, form and statis­

tical definition of a 'class' in relat~on to the conceptual meanings of 

the term 'class I found in the criminological literautre, has not been comp1e'ted. 

Similari ty Assessme,nt. All grouping proceed's according to mutual 

similarities. Objects which al:e sufficiently 'similar to each other are 

---"'--_ .. _-'-'--'-' " 
~ 
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classified togethel:. Theoretically appropriate and valid similarity assessments 

are therefore the foundation for all classification. Numerical coefficients can 

,be operationalized in a large variety of ways to measure different 'kinds' 

of simi~arity (see Green and Rao 1969, Morrison 1967, Sneath and Sokal 1973). 

ALL taxonomies must have some basis,- either explicit or impiicit - for the 

form of simi1a~ity that has governed their construction. The selection of' a 

numerical coefficient to assess similal:ity may, in fact, ,have mOl:e influence 

on the structure of the resultil;1.g classification than the actual grouping 

procedul:e that is used. He deal with this issue in detail in our later chapters. 

Reliability or Stability 

The reliability of a classification can be conceptualized and assessed 

in a number of different ways. An important aspect of reliability' is the 

degree to which a classification ,is reproducible across different classifie~s 

and across different samp~es. Furthermore, 'the diff~~nt specific 

s,tructures of t~xonomi-e$ may be more or"less reiiable. Differ~nt attribute­

axes may vary in reliability., The cej."ltral prototypes '(centrOids, homogeneity 

measures, etc.) of each class may show varying reliability, the boundaries 

between classes may vary in t~eir stability. A further aspect of reliability 

is the degree of consensus between, different classifiers in assigning a 

'new' case into the existing classification scheme. Intel:-observer agreement 

is absolutely critical in mClst applied settings since if there is h~gh 

disaoreement between observers/classifiers, the classifications will be o • 

unworkable and will have diminished value'
M 

There may be disagreements, for 

example, between clinicians regarding the use. and frequency of diagnostic 

categories, different classification decisions may be reached regal:ding the 

_~_~ ___ ---':" ____________ ':"'--__ ----"---'-__ ~~~IL __ 
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~ person, etc. It can be seen that t~e issue of 'equity or fairness' is 

critically dependent upon reliability. of classifications. 

. The reliability' of a taxqnomic system may be diminished by a, number of 

different features: measurement of 'the classificatory variables may be 

inexact" cert.;tin relevant variables may be omitted, the diagnostic criteria 

used for class recognition may be ill-specified, etc. Most of the'theoreti-

cal"ly-generated psychological, psychiatric and sociological systems in 

criminology, to the extent ti1at their theo'retical terms were not' tied to we'll 

defined operationally measureable diagnostic criteria, inevitably suffer from 

impaired reliability. Inter-classifier agreement requires that the classification 

be constructed by operationally objective methods. An enormous number of 

prior'criminonological classifications did not comply wjth this criterion 

(see Ferdinand 1966), 

A useful reliability ind~x for inter-classifier agreement, particularly 

in those situations ~"here one way of conducting ,the classification can be 

taken as 'c~rrect', is Cohen's Kappa Coefficient (Cohen 1960). This provides 

a measure of 'agreement' between the classifications. It hn~J the additional 

property of controlling for 'chance' levels of agreement, whiJ.e a more complex 
. 

version can, account for different levels or seriousness of non-agreement. 

The basic form of Kappa is: 

P P 
K = 0 c 

1 P 
c 

when Po = observed proportion of agreement, i:e., Po ; ~Pii' and is the' 
L 

sum of the proportions of cases appearing in the main diagonal of the square 

table with i rows and columns. P is the chance expected propor-tions of 
c 
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agreement, Pc = ~Pi+P+i; and Pi +. and P+i are the marginal propqrtions 
L 

in the ith row and column, respectively. 

In e~amining the cross-classification of two partitions, weighted Kappa 

(Kw) takes account of the kinds of disagreements between the classifiers. 

Each ijth cell of the cross-classificdtion'is we~ghted ... (H •• ), where W varies 
~J 

between.O and 1.0. This weight is used to indicate th~ seriousness of the 

disagreement. H'eighted Kappa is: 

K 
w 

pI P' 
= _o __ ~c 

1 P' 
c 

when p' 
o 
=~ 

ij 

cussions, see 

H'ijPij and P~ ; ~ H'ijPi+P+j . For additional' useful dis­

Reynolds (1977), Everitt (1970), .Fleiss, Cohen and Everitt (1969). 

In our later chapters comparing the structures of classifications produced 

by clustering techniques we examine other 'partition-matching coefficients. 

These are described fully in later chapters. 

G,oodness-of-fit Criteria 

At any particular hierarchical level classification structures can be 

assessed according to their degree of fit with the basic raw input data. Many 

approaches have been offered. The Cppheneticcorrelation (Sneath and Sokal 

1973), the Kappa ~oefficient (Cohen 1960), Wilk's criterion, Rand's Coefficient 

(Rand 1971), Goodman and Kruskal's Lambda and others, have all been used to 
1 

examine various aspects of the fit. between input -data and the cl'assification 

structures reached by clus'tering methods. It may also be noted that some of 

these coefficients may be used to assess other criteria, e,g. agreement and 

reliability, and compactness of clusters, etc. There is a need to clarify 

the relative merits of these various approaches (see also Dubes and Jain 19?6). 

In criminology much consideration should be given tO,the selection of 

appropriate coefficients to examine goodness of fit. Currently, this is a 

,-----------------------------_---.:_---""-------,,-, 
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neglected issue in this discipline. 

Statistical Validity C~ite~ia 

Classification techniques will inevitably produce cluste~s even on ~andom 

data. The dangers of artifac~u~l ~esults are, the~efore, always a ·possibility. 

Many users of classification techniques ~ill ~ccept the resQlts with only 

intuitive indicators of validity. In this sense face validity (if it supports , . 
p~ior conceptions) is the main aspect of acceptibility. Statistical ~ests , 

have been developed (e.g. Engelman and Hartigan 1969, Hartigan ,1975, Schultz 

and Hubert 1973" and others). However, the major difficulty is' that they usually 

demand assumptions that are of dubious applicability for many real data situa-

,tions (see Dubes and Jain 1979').' The, application of, conventiLinal standard 

significance tests is not & solution to the validity prob~em, since the null 

distribution assumptions re.q~ired for, clustering seem intractable (see Nountford 

1970, Hartigan 1978). Classical distribution theory can be appropriately applied 

only to patterns that are classified ~ priori. 

An enormous'literature as eve ope aroun • h d 1 d d the var~ous attempts to 

provide validity tests within the framework of clustering. Good reviews' are 

available in Dubes and Jain (1979) and Blashfield, Aldenderfer and Morey (1978). 

Indices of cluster compactness, cluster isolation, goodness-of-fit coefficients 

and other app~oaches are brought ~~ bear on the questions of the adequacy of 

a total partition as well as the auequacy of individual clusters. ·The issue 

of clustering tendency also enters into this grm<1ing literature. 

PRAGMATIC CRITERIA FOR CLASSIFI9ATION SYSTEMS 

In addition to, the structur~l cri~eria mentioned above, classification 

systems may also be evaluated according to cr.iteria stemming from the various 
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us~r purposes. Some of these purposes are extre~ely general (e.g., predictive 

validity) while others are more specific'ally tied to the requirements of 

criminology. The following criteria are conside~ed: 

( 1) Predictive validity 
, . 

(2) DeJcriptive validity 

(3) Face (co~sensual) vali~ity 

(4) ,Theoretical validity and logical consistency 

(5) Power and control: usefulness 

(6) Precisi9n 

(7) Scope (or range) 

(8) Generalizability 

(9) Practicality and officiency 

(10) Acceptability to ~sers 

Predictive Validity' 

This is a critical evaluative criteria for all practical users of 

classification systems. Blashfield and Draguns (1976) indicate that "clini-

cians have often argued that prediction is the primary purpose of a classi-

fication." Predictive validity is at the heart of the choice of treatment 

for clients. Classifications should yield predictions that have clear relevance 

for the effectiveness of treatments for each client, e.g,., prison inmates 

probationers, etc. The predictive'information that classification systems 

provide should enhahce decision-making ~<1ith reference to treatment intervention, 

release decisions and so forth. The work of Overall, et al. (1966), Paykel 

(1972) indicate the use of pred~ctive validrty within the context of the 

evaluation of differential treatment effectiveness. 

Classification systems must have certain structural characteristics to 

be useful as predictive systems. First, the classes ~vithin the system must 
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be fairly' well differentiated on the criterion variable to be predicted. 

Second, the classes ~.,ithin the system should have reasonably high within-

type homogeneity on the predicted variable. Such homogeneity assessments can 

be examined, for instance, using Tryon and Bailey's H coefficient. Third, the 

input domain for attribute space of variables must be highly salient to the 

external criterion. Irrelevant variab1es,or unreliable variables, will 

det,ract from the. predictive accuracy. Fdurth, the lowest levels, ,of the 

taxonomic hierarchy i"~ll, in general, maximize the predictive accuracy to the 

external variable. This allows larger numbers of interaction effects at the 

various concrete particular sub'-types to come into play ~ alloi.,ing finer 

differentiation between types in regard to the criterion variable. 

Descriptive Validity 

Accurate descfiption of a set of objects is one of the main general 

purposes of taxonomy cOlJ.strllction. Classifi~ation for the purpos,e of 

description is usually aimed at gaining, ,greater ,clarity of th!? particular 
, 

set of phenomena. Numerical ciassification systems a~tempt 'to go beyond 

anecdotal, impressionistic descrip~ions, which are often neither clear, 

objective or reliable. :nashfie1d and Draguns (1976) stress the issues of the 

selection of both the set of classificatory variables and the sampling of 

objects. Both of these influence the descriptive validity of a classification 

system. Skinner (1980) argues 'that the descriptive validity of a classifica­

tion is dependent upon both the convergent and discriminant properties of 

that classification system (see Campbell and Fiske, 1959). Convergent 

validity in this sense is the degree to which the objects are similarly 

classified across, different attribute spaces; e.g., behavioral ~ata, personality 
..... ..... 
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characteristics, social history and so forth. Discriminant validity~ on the 

other hand, exB.mines the distinctiveness of the classes when alternative 

attribute spaces are used.' 

The most general criteria, however, for eva-luating the descriptive 

validity of a. classification is the degree to i.,hich the system is isomorphic 

with the empirical phenomena. It can be' argued that the taxonomic system is 

never a perfe(~t isomo'rph of an empirical situation. Some information is always, 

deleted from a cla~sification system. Desciriptive validity, therefore, will 

always be someivhat incomplete. This may not cause diffipu1ties ,.,here the 

information deleted is irrelevant to the purposes at hand. The level of . 

descriptive accuracy that is 'acceptab1e is, therefore, again governed by 

the user's purpose. 

The requirements of good descriptive accuracy include an appropriate and 

adequate sampling of both variables and' subjects, as well as the selection of ' 

classificatory procedures ~.,bich avoid the imposition of artifactua1 boundaries 

o'r mis1eadi~g hClmogeneity structures. All numerical 1I)ethods embody certain 

assumptions, and, particularly for. the purposes of descriptive c1assific?tion, 

such assumptions should be consistent with the nature of the data. A further 

critical consideration for th~ development of descriptively accurate c1assi-

fications is the selection of the most appropriate level or inclusiveness. The 

issue of the correct number of classes becomes qUite important if only one 

classification level is to be.chosen from an overall hierarchical structure. 

Descriptive accuracy is usually enhanced by retaining'the full taxonomic· 

hierarchy rather than chOOSing one particular level. T.he limitation to one 

particular level incurs the danger of: choosing the ~vrong level, .1. e., too 

few, or too many classes (see Ede1brock 1979). 

__ 1 ___ _ 

, 



" 

(: 

(] 

o 
( 

( 

i( 

-19-

Face Validity 

Face validity is sometimes. referred to as consen~ua1 validity. This 

aspect of validity deals ,.,ith: the' intuitive meaningfulness, reasonableness, 

and relevance of th~ classificatory constructs to users. Face validity 

contributes profoundly to the acceptance of the classification system by its 

users. 

Theoretical Validity and Logical Consistency . , . 

Cromwell et al.(1975) ha~e set forth a n~mber of criteria that enhance 

the logical coherence of classification systems. These include (1) the,designa­

tion of wh~ther the system is dimensional, typological or a mixture of these; 

(2) whether the system is hierarchical and, if so, the clear specification 

. of the na'ture of the vertical: dimension; (3) whether the clC!sses are mutually 

exclusive or overlapping; and (~Lthe inclusion of clear explicit and precise 

rules for assigning nm., cases into the system. 

iful1e all of these criteria obviously add to the clarity of the system, 

the theoretical and explanatory coherence of a classification can also be 

enhanced by other factors. First, the coherence of the.attribute space can 

greatly clarify the meaning and £oo:'.\S of the system. Second, the e1ucidat~.on of 

the form and structure of both similarity. assessment and type-definition 

(agglomeration rules) will add to clarity and consistency. Third, attention should 

be paid to the logical consistency, between the form of similarity, the type 

definitions, the purpose 0'£ classification and the nature of the data. (Ene 

(1976) probably gives the most enH.ghtening treatment of the complex relations 

between empirical classHication and theoretical development.) 
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Criminological em9irica1 classifications have been consistently criticized 

,for. their lack of theoreticaf coherence '(Opp 1973, Bottoms 1973, Gibbons 

1975, and otht::cs). The maj'o.: problems stemming from this lack of theoretical 

coherence is that the implications for intervention and control are fuzzy, 

weak, and unreliable (Mechan 196~). Strong conerent classificatory theory 

will usually imply clear interventions. Classifications Hed to interventions, 
' , 

e.g., tr~atment classification, sentencing classification, etc., could be 

rendered far more effective if their theoretical coherence and validity could 

be improved. 

POtV'cr and Control: Usefu1n~ 

Classification systems vary ,in regard to the amount of control they provide 

over the environment (Meehan 1968). Power pr control is a function of the 
, . 

coherence of the explanati~n provided by a classification, the specificity of 

the intervention implied by this explanation, and the accuracy of the predic-

tions which stem from the clasdfication. Power is enhanced by precision of 

measurement, clarity of explanation, specificity of interventio~s, and validity 

of the predicted outcome. Strong expla11ations will lead to effective cqntrolli'n
g 

interventions. The practical use of classification systems to enhance specific 

ends (e.g., rehabilitation), or to suppress others (e.g., recidivism) is 

dependent upon this concept of power/control. Classification systems in 

criminology have been evaluated by many reviewe'rs as lacking in power. The 

control that they provide is, in fa(~t, 'undermined by a variety of factors. 

These factors include incoherence of explanation, poor or weak prec:i.sion of 

measurement, low predictive validity, inadequate coverage of criminological 

, . 
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populations, unreliability of the assig~ment/diagnostic process, and so 

on (see Gibbons 1975, Brennan and Huizinga 1976, Hood and'Sparks 1970, 

and others). 

Precision 

Taxonomic ,systems vary ·J.'n regard to the precision with 'which their 

class-concepts or categories are measured'and related to real empirical 

events. Precision refers to the accuracy of measurement, the presence of 

explicit: diagnostic criteria for each clas's, and the clarity of conceptual­

ization of each type-concept. Preci~ion'is an important requirement of any 

applied classification system. '~ere operational diagnostic criteria are' 

vaguely specified, and when ~eliability of measurement of classificatory 

variables is low or charCl.cterized by error, then the precision of the taxonomy 

will be low. 

Precision also increases '~vith great'er information content. Thus, precision 

~vould be higher at the more particularized concrete sUbtype levels since 

these retaip. more information'. The more generalized CJ,bstract classes at the 

higher levels of a hierarchy will ,usually be less precise, but mora reliable, 

due to the smaller number of classes. In this manner precision and reliability 

are inverse~y related. 

Precision is an absolutely critical aspect of applied social or psychological 

classification systems since these must deal accurately, efficiently, and 
, 

b ' 1 'th ons cJ.'J.'ents, etc. T"ho must be identified into their unam J.guous y ~YJ. pers , '" 

correct categories. 

Scope (or Range) 

The scope of a classification system is the range of events ,to which it 

can be applied. The aim of many classification systems in criminology is to be 
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as wide in scope as possible. Classifications are regarded as better if they 

include a maximum number of offenders within their descriptive or explanatory 

range. G?od systems should combine a broad range of relevance with high precision 

and pmver. However, 'widening the scope of classification systems usually means 

loosening the precision and coherence of the defining terms and thereby 

running,the risk of ambiguity. For example, many pi the earlier classificatory 

systems were loaded with psychia~r~c concepts (see Solomo~ 1977, Ferdinand 

1966, for reviews) and ~vere applied to a very broad rc:nge of criminal behavior. 

Yet, these systems generally offered only ambiguous class-terms, poor 

precision, and poor control. On the other hand, specific behav'ior or 

biographical classifications have relatively limited range and poor 

'control but high precision. 'An'obvious goal in criminological classification 

is to develop adequate theoretical/explanatory/predictive classifications 

which are fairly wide in scope but wh~ch do not sacrifice accuracy or precision. 

Generalizability: ,The Universal -' Local Dimension 

Many classification systems are' developed for specific populations. 

It is often important to' examine the generalizability of classifications 

across different ,populations. Skinner (1980)' p~t:oposes that the issue of 

generalizability ,is an important criteria, for ,evaluating classifications systems. 

Earlier, McKinney (1966) intro~uced the problem of generalizability in terms 

of a d.imension he'referred to as universal vs. local. ~ost classification 

dystems vary according to 'this continuum. In criminoiogy, many current 

classification systems are limited and are tied to a specific locale. ~cKinney 

refers to such classification systems as. "localized". The generalizability 

of a particular classification system is deeply influenced by the attribute. 

trite ria that are used. These may be idiosyncratic ta a particular institution 

r' __ _ 
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or, a particular cultural system. The attribute ,space for the I-level 

classification sysJ:em stems 'from a relat:i.velY universal theory of ego 

" development, and should, therefore, be conducive to a classification system 

r which is universal in scope. ,It would be an advantage for criminologists to 

attempt to construct classification systems of the universal type, i.e., 

applicable "acrosi;l. the board". More explicit and theoretically generated 

attribute spaces would be a precohdition for the development of such ,relatively 

universal classifications, as well as a more explicit approach t,o the sampling 

of cases. McKinney (1966) has indicated that the normative orientation of the 

.social sciences (including criminology) is that research workers universalize 

, classifications wherever possible. This demand, however, is usually offset 

by the desire of local social systems to optimize classification systems tor 

( their o~m specific purposes. 

Practicality and Efficiency 

A critical set of criteria for classifications used in practical institu-

c tional settings'deals with convenience and practicality. Again, different 

structlfral criteria contribute to the overall practical feasibility of 

classifications. These practical criteria include: 

( Costs of personnel trai~ing 

- Time and costs involved for assessment of the person being classified. 

Some classificati~ns may demand large amounts of complex data for 

the assignment process. 

Parsimony and face validity. Classification systems are efficient to 

the degree that they are easily. understood, easily remembered and have 
( 

high f~ce validity. 

- Misclassification rates. Classifications are unworkable in practice 

to the extent that either the basic reference classification is unreliable, 
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or there is unreliability in t,he 'assignment p;ocedures for new cases. 

Unreliability in eit~er of these two aspects will lead to higher level~ 

of misclassification. Misclassificution in turn leads to inequity, 

cc;mfusion, lmvered confidence, cynicism, and disagreements between 

classification personnel. 

Coverage of Cases. Classifications are unworkable in situations where 

they de-al only with a small segment of the full 1 popu at ion being 

classified. 

It should be cl~ar from this brief discussion that the end-use considera­

tion of practicality and efficiency is directly related to many of the 
methodological 

and structural crite~ia mentioned earlier in this chapter. A complete 

articulation ~f t?ese relations and influences ~~ould be helpful in guiding 

the future development of criminal justice classifications.' Similarly, th~, 

currently used classifi~atio~ systems can be evaluated lo'n terms of these criteria. 
~cceptability to Users • 

There ate many different ,aspects, leading to acceptability. First, a 

classification s~stem ~vill tend td be accepted if the naming procedures that 

have been used are r bi d easona e. an accurately related to the phenomena being 

classified •. 

Second, if a classification system has 200d predictlo·ve 
~ accuracy leading to 

good treatment interventions, lo'.e., hi h I' , I g. c lon1ca utility. then it will also 

tend to be accepted. 

Third, a coherent theoretical structu~e will serve to increase accepta­

bility. 

Fourth, clear definitions, clear b ' mam ersnip criteria, objective diagnostic 

decision ru1es, and an appropriate coverage of the objects being classified 

would all tend to increase the chances of any classiflo'cat4 0n ... system gaining 
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wide acceptance. 

In criminology, the differ~nt classificai-ion systems have ,gained various 

levels of acceptability. However,' there is no classification system currently 

~n use that has gai~ed general and widespread acceptability among practitioners. 

The California I-level system, for example; had the advantages of an intuitively 

appealing theoretical structure and a simple and easily remembered set of 

names. It has some disadvantages, e.g., relative inefficiency, relative 
, , 

unreliability, marginal predi'ctive validity,' and a rather cumbersome 

approach to the assignment of ne~ol cases. Yet, for many years and among, many 

practitioners it gained a high level of acceptance. Each class~fication system, 

therefore, could be evaluated in terms of the particular mix of features which 

,lead into' general acceptabil~ty;, 

Orie af'pect of, acceptability and face validity is the degree to. ~vhich dif-

ferent observers agree upon ~he categorizations that have been made of the s~me 

set of'objects. Katz (1965) studied the categorization of psychiatric 

patients from different vantage "'points, e.g., experienced clinicians, 

nurses, and family members. Consensual validity is relqted to the emergence 

of the same classification decisions from these different vantage points. The 

variability of different classifiers in r~gard to the same set of data can 

emerge from their different system of "relevances" and may lead to systemati-

cally different classification structures. When different classi.fiers agree . , 

. on the same classiiic,ation' structures of the samera~'l data, then consensual 

validity can be claimed in terms of the level of agreement between such 

classifications (see Katz 1'965). Coefficien.ts such as the Kappa Coefficient, and 

Goodman and Kruskal 1 s Lambda Coefficient, can be used to assess the overlap, 

11 
'I 
j 
j 

! 

II 
I 
\ ! 
Ii 

\1 

I 
I 

) 

) 

-26-
" 

or, consensual agreement, between the different ~la~sifiers. 

CONCLUSION 

This. chapter has attempt~d.to provide a general framework for the work 
of later chapters. There is a' desperate need t;o upgrade the effectiveness 
of classificatio~ wIthin criminology. 'It is b . • our elief that this 'II b upgrading 
w~ e facilitated only to the "extent that 

serious attention is paid to 

proper structural aspects of 1 c assification systems. This, in' turn, d~mand~ 
a focus upon the methodology f " "or c:reating and .evaluating complex' cfassification 

of this work will be the end-use 
systems. The starting point for much 

consideratio ' n, ~.e., the practical purpose for which the classification has 

been created. Different uses, and purposes.:f will requ~re ' ... qu~te different 
kinds of classifications, and th' , . 

. ~s ~n turn will .req·uire 'different t 1 approaches 
. 0 tle creation and .evaluation f . o these systems. Thus', we propose that a 
goal for research' " . general 

~n crJ..m~nological classification is the elucidation of 
the relationships between (1) " 

. u~er-purposes; (2) structural criteria of 

classifications; (3) methods "of creating different kinds of . classifications' 
and (4; specific ' approaches to the l' eva uation of the performance of class i-
fications. The work of the present chapter, d f an 0 this report generally, 
is aimed at t'nese b o jectives. 

~-~,~--~----~------~--~--~---~~ . " 

i 
I 

, 



J 

( 

c 

" .. 

':t: 

-27-

B~BLIOGRAPHY 

Anderberg, M.R. 
1973 Clus tel' analysis for applications. Academic: Press: Ne~v York. 

Blashfield, R. 
1976 

Bottoms, A.E. 
1973 

K., and J.G.'Draguns 
"Toward a taxonomy of psychopathology: The purpos'e of 
psychiatric classification." British Journal of Psychiatry, 
129, 574-83. 

"Methodological aspects of classification in criminology." In 
Collected studies in criminological research: Methodological 
aspects of classification' in criminology. Counci,~ of Europe: 

, Strasbourg, France. 

Brennan, T.) 
1976 

and D." Huizinga , 
A review of typological research 
Criminology Society Conference: 

in delinquency. 
Tucson, Arizona. 

American 

'Campbell, D.T., and D.H. Fiske 
1959 "Convergent and 'discriminant 'validation by the multitrait-

Cohen, J. 
1960 

multimethod matrix." Psychological Bulletin, 56, 81-105., 

,"A coefficient of agreement for nominal scales." Educational 
and Psychological Measurement, 20, '37-46, 

Cromwell, 
1975 

R.L., R.K. Bla~hfield and J.S. Strauss 
",Criteria for classification systems." In Issues in the 
classification of children. JosseY-Bass: San Francisco. 

Dubes, R., and A.K. Jain 
1976 "Clustering technique;s: The user's dilemma." Pattern 

Recognition, 8, 247-260. 

Dubes, R., and A.K. Jain 
1979 "Validity studies in clustering methodologies." Pattern 

Edelbrock, C. 
1979 

Enc, B. 
1976 

Everitt, B.S. 
1970 

Recognition, 11, 23~-254. 

liThe accuracy of hierarchical clustering algorithms: The 
problem of classifying everybody." Multivariate Behavioral 
Research, 14, 397-384. 

"Spiral depende.nce between theories and taxonomy,lI Inquirv, 
19, 41-71. .. 

"A discussion of some of the problems of cluster analysis." 
Paper presented at the Conference of the Soci,ety for }lulti­
Variate Experimental Psyohology, Free University of Brussels, 
Belgium. 

\1 

. n 

',Ii t . i 

'I I, 
II 
ii 
;1 II ' :n II " 
r! 
Ii 
fi 
II 

! I 
! 1 

f! 
II () 
! , 
i I , , 
1 I 

-28-

Everitt, B.S. 
1974 Cluster' Analysis. Halsted Press: New York. 

Ferdinand, T.N. 
1966 Typologies of d~linquencyj a critical analysis. Random House: 

New York. 

J. Cohen and B.S. Everitt Fleiss, J. L. , 
1969 "La\,:,ge sample standard errors o,f Kappa and weighted Kappa." 

Psychological Bul~etin, 72(5), 323-27. 

Fleiss, J.L., and J. Zubin 
1969 "On the methods and theory of clustering. 1I Multivariate 

, Behavi.oral Research; 'April, 235-250. 

Fri~dman, H.P., and J. Rubin 
1967 nOn SO'me invariant criteria for grouping data." American. 

Gibbons, D.C. 
i975 

Statistical Association Journal, 62, 1158-78. 

"Offender typologies - two decades later." British Journal 
6f Criminology,: 1~(2), 140-56. 

Green, ,P. E • and V. R. Rao 
1969 "A note on proximit.:y measures and cluster analysis." Journal 

of Mar.keting Research, 6, 359-64. 

Hartigan, J.A. 
1975 Clustering algorithms. John Wiley and Sons: New York. 

Hood, R., and R. Sparks 
1970 Key issues in criminology. McGraw-Hill Book Co.: New York. 

Johnson, ,L.A.S. 
1968 IIRainbm.;r's end: The quest for an optimal taxonomy." Systematic 

Zoology, 19, 203-239 '(1970). 

Katz; H.D. 
1965 "A phenomenological typology of schizophrenia.'" In Role and 

methodology of classification in psychiatry and psychopathology, 

.. 

pp. 300-322. Public, Health Service Publication ~o; 1584: Washington, D.C. 

Kornfeld, J.P., T.G. Eynon~ W.A. Hetzner, :1.E. Pfeiffer-Kornfeld, W. Bates, and T. Baume~ 
1975 State-of-the-art of of~ender classification in the U.S.A. lIT 

Research Institute: Chicago. 

, 



f 

.( 

" 

-29-

MacNaughton-Smith, P. 
1965 "Some 'statistical and other numerical techniques for cla~sifying 

individuals." In Numerical taxonomy. W.H. Freeman & Co.: 

McKinney, J.C. 
1966 

McRae, D.J. 
1973 

Meehan, E.J. 
1968 

San Francisco. 

Constructive typology and social theory. 
Crofts: New York. 

Appleton-Century-

Clustering ulultivariate observations. Doctoral dissertation. 
University of North Carolina: Chapel Hill. 

Explanat:i.on ~n .socia:l science:. A system paradigm. Dorsey Press: 
Homewood, Illinois. 

Milligan, 
1980 

G.W.; and'P.D. Isaac 

Morrison, D.G. 
1967 

Opp, K.D. 
1973 

A revie\v of Honte Carlo tests of cluster analysis. Ohio State 
University: Columbus, Ohio. 

"Heasurement pr:oblems in cluster' analysis." 
13(12), 775-780. 

Management Science,' 

"Problems of classification in criminology." In Collected 
Studies in Criminological Research: Hethodological aspects 
of classification in criminology. Council of Europe: Strasbourg, 
France. 

Overall, J.E., L.E. Hollister, M. Johnson, and V.Pennington 
1966 "Nosology of depression and differential response to drug,s. 11 

Paykel, E.S. 
1972 

Rand, W.M. 
1971 

Reynolds, H.T. 
1977 

Rosch, E. 
1978 

Skinner, H.A. 
1980 

Journal of the American Hedical Association, 195, 946-48. 

IIDepressive typologies and response to amitriptyline. 1I 

British Journal of Psychiat.rv, 120, 147-156. 

"Objective criteria for the evaluation of clustering methods." 
Journal of the American Statistical Association, 66, 846-850. 

The analvsis of cross-classi5ications. , The Free Press: :iew York. 

"Principles of categorization." In Cognition and catego.!ization, 
pp. 28-49. Halsted Press:' ~eW York. 

Toward the integration of classification and theory and 
methods. Unpublished manuscript, Univer'sity of Toronto. 

.. 

) 
l : 
11 
I' , , 
I, 
I' , I 

! I , , 
I, """ 1 ' l-\ 

i: 
i l 

I 
I 
\ I 
Ii 
II 
II 
1/ 

II 
/1 ( 
Ii ' 

II 
II 
II 
I: Ij ~' l 

1/ 

1/ 
I 
II 
d 
Ii 
il 
II 
II I, 
II 
'I 

. i! c[) 
-! I 

I I, 
l! , I 

I 

if"" l '~' 

; i 
: i 
1 : 

i.i 
, I 
, I , 

1 

" 

-30-

Sneath, P.H.A., and R.R. Sokal 
1973 Numerical_~onomy'. W.H. Freeman and Company: San Francisco. 

Solomon, H.M. 
197'( Crime and delinquency: Typologies. 

America: H'ashington, D.C. 
University Press of 

Sonquist, J.A., and J.N. Morgan 
1963 "Problems in the analysis of survey data, and a 

In The detection of interaction effects (1964). 
of Michigan: Ann Arbor, Michigan .. 

proposal." 
Universi.ty 

Toulmin, S. 
1953 The philosophY'of science. Ha.-rper & Row: New York. 

Tryon, R.C., and D.E. Bailey 
1970 Cluster analysis. McGraw-Hill: New York. , 

ADDIT~ONAL REFERENCES: 

Blashfield, 
1978 

R. K., M. S. Aldend~rf~t', and L. Hcrey 
"Cluster analysis literature on validation." Paper presented 
at the Classification Society Heeting, May, 1.978. 

Nountford, M.D. 
1970 "A test of the 'difference bet\veen clusters. II In Statistical' 

ecology, Vol. 3. Pennsylvania State University Press: University 
Park·, Pennsylvania. ' 

Schultz, J.R., 
1973 

and L.J. Hubert 
"Data-analysis and connectivity of random graphs." 
Mathematical Psycholog¥, 10, 421-428. 

Journal of 

I 



.. 
t 

f 

f 

. . 

( 

CHAPTER 2 
., • 

THE USES OF CLASSIFICATION WITHIN 
. -

CRIMINOLOGY AND CRIMINAL JUSTICE SYSTEHS 

I 

.. 

,;:J f 

.. 

. . 

. , 

. [ 

. I 
':,~ , I v../ 

: i , 

• i 
I 

• 

,. ',,,, 

-31-

INTRODUCTION 

liThe findings of classifibation specialists," ~VLites Yepsen (1975), " are 

used as bases for every important phase of the offen.der' s life while in the 

institution and after his release as ~vell." 
Clinard'and Quinney (1967), 

using a broader frame of reference, address the pervasiveness of classifi-. 
catiol;' in social resem:ch: 

.. 
The use of types and the ordering of the dive~sities of observed 
phenomena hc.s been instrumental in the development: of the social 
sciences. Types not 9n 1y reduce phenomena to more systematic' 
observation; they also assist in the formulation of hypotheses and 
serve as guides for research. 

Not only is classificiation utilized at virtually evcri level of the crimi-

nal justice system, but a concern with classification informs a large portion 
. -

of criminological research as Nell. There is simply no part of crime and 

d(!linqucncy research or processing \o1hich does not make sOUle L\se of 

classification. Criminologists and those working in the crimin~l justice 

system have long recognized the need for valid and reliable classification 

systems to provide a basis for both "systematic observation" of criminal 

behavior and effective decision-malting. 

This necessity of creating classifications to adequately order the compl,~x 

phenomena of 'criminal behavior has resulted, as Ferdinand (1966) notes, iii ~t . . . 

"torrent of typologie·s". These typologies reveal an attempt by crimino L:>r,:ls ts 

to provide a c1c,:ll:er conceptual structure fot" .1 m.'lSS of quii;Q confuai:1g 

informc1tion. \'lhen confronted with the diverse phenomena of criminal boh.wior, 

cl~ssific:ltory systems are inevitably utilhtlc.l most prominently in the 
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following three areas: a) the field of research .crim'inology, \vhere it is 
" 

necessary fO'r researchers to use some sort of classification for pursuit of 

various 'scientific ends; ,'b) for offe,nder treatment-, which is granted a specid 

emphasis hecause classification in t~is instance concerns both the 

criminological researchet' and the criminal justic'e worker equally; and c) 

the criminal justic,e system itself, where.decisi~:ms involving use of 

c1assifi.cati'on are made at nearly every stage of offender processing. These 

three categories are not meant to 'be absolute, but simply to provide a 
, 

provisional organization of the ways in ~\ich c1assifica~ion is used. E3cil of 

these areas will nmv be examined in more detail. 

USES OF CL~SSIFICATION IN THE FIELD OF RESEARCH CRIMINOLOGY 

Sub stant i ve DiLec tions oE Prior Taxonomic Research , 

The mul tip licity of criminal typolog1es Hhi ch have been genero1 red 

may be provis iona 11y brol~en dmvn into six basic 'categories: 

2) 

Sociological and social role systemsJ e.g. Schrag (1961), Sykes 

(1,958), Garabedian, (1964), Roebuck (1966), Kinch ('1962), Lindesmith 

and Dunham (19~1), Harary (1966), Dorn (1969), Marcus (1975), and 

Cohen (1971) 

Psychological and psychiatric ta:{onomic systems, .1herein emphasis is 

placed on the psychological or psychiatric characteristics of the 

deviant person. Examples may be round in Jenkins and Hewitt (1944), 

Redl (1956), Aichorn (1935), Reiss (1952), Argyle (1961) and Block 

and Flynn (1?56), among others. Shafer'(1969) and Ferdinand (19~~) 

most likely provide the most ~omprehensive reviews bE these 

psychological taxonomic systems. 

" . 
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3) 

4) 

5) 

6) 
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.Ego development .and social interaction taxonomies. This appr-oach 

provi,des a synthesis' of psychological ~nd sociological concerns. 

Specific focus is given to problems involving ego developmenl: and 

interp,ersonal interaction. The most visible of this sort of typology 

is the California I-level system, the explication' of which h.'1s 

created an enormous amount of li tera ture (e .g. Loevingcr' 1957; toJarrct; 

1966; Jesness 1974; and HO,10,f and Jesness 1972). Critical revietvs 

of the I-level system may be found in Gibbons (1970) and Be~er and 

Hyman (1972). All of this literature exemplifies the ongoing 

controversy ~Yhich c~dsts cbncern~ng the validity and reliability of' 

this taxonomic system. 

Behavioral classifications. Surprisingly few of these exist in 

crimi no logy (e.g. Kulik, S to in, and Sarbin 1968; Swanson and Hobley 

.1976,; Hartjen and Gibbons 1969 j and HcCaghy, et ale 1976). 

Physio log~c'nl a,nd cons t itt) tional sys tams. Hith the advent 0 f' 

crimino logy, a number of systems ~yere created wh ich class iHed . 
criminals according to certain morphologi.cal,. physiological and some 

mental characteristics: Hore recently, chromosona1 structures have 

been offered as a basis for classification. Once again, there is 

controversy ovet the usefulness of these approaches. 

Taxonomic system.s for diverse particular crimes. ~1any extant 

classification schemes in the crime and delinquency literature 

concentrate on specific crimes. 
, 

For example, the systems of 

Guttrnacher (1960), Neustatter (1~57), Megargce (1966), and ~l~c~burn 

(1971), among others, de31 c~c1usively with the problem of homicide. 

tn the area of runaway youth, for example, ther~ h,ave been nt l~ast, 

two dozen dlffel.'cl1t typological systems offer~d to both explai.n ami 
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describe this particular form of juvenile delinquency (see Brennan 

1980), Theft, ,violence and drug abuse also have stimulated many 

different taxono~ic systems (see SaundRrs, 1972). 

It must again be str~ssed that th~ above represents only one particular 

form of struct~ring the substantive directions of criminological work utili­

zing classification. 

Cl~ssification for the Epidemiological Mapping o~ Crime 

Systematic mapping and classification of the incidence , prevalence, 

and distribution of criminal hehavior provides an attempt to clarify the sub-

J'ect under considerat':on. Th' d 't' k ~ ~s escrlp ~ve tas comes under the heading of 

epidemiology, which, Gruenberg (1965) writes, lire 1ates observed disorders to 

. the environments in which people 1ive." The epidemiology aud enumeration of 

crime has had to contend t'lith the complexity and mu1tidim'ensionality, of c~.ime 

'~lnd delinquency. It':s f tt' ... o,r __ 11~S reason, among others, that epidemiology 

necessarily involves cl~ssification, or, as Gruenberg puts it, an epidemio­

logist needs ,"consi'stently applicable classifications of people • •• ".' 

Good classification (or description of a phenomenon) is a ciritical part of 

an adequate epidemiOlogy of the event to be count~d, explained or 

controlled. Is the phenomenon increas~ng o~ decr~asing, is its distribu­

tion even, ~andom, discontinuous or structured in some other way? Reliable 

epidemiology further requires unbiased data and appropriate analytical 

methods. Graser <'197!~) poin,ts out that clear c1assificatipn of oEfenses is 

critical for facilitating the enumeration and observation of ,criminal cas(~s. 

The study of the prevalence and spread of crime demands a classification 

framework of specific and \.;e11- differentiated units I;jf enumeration. For m.:lny 

crimes, indicates Glaser" these classifications are either not available 
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see rape) or are currently ~h the process of being es~ablished.(i.e. arson; 

:nciardi 1970). This point underlines the importance of behavi~ral 

classification systems for particular crimes and additio~ally indicates some 

dir~ctions for further taxonomic resear~h. 

Hany criminological investigators have recogniz~d the importance of 

descriptive taxonomic research (Opp 197,3, Kornfeld, et a1. 1975); and most 

bemoan the fact that so fet.; desc'riptive taxonomies have been forthcoming. 

They all point o'ut that the de'scriptive taxonomic task in criminology has' not 

been done sufficiently well. Henk and Halatyn (1974) explicitly ca11 fOT more 

'behaviorally accura.te' descriptions of crim~, while Hood ar~d Sparks (1970) 

indicate the failure of earlier attempts' to construct ~alid descriptive ta~o­

nomies of ' criminal behavior. HO{vever most invest~gators contin~e to blur and 

undermine the epidemiological purpose by creating'typologies which 

inextric.ably mingle descripti VB, pred ic tiv!=, ~nd ~theore tica 1 elements; t~ey do 

not see that one necessarily precedes the others. 

Another major factor regarding the use of classification m epidemiology 

is the existence of complex interrelations between crimes. The domain of 

criminal behavior is complex in a mu1tidimensionai sense. Appropriate epide-:­

miolagical mapping tvould by necessity have to address itself to this multi-

dimensionality. The use of univariate percentages and bar-graphs 

oversimplifies the re~lity of the behavior being described. A 

multidimensional domain basically requires a multidimensional mapping if 

descriptions arc to be realistic or accurate. 

Gl ' C' 'c , aSS1 ... lcatlon .or Exp,,,.'lnatorv Theoretical Research , 

Anothet· domihant concern in criminology, a concern intimately re18t~::d 

with the need foy valid empirical descriptive taxonomies outltned abQve~ is 

the use of' taxonomic systems as a major st.rategy Eor the develop01~nt of 

.... --.... --...... ------~--------------------.. --------------------------------------------~~<~~--------~------------~~------------------- ,'--
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scientific explanations (Glaser 1974). The need to utilize classification for 

explan1;ltory theories of crime ~Yi1S explicity recognized by Sutherland in 1939: ' 

It is not likely that a general ~xplanation df all ~rime will be 
suEfici~ntly specific or precise to aid greatly in understanding 
or controlling crime. In order to make progress in the explana-
tion of crime', it 'is d~sirable to break crime into more homogenous 
un i 1:;5. 

'Bottoms (1973) takes this point of view further, advocating the generation of 

theory "by 'working Qutwards from 'cla~sifications of empirical data." The 

suggestion that empirical classification is an invaluable aid to the 

generation 'and testing of criminological theories is also made by \veok and 

Halatyn Cl97L~), Hood and Spar·ks (1970), Opp (1973), Ferdinand (1966), and 

Gibbons (1975), and others. Consideration of using classification for 

explanatory research has l~ad to much slightly inappropriate mus,ing on the 

relative meras of r theoretical r versus r\~mpirical r typologies (e.g. Ferdinand 

1966). Much o~ this discussion stems frhm a pervasive misuoderst~nding of the 

interdependent relatio'n betlveen theoretical and' empiricai elements. 

Explanatory classifications derive their practical significance from the 

fact that they are ctitically irivolved in the processes ?f control through 

treatment intervention and' preventive intervention. Explanatory classifi-

cation systems, if valid, can ideally be utilized for the development of 

intervention programs (see ,Crorm.,e 11, Blashfield, and Strauss 1975). 

Explanatory or etiologica.l classifications not only describe criminological 

phenomena and generate pred~ctions, but they try to provide an undersl;anding 

of the processes involved and suggest ways in which the 'future co.urse of 

events might (in principle) be controlled~ .Explanatory typologies and 

explanations imp lic it ly suggest that by "mod Hying the re lationships and 

conditions which generate a prediction, th~ outcome itseHmay be changed. 

Strong explanatory systems should lead to strong control and appropriate 
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intervention. Conversely, ~"eak and invalid expianatory systems may lead to' 

weak or unreliable control and only marginally appropriate intervention. 

At the pres'ent time, explanatory classifications and the pred:i,ctive 

typologies they engender not, only form a l~rge body of ~JOrk within 

criminology, but are used extensively in the criminal justice system, 

providing the basis for decisions ranging from parole and release risk to 

prison \vork assignments (Gottfredson and Wilkins 1978; Kornfeld, et a1., 1975; 

Bottoms 1973). Howe~er, most explanatory typology research has been 

methodologica lly and conc~pt\ia lly ~veaic ,( see Smiley 1977; Kornfeld, et al. 

1975; Huizinga 1977; and Brennan and Huizinga 1916), a fac t which calls into 

question decisions based'on the classifications currently in use. In the 

,above sense they provide only weak control and insufficient guidance for 

intervention or prevent~on. programming. 

·Classification for Evaluation Research 

There has been only minimal llse of good classification methods i.n 

c.rimino logica 1 eva 1ua tion research, yet their contr:i.butions could have a 

profound impact on the fruitfulness and procedures involved in this type of 

research. Examples of evaluation research incorporating this taxonomic 

perspective are the English - Borstal study (see Bottoms 1973), Sampson 

(1974), in his study of post-prison success, and the Behavioral Research 

Institute Study of Youth Diversion Processes (1978). Also relevant is Woodis 

(1969) general discussion 'Of the homogeneity requirement for research into 

deviance and con tro 1. Recently, Glaser (977) Jlas argued tha.t if correc t iOll~l 

evaluation is to contribute to the development of practical knowledge, it 

should attempt to explain why particular types of programs should have any 

i~pact on pnrticut'ar typ~s of Cliel\ts. Hood and Sparks (1970) earlier point 

, 
out the cocifusion and inconsistency in the results of this sort of research. 

.. 

f 



c: 

I' 

( 

( 

( 

( 

i 
'e 

• 
-38-

This underlines the need for the incorporation of taxonomic methods into 

evaluation designs. The heterogeneous mix encountered in particular treatme~t 

se ttings is entire ly inappropriate for the development of unambig~ous re levant 

treatment propositions. Any. excess of div~rsity, especially ~1en the unit of 

analysis is unclear, will lead to confusion and uncerta.inty regarding the 

propositions and results stemming from evaluation research. Scientific theory 

requires clear propositions in reference to well specified units of analysis. 

CLASSIFICATION FOR TREATMENT 

As mentioned above, treatment is accorded a special category in that 

it is equally a theoretical and practical institutional concern. It is also 

one of the categorizations which most intimately concerns the offender, Slnce 

this sort of classification began as attention began to shift from focus 'on 

the offense to focus on the perpetrator of that offense (Yepsen 1975). The 

original assumption that all offenders are not alike" that they are 

heterogeneous in saci,al, psychological and behavioral charac teristics, lead to 

the further perception that offenders differ in their responses to the same 

treatment, It was increasingly regarded as a mistake to treat them all w"ith a 

sipg1e global treatment approach. By the 1930's, classification plans began 

to be developed for prisoners ~ich ~yould provide for individualized treatment 

to meet their unique needs (Hippchen 1975), The totally individualized 

approach bei,ng clearly imprac tical, the search} for more useful typologies has 

l.1.\tensified in order, to eliminate the probleT''''s ,which arise when like treatment 

is administered to ~ffenders with different problems (See Bottoms 1973; 

Gibbons 197~: Kornfeld, at al, 1975). The problem, as defined by Quay (1975), 

is to find a way of "cl.1.ssifying heterogeneous populations of de linqucnts (or 

other crimina Is) into more treatment-re levant subgroups." 
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CIa ss ification. for treatment imp lies the use 0 f d i ffer'~ntial interventions. 
.' 

for such purposes as rehabil~tation, reform, and the minimization of 
. 

recidivism. It implies the.'use of explanatory theory as 'a basis for making 
, ' 

appropriate -and meaningful intervention~. There has c?nsequently'been an 

on-gairig search for adequate ,theoretical and explanatory classification 

systems. Th~ published researc~, offers' many" classi,fication systems from the 

perspectives of psychiatric theory, sociological theory, psychological theory, 

interpersonal maturity theory, role theory, and so forth. There is, at this 

time', no genera 11y accep ted ,theoretical pos ition regarding 0 ffender 

classification. Different causal theories have different treatment 

implications, and mo~t of them perhaps have some partial validity for 

particular forms of criminality. 

It is evident that classification sy~tems resulting in valid treatment 

systems would have tremendous practical importance within the field of 

corrections (see Kornfeld, et al., 1975; Glaser, 1974; Warren, 1971, and 

others), Unfortunately the'hoped for benefits ~rom offender classification 

have con~istently failed to be realized by criminal justice iristitutions. 

Weak and partially valid classification systems have seriously contributed tb 

this failure. Orlando and Black (1975), for example, speak of the difficulty 

~Yhich juvenile courts have in attempting to modify effectively the behavior of 

- children. This dilemma basically requires the creation of more valid 

treatment typologies. Kornfeld' et a1. (1975)' point out that this task is made 

difficult by the "differential meaning" of treatment (rehabilitation, 

management, supervision, etc,), The problem of ~reatment classifications is 

also compounded by the controversy surrounding the relation of offender cate-

gories and diffe'rential treatment methods; As Hood and Sparks (1970) make 

clear, previous studies in this area have been inconclusive. This 

________________ ~!i: ____________________________________ ~ ____________________ ~ ______________________ ~ ____________ ~. ______ , 
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inconclusiveness and related methodological confusions could be among the 

reasons ~Yhy many prisoners have felt that classification makes· little 

difference in treatment decisions ~nd has indeed limited their possi~ilities 

for rehabilitation (Kornfeld, et al., 1975). 

CLASSIFICATION IN THE CRIHINAL JUSTICE. SYSTEH 

Management Processes 

~uch classificatory ac tivity in criminal ju'stice institutions is aimed at 

th~ effectiva management of thi institution. Most traditional classification 

schemes were not primarily based on the humanitarirlIl goals of treatment, 

rehabilitation, and reform, 'but on cus todial issues, escape risks, violence 

classifications, work assignments, segregation for preventing contamination of 

one typ~ of offender by another, availability of facilities,· and a variety of 

other practical considerations. Flynn (1975), in fact, suggests that former 

, --
classification schemes have e:<hibited an over-concern with the issues of 

manaeement and less cot:lcern with the welfare of the offender. Kornfeld, et 

a1. t1975) also point out that classification in general has been used 

primarily for security anel management, and only secondarily for treatment anti 

rehabi litation. 

~varren (1971) makes it abundantly clear that all management decisions 

lI requ ire an implicit ot' explicit classification system". However, as she also 

makes clear, an,implicit system cannot be easily examined for reliability and 

validity. Thus, once a&ain, an objective and operationally measurable 

typology is necessary for effective and humane institutional management. As 

Flynn (1975) has cogently written, " ••• classification, in the ideal sense, 

pr.ovides the administrator and the correctiono.l planner with the best 

available decision-mak.ing tools. 1I 

.. 

-41-

Constraint, Escape Riskq, and Violence 

Many purely predictive cla&sifications are utilized in criminal justice 

institutions to predict certain risks such as escape and violence, as well as 

indicating optimum levels .for constrai'nt on offenders. One of the more famous 

of these is·Ho\.lntbatten'·s (1966) classification for Prison SecuritYt ~Yhich is 

critically discussed by Bo~toms (1973). The reliability and validity of such 

predictive categorization systems is a'critical issue. Bottoms (1973) 

suggests ~hat tl~ere has been far too li tt Ie kno~Y1edge of the re liabili ty of 

such categorization systems. Predictive classifications may have absolutely 
'. 

no relationshtp to explanatory theory; their value is purely as a predictive 

device for managem~nt necision-making and its various .purposes. ' Predictive 

accuracy, in this purpose, may be much more important than the theoretical 

meaning of the 'classification'(see Simon 1972) •. Gottfredson (1975), in fact, 

considers prediction as the main component of justice decisions; 

Parole and Release Decisions 

Here again ciassification systems are concerned primarily with the 

prediction of recidivism. Such classifications' may emphasize the minimization 

of the risk of recidivism rather than a concern ~.,i.th offender needs. 

Ko~feld, et a1. (1975), express enthusiasm regarding the use of 

classification systems for the reduction of risk. They emphasize that this 

differs tremendously from ~he treatment or pathology model. They also suggest 

that taxometric methods snd mathematical procedures should be heavily utilized 

to provide exact probp.bility statements of risks of recidivism. Hood and 

Sparks (1970) reviewed classifications 0E offenders, emphasize offender needs 

in reference to reform and treatment, stating "we must now take this process 

of taxonomy a step further and consider some ways of classifying offenders in 

,I 
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h h ' f t t t 11 Op tl'lU"'l t .... cat·ment classifications, ways relevant to t e c Olce 0 .. rea men • u L 

in any case, inay potentiall.y b~ more successful than purely predL:tive 

~lassific~tions regarding:~he reduction of recidivism. 'If an optimal 

treatment is provid\~J for each type of offender there. would theoretically be 

minimization of recidivism risk. However, we suggest that the 9ifferent 

purposes of treatment interven~ion and' the 'prediction of recidivism both 

require different kinds of classification systems if the two different 

purposes are to be optimized. 

A further aspect of treatment classification concerns the degree to ~qhich 

. b t')' d to al'd r.e-in.tegration' of the classification procedures can e u l.l~e " . 
offender into society. Classification in this sense is concerned Hith the 

f ' , ,. th amount of controi and supervision which is applied problem 0 mlnlmlzlng . e 

to different offenders, in order that np offender be held by constraints 

d . k d d The probability o~ restoring greater than his or her nee s or rlS seman s. ~ 

the offender to society in a successful manner could be enhanced through the 

use of classification systems. An attempt can·be made through the use of 

~lPpropriate classifications to dramatically reduce the numbers of persons who 
" 

are exiled from the corrnnunity and to minimize the levels of, this exUe. 

Diversion, probation, and parole decisions repr.esent attempts to minimize this, 

exile. The use of classification here implies that differential levels of 

constraint and exile would go haud in hand with the search for neH forms of 

treatment. The ultimate goal 6f this process \qould be the re-entry of the 

offender into the community, while s'imtlltaneously insuring high levels of 

pub lic prb tec tion. Many crimi no logical researchers see class ification ,is an 

essential component. in reaching these du~l oDjectives. 

Adjudication a~d Sentencin~ 

Classification is pervasive throughout court proceedings. The courts 'make 
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innumerable classificatory diffp.rentiations, for example, the concept of 

class~fication by criminal reaponsibilitv. Gl (197') 
J aser q predents a thoroug~ 

, 

dis cussion. of the iss ues surrounding classification v~a re~ponsibi lity,. 

Glaser states, "classif. ication of criminals by theJ'.r .. responslbllity would 

appear to be a matter of deciding whether or not h . , t ey are crlIDlnals." Various 

leve-ls of responsibill't.y mav be desl' gna t"d. Gl " 
J ~ aser lndlcates that the major 

classificatioJ1 variables relevant t? ~he concept of . '1' responslbl lty are age, 

insanity, and intelligence, and mental competence. 

Gott£i'edso~ (1975) ass~rts that se.ntencing decisions are "influenced" by. a 

number of conflicting goals. The' t' t h 
JUS lce sys'em, e argues, is plagued by a . 

II typical lack of at tention t..:> tl1e_ classification and prediction prob~ems 

inherent in the scntencl'ng process. 1I H d d () 
00 an Sparks 1970 have also 

remarked that the effectiveness of differential sentencing could be greatly 

enhanced by utilizing the typological approach. 

CONCLUSION 

A concern for classification, as can be seen from this brief review, 

permeates most phases of both st'udying and dealing with criminal behavior. 

Despitethis'prevalent h . concern, o~vever, few class ification systems have been 

utilized extensively. Th' . d b 
'lS lS ue to anum er of interelated factors, not the 

least of which is the sh,eer mc'thodological inadequacy of most extant 

class ifications. 
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CHAPTER 3 

THE FAILURE OF CLASSIFICAT~ON IN CRIHINOLOGY: 

SOME RESULTS OF INADEQUATE CLASSIFICATION 
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INTRODUCTION 

Even a cursory review of t~e field of criminological classification will 
J \ 

I 

reveal that classification is often not utilized in a careful'or systematic 

'manner, either ~"ithin research criminology or ~olithin the more practical 
, . -

contexts of criminal justice pra~tice. Classification is, in mRny instances, 

either carried out in an extremely haphazard "":Iy or it is ignored entirely as 

an important component in decisions regarding the disposition' and treatment of 

o Henders. Yet; as Eynon (1975) has ~vri tten, 

until we begin serious scient·iHe research on classification and 
treatment, 'ole will have to content ourselves with inflicting our 
ignorance upon the hapless offenders \o1ho have fallen into our 
clutches. 

A similarly bleak picture regarding the current state of classification 

research and practice is also noted in a number of key revie\"s ~o1ithi.n the 

fi~ld (sec, for example, Kornfeld, et al~ 1975, and Gibbons 1975) . 
. 

In a recent non-technical review of class.ification in ~riminology, 

Kornfeld et a1. (1975) wrote that 

• • • the problem of developing a basic offender classification 
system, universally accepted and approved throughout the 
criminal justice system, remains to be completed~ 

The need for good clas~ificatory research with clear, practical 
D 

applications ramains pressing. The promise of such work is still motivatb.~ 

many people to work 'llith (f1:assiEicatory systems, hut the factors which are 

underminbg their efforts have not yet" been Elxami::1ed and de:llt t."ith. :-1c t'lrn 

now to a brief examin.1tion at some of these' factors. 
" 
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THE RELATION B~TIvEEN INADEQUATE CLASSIFICATION RESEARCH 
. AND THE FAILURE OF CLASSIFICATION IN PRACTICAL CONTEXTS 

The failure bf classification wit~in the criminal justice system cannot be 

understood without examining the theoretical and resear~h contexts in which 

eh is failure originates. Nany ethical, po 1i tical, Clnd prac tical dilemmas ~"i II 

,be resolved not through manifestin'g a more profound humanitarian and 

empathetic concern, but through the use of a more valid, thorough, and 

appropriate methodology. ~"e believe that a concern with improved metho<;lology 

may lead to more insight., fairness, and consequently t~ more humane treatment .. 

The relationship between,."inadequate· research" and "inadequate practicel! 

can be seen as a series of levels in '''hich failure at one level can be 

j 

profound ly disruptive at the next leve 1. The firs t "surface" leve 1 inv'o}ves 

the everydaz practice of classification within criminal justice institutions 

(jails, probation departmen ts, courts, de:tenti'on centers, diagnos t.ic and 

assessment units, etc.). The next deeper level,Clevel B), consists of the 

products of criminological 'research in c1a'ssification.. These products are 

bcl:;.iically varlous cla~si£ication systems which' generally include more or less 

explicit descriptions of each type contained ,,,ithin, the system, and 

occasionally a, set of rules for the identificCl.tion and assignment of n~'f cases 

into the system. The next level Clevel C) consis ts of the conceptual and 

methodological aooroaches to the Qreation aqd use of these sys~ems. There are 

a number of issues present at €!ach le,,-;l which can il1teract ~'7ith and affect 

the other levels: 1'h'l:! provisional out line ~.;thich fo1101"s is intended to 

providfl ~n overview of the major issues whi:h operate at each level. The 

interconnections between these levels progressively clearer 'l~tcr 

in the report. 
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. within criminal justice institutions Level A. Classification pract~ce 

1.' 

2. 

3. 

,-

4. 

5. 

(Pt ac tic,e) • 

'-, among criminal J'ustice personnel regarding the Large amount of skepticism _ 

validity oE any current classification system (Eldefonso and Coffey, 1976) ... 

Confusion among criminal justice personnel regardi~g the methods of 

. d 11oi" they can be effectively implemen'ted (see classificat10n an, v 

Gottfredson, 1975). 

1 'f' t' n systems currently in use have severe Nany offender c ass'J. ~ca l,a 

operational shortcomings: 

B. 

b. 

c. 

d, 

, l'd't ThJ.'s problem means that the system in· Limited predictJ.ve va J. J. y. 

f 1 for predictive decision making (see question will not be very use u 

Bottoms, 1973). 

" d s Many typologies do not Lack of explicit allocat10n proce ure . 

, , for the identification and assignment of include specific gui~el1nes 

and Reyman 1972 for criticism of the r":'leve'l in new cases (see Beker 

this regard). 

to the 'lacl<. of ex.plicit allocation procedures mentioped Partially due 

above, many' cases are often mis-class,ified', 

. 'lP d f fng instructions Partially due to the unrelJ.ab1 1ty an con us 

the use of off endet ~lassification systems, many cases 'are regarding 

often no t class iHed at all. 

, '1 ~n us& are connected {n ~ny clearly Few offender typologies current y ~ 

valid way to types of differential treatment. Thus they provide only ~ 

. basi", for intervention and control. (See Hood and Spar!<s very ml nima 1 ... ~ J. 

1970, EYI19ft~ 1915) . 

• I da.,cl'sion-makinrr bodies within the justice system Parole b\,.,,.,:~'ds and other ,Co ... 

f -f t'v~ classification systems or either generally ignore, the need or at'cc 1 ~ 

do not use current~y op,~rating classification systems in a rigorvus 
; ! 
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6. Parole bpards and other dcicision-making bodies continue to rely primarily 

on stereotyping and other forms of inexplicit and ?ntuitive categorization 

when confronted ~vith' the exigenc:i:es of making a decision (Daudistel, 

Sanders and Luckenbill 1979; Gott fredson 197?). , . ' 

Level B: The products of classifica~ion :esearch in criminology. 

1. 

2. 

3. 

4. 

5. 

6. 

There ha~ been an unsyst~~atic proliferation of classification systems. 

These (often competing) 'systems are difficult to integrate with each 

other, often have 'different implications.:fo:· decision-making,' and there is 

" ; 

usually .no good reason' for pre£ering Qne'to another. , 

. l1ave not been evaluated (see Hood and Most proposed classification systems 

Sparks 1970, Gibbons 1970, Glaser 1974). 

, . 1 ........ 1 and operational basis, Many typological systems have no ~ ear emp~LLca 

an~ thus are difficult to effectively m~as~re, evaluate or implement. 

. . l' t d wl-.ich calls' into Many classi~ication systems have never been rep Lca'e, 'I 

. l' b'l' (see Beker and Heyman in relation to the question thelr re La 'L, Lty 

I-level). 

. 1 1 obvious relationsh~p to existing Host systems have no' part~cu ar y 

cri~inological theories, which limits their c0 t1struct and theoretical 

v1lidity (Gibbons 197~, ~eker and Heyman 1972). 

, . b' l' t and low Most systems reveal high 'within-class van,a 1. 1 y, 

. f ,. !hJ.'s implies that they have a very 'between-class' dLf erent~atlon. 

" oE the d'-ltn, nnd thus mo1Y not be tenuous rcl:ltloilS to actll.:ll sq'ucture 

~\ c:.'" d ~-"'r particularl:r useful ,:.aither for communicating ab,~ut o ... .r:en ers ,)1:' _v 

storing and retrieving information • 
() 

" 
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7. !here are almost no descriptive taxonomies in criminology. The 

8. 

descri.ptive taxonomic task has 'either been .ignored or has not been ~vell 

done. Across all the sciences it is almost axiomatic that careful and 

systematic descripti~e research is a prerequis ite to ,good explanatory and 

. theoretical Nork (see Northrop 1947, Meehan 1968, Eysenck 1950, and 

others)'. Cattell's famous 'dic~UI~ that IInosology pre'cedes etiology" 

asserts that etiological explanations are dependent upon the prior 

clarification of descriptive patterns. 
, , 

Host criminol.ogists are now 

beginning to recognize that descriptive taxonomic resea~ch has bee~ 

thoroughly neglected in criminology and must be pursued (see Wenk and 

Halatyn 1975, Hood and Sparks 1970, Sparks 1973, Gibbons 1975, etc .• ). 

A failing related to the above has been the misguided attempt to find 

all-~ncl~sive ex~lanatory taxonomies. A number of criminologists have 

attempted to construct eheoretical taxonomies ~.,hich purport to explain 'all .'. . .. --
crimit:al behavior (see, for example, Ferdinand 1967). These theoretical 

-
systems suffe~ drama~ically from the problem of over~implification. 

a~e simply inadequate to cope with the full' complexity of criminal 

behavior. 

They 

Level C. Methodologica~ and conceptual fa.ilures. 

1. Conceptual confusi9n regarding structural aspects of classification. Th~ 

concept of a 'class' can be operationally defined in a number of different 

ways. The most basic division may be that bet\o/cM Tlionoti,etic lind 

polythetie classes (see':}'Sokal and Sn~ath 1963, Sneath an,~ Sokal,;,1974, 

Bailey 1975). /;Additional variat..i.ons in the creation of classeSe, C.:ll1 st~~ln 

from different link~ge criteria embodied in various cl~ster analytic J 
! (' I 

mE~thods (e.g., single, average-link, cOr:lplete link, etc.). Yet, although 

these ~onsiderations iptimately affect the use of classification f~r 3 

specific purpose, c{jminologists have, by and l.:l1:;e, ignored Chern. 

--....;.;~------.. ----------------------------------------------...:-------"--~.~~-~~~--------- -- . 
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Failure to realize that' different kinds of classification. systems are 

appropriate for each distinct: type of purpose. The nature of particular. 

taxonomic systems can be varied to optimfZe a . number of quite differEmt 

purposes. For taxonomic research to be useful, it is necessary that the 

appropriate kinds of systems are generated for. e~c? particular purpose. 

There is thus an urgent need for criminological researchers to be 

'cognizant of the different purposes of classif~cation, Bnd the manner in 

which different kinds of classification systems can be constructed to , , 

optimize a given purpos'e. Some of these diffe-rent types of classification 

include: 

a. 

b. 

c. 

Predictive classifications: to optimize predictive accuracy in 

refer~nce to a specified criterion (escape, recid~vism, etc.). 

Descriptive classifications: 
I 

for accurate description, enumeration, 

and epidemiology. 

Theoretical/explanatory classifications: to embody explanatory 'or 

theoretical processes' within a taxonomic framet-lork. Classification 

of any entity into this system ~;,ould be equivale[lt to explaining its 

performanc~ ~tTith relevance to some criterion variable. 

~. Dat~ storage/retrieval classifi~ation systems: classification 

e. 

systems can operate for the 'orderly storage and retrieval of large 

masses of information (e.g., library classifications, the periodic 
,~ 

t;lble, etc.) 

~ d 1 t' 'e' tl' • th~s~ a~ .. e used l.'n e·,'plo~a~ ... or·.l L~~ory eve ~pmen c.aSS1..1.ca ons. ~ ~ ~ - -

rasearch to restructure the data in ways that might reveal useful n,~t,., 

hypotheses'. 

i 
I : 
1 j 
1 .. 

3. 

4. 

.~', 

5. 

-'!J7-

These general purposes r~a'ppear in a mUltiplicity of different practical 

situations within the. criminal J'ustice system. ~ ~o~ example, predictive 

taxonomies 'can be us~d in regard .to pred1.'ct1.'on f 'd" " ~ 0 recl. l,V1.Sm, escape 

~isks, risks of violence, etc. Different purposes often imply very 

different kinds of cl'assifica"'1.' on t t ' ~ s ruc ures, e.g., descr1.ptive 

classifications "'0 lel " '1 b' h" w u necessar1. y e 1.somorp 1.C to the data ~vhereas 

predictivci, or data storage and retrieval systems do not necessarily have 

this property. Library classification schemes using ~lphabetical mrdering 

p.rocedttres, for instance, have no iso~orphism with the knot-lledge 

structures of the material classified. 

Ove'rabundance of non-empirical, and o,ften . 1 1 ' n~n-operatl.ona,' c .assl.fication 

systems • 

The attitude of some researchers tl1"t typology , ~ ,~ cohstructlon is an end in 

itself, t-lith an accompanying 'disinterest 1.'n 'th f 11 e1. ar 0 ow~up evalua~ion or 

1.n non-research appli,cations. 

Oversimplification. This can happen in tuo basic t-lays. first, the 

classification may h.ave too fe"" categories. Second, it may be basf'j:d on an 

insuffidep.t number of descriptive variables. The problem of ' 

oversimplification leads directly to ethical criticisms of the type 

specified in leve 1 A" since one major argument is that many class ificat ion 

systems are overly reductionist and do not match the full cpmplexity of 

criminal behaviDr (see Kornfeld at a1. 1975, Bottoms' 1973, Clausen 1963). 

Some criminologists are Bt-lare' of this problem and there has been a c:lll 

for more 'multi-dimensional' classification (Hood and Spa~ks 1970). TheRe 

latter authors be l.i.eve· that a good typolomy should be II 'h' t:>. as r1.C, l.n tyt>cs tiS 

possible." 
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A" different kind of problem emerging from the use of oversi~plified " 

classification systems is that o,f 'information overload.' An overly 

. f" t '11 generally l)e \.lnable to cope 'with 'the simple class~"~cat~on sys em W~ 

diversity and quantity of information '''hich ~t'lters into 1:eal-li fe 

decision-making. They provide no effective ,,,ay of synthesizing data in 

order to make effective deci.sions. A result of such overload is confusion 

and inordinate delay within the criminal justice system. A further result 

is that the system 'eventually becomes unacceptabl.e to its users (i. e., it 

lacks 'face validity' and efficiency. The offender being classified and 

criminal justice personnel w~ll both be skeptical about classifiation 

systems which do not match the complexity of the phenomena being' dealt 

with. 

Confusion, or carelessness, regard~ng adequate approaches to the 

evaluation of ta~onomic sys tems. Occasionally a taxonomic system offered 

in the criminolcigicalliterat\lr~, sU'ch a~ Blackburn's (1971) typology of 

homicid~s, is sensibly and rigorously evaluated. Ho,,,ever, the performance . 
of criminological res~arch~rs in regard to studyin~ the reliability, 

validitY4 and general usefulness of their classification systems is 

dismal. A number of interrelated factors lie behind this generally 

inadequate approach to eva,luation. The predominance of non-empirical und 

loosely defined theoretical typologies has been a disaster for systematic 

evaluation (see Ferdinand 1967, Solomon 1977). Most of these . 
impress ionis tic systems are no t open to empirical ana lytica.levaluatil'm. 

and have not been successfully operationalized. Another major problem ts 

th~ conceptual confusion regarding the different purposes of taxonomic 

. f d f 1 t' t:'v..,lu"'t· ... · Otl c:','r.)lJlr! systems in relution to dlf erent mo as 0 eva ua ~on. ~ u ~ - , -

be tied to a specific purpose. For example, predictive taxonomic systams 
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should be evaluated according to their predictive accuracy. Evaluative 

criteria therefore ~ollow naturally from the purposes of the classifier. 

Unfortunately, a perusal of the crimindlogic41 literature suggests that 

criminal taxonomists .are either naive regarding. the diffel'ential purposes 

of typologies or are qui te unconcerned vdth them (again regarding taxonomy 

construction as sOTTleho\" un end in 'itself). To the extent that purposes 

ure unspedfied, or are somehow unimpoC't<;1nt, there will be no clear basis 

for evaluation. 

Biased, partial, and erroneous taxonomy construction. This stems from 

many factors, including: 
, 

a. Biased or partial sampling of cases. The creators of cla~sifi~ation 

systems ~"itHn the field of criminology have generally paid littl~ . 

attention to th~ representative nature of the samples on which they 

have based their ta..'tonomic systems. An examination of the revie~vs by 

Ferdinand (1966'), Rubenfeld (1967), and others, indicates an. 

extremely unsystematic approach to sampling. A typical example of 

this problem can be f6und in Baer (1970), where a proposed typology 

of d~linquents is constructed utilizing sixty male delinquents in one 

small arcu ,,,ith ~o non-delinquent control groups. 

b. Incphercnt or poor selection of variables. Use of irrelevant, . 

non-operational or unreliable variables to construct a taxonomic 

c. 

system. Redundancy ·and overlap bet~"een 'lariablescan also cre.'3.te 
, ' 

havoc in ehe construction of clas3ific~tion systems.' 

I ', . 1 f i, • f' . 1 b . I ~e prOD em 0 artl 'LC1& oundarlCS.' Each class is basically 

delineated by a central tendency and a boundary condition. In the 

absence of an adequate methodolOGY, boundary conditions may be 

in<lppropt"iatcly drawn, thereby pl.:lcing . .:lrtiEicial or unrealistic 

_________ ~. ___ f_ 
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. boundaries between classes. It is therefore po~sible'fo~ the 

proposed c1assific'ation system to contain an artificial number of , , 

types, i. e 'I to impose a number of types which are not ac tua 11y 

c~~tained on or \uggested by the data (see Hood and Sparks 1970). 

There may be eitll,er too many or too few categories in these 

typologies. In aithe,x: case, there' is a false 'co.nceptual i.mposit ion 

upon ~he phenomena b,eing examined. Numerical taxonomy in parti,cular 

has focused a ,!e.ry great amount of attention upon various 

methodological app~oaches to the process of delineation of boundaries 

.between data modes. (see Everitt 1974, Huizinga and Br'ennan 1976.). 

8. The utilization of inappropriate taxonomic methodology for both the 

construction of classification systems and their evaluati.on, along with 

the mis-use and misllnderstanding of~ currently avaifable statistical 

methodology. ,A rev.ietV' of qua,ntitative classification researCR in 

~riminology indicates two serious pr.oblems at the level of Methodological 

approaches to typology construction. Firstly, reliable quantitativ~ 

methodology. has not been'~.,idely available until recently. As late as the 

mid-1960's the great majority of research criminologists did not ~ave 

access to quantitative taxometric methods. TI1is largely accounts for the. 

prevalence of non-empi~ical systecis and over-simplified monothetic systems 

(created by the polar division of a few key variables). 

With the adyent of quantitative taxometrics and the increasing 

availability of sophisticated programs, criminologists' have belm 

increasingly utilizing more powerful and appropriate ~ltatistical mcthoJ~. 

However, this fncrease af sop~isticated methhodology has lead to the 

prob~er.l of their misunderstanding and mis-use. This unfortunately is t:> 

be expected since taxometric methods are extremely flexible, and involv~ 

,-

• 

i ' 

, i' 
\ I 
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a large number of crucial decisions for thel'r effective use, along ~",ith a 

lat:ge number of alternative ,WlYS to do similar tasks. Furthermore, the 

methods ,themselves remain by and 'large d untesC'e on ~riminologica1 dB;Ca. 

McKinney (1970) in p,aJ:ticu1ar is db' concerne a out the issue of the general 

neglect by all the social sciences of typologi~al methodoio gy • 

• • • types and typoLogies are ub iquitous • • • everybOdy 
u}'l~s them, but almost no one pays any attention to the 
nature of their construction Despite the' of 1 .,.. • , . omOl.presence 
typo oglzlng 1n socla1 enqui~y it remains a relatively 
underdeveloped aspect of methodology generally. 

This st'atement is particularly true or the field of criminology. 

He wri tes: 

Classification systems are employed pe,t'vasively by both criminological 

theorists and practitioners ~V'ithin ghe criminal justice system; ye,t, the 

appropriateness of thatr methodology "emal'tlS 11 ~ genera y suspect. 

ET~ICAL ISSUES IN APPLIED CRIHINOLOGICAL CLASSIFICATION 

As Wilkins and Gottfred,son'point: ,out, any decl'sl'ons made which invo,lv.e 

human beings inevitably contain a mor"l value contel1t. . .. Decisions which are 

made within the crimihal justice syst'~m I' are tlUS lncxtri~ably entwined with 

what are essentially ethical ntobl-ems, . ~ Slnce these decisions may profoundly 

affec t the offender's 11' fa. It·' h' lS t 1S human element which renders 

classification most diff~cult and Which, it sne~,$, l'S ~ h. most often ignored. 

Poor class ificatlon prac t'i,ces in'evitably lead to confusion, inefficiency, ~nd 

injustice. The institution ,which perpetunt~s and ,imposes such poor 

classification decisions is, in a sense, behavin~ unethtcally. Ethical 

behnvior l,)ould consistently at:ter.1D,t to ' , , mlnl.nll~e care less, over-s imp 1 i. fL:~.j ,)r 

confused classification/decisions. 

, 
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Comp1exitL and oversimplification 

One of ~he most'important ethical considerations deals with the 

consequences vf the omission of pertinent informat·ion or of attempting to 

condense all the significa:nt aspects of a highly complex behavior (Le., human .. 

behavior) into a 'man .geab1e classification system (C1a~sen 1965). Humanindi­

viduals exhibit an extraordinarily high level of comp1exHy (or .as Gottfredson 

and Wilkins, 1978, pu t it, human intelligence .is a '''very high variety 

generator") and certain at.~proac.hes to class ification can (and do) 

over-simplify the behavioral, social, and psychological phenomena surrounding, 

criminal justice. Any clMsification system will result in certain' omissions 

and distortion, and' the moral implications of this distortion must he explored 

(Wenk and Ha,latyn 1974). All re levanl information must be considered; the· 

. .)- .. ; 
omission ;f any re levant cr i teria when dea ling with human beings mcy rendel' a 

classification sy~/tem unethi"caJ.. Poor classification systems may severely 

over-reduce the qlomplexit; of human behavior by compressing multidimen~"ional 
" 

information inl;:/o essentially unidimension,:r:t categories (Kornfeld, et a1. 

1975). 

\\ . ,.. . f' , 
Since iti~ evident that no single explanation or classl. l.catl.on can 

account for ALL offenses and behavior~, some way must be found to cadequately 
Ii· , ' 

cope with t~~ ,heterogeneity of deviane behavior. An initial impractical 

, b1 ten,ds to be a call for individualized programs for response to thl.~ pro em w 

, (/ 

offenders (Yepsen 1975); ho~vever, this solution is not practically nor 

theoretically feasible, and usually leads to increased confusion. () No fully cl 

, Ii· f' . . I f individualized policy could hop'e, to deal wlth the HI. ,.Ln:lte V3rlety 0, e 
':1 

offender behaviors • Some condensation and categorization is always 

neces.§ary. 

"'~.' 
\.1 .~ 

." 
;!i 

t 

These and similar" ptoblem~. find their expression 'in ,what A~hby (1962) 

calls "the law of requis it~ variety", which simply states that any attempt to 

.describe, control, or exp.l'ain a phenomenon must match the phenomena in terms 
,I .j 

of complexity and variety. As mentioned above, one way to meet this require-

ment would be to create a 'unique category for each' individual: . an undertaking 

once impossible and undes{rable. Anoth~r l'lay of conforming to 

U 
,.' 

(. ., . 
t.ioul l be to decrease the complexity of the system whl.le l.ncreasl.ng 

I::;..!" . • \ • 

which is at 

Ashby's law 

its apility to hand~e information. This is essentially what classification 

schemes attempt to do, Le," to match the variety of behavior with a system 

that has 'con~iderab1e information han41in~ capacitie~' an~ a high 'vari~ty of 
, , 

response I (Gottfredson a~( Wilkins 1978). Classifications may contain an 
, . 

element of injustic.e, si'fll~e t.hey:nll necess uril.y truncate and dis tort the 

""'\ 
holistic nature of human behavior. How.ever, it is only when the ability of 

'. ' the classification. syste;m· to handle variety falls significantly be~oYl th.e 

ability of the offender to generate it, that decisions made using that system 

are open to the accusation of unethical practice~ This criterio~ Gould be 

used in eval.uating many of the extant classification sy~ltems' tvhich permeate 
c 

criminal justice systems. 
. . ,) 

Stigma ,and Labeling Stemmin& from Po,or Classification 

Another ethical issue relevlnt to criminal classification is the 

problem of lab~ling and ehe stigma which of teo accompanies it. Any S~0f 

label inevitably affects the way itt which ari individual is perceived and 

understood by others (Orlando and ~Iack 1975). Labeling is in a sense ~el~te~ 

to the problem of ovcrslmp li fic;ition out lined above in that a label may' 
. . 

obscure much more than it comlllunicates: .8 c~tegorization unavoidably involves 

a loss of information. Hany prisonerS feel that a classificatory label 

entails an extreme. dehumanization (Kornfeld, et a1. 1915). This vie\vpoint: 

, . 

, , . 

; 
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revea:ls a fear that the complexity of a Whole beirig is being ignored and that' 

the prisoner is being reduced to a labeL This fe(~ling further 6-xacerbates 

the suspicion that classification is being used predomina,nt'ly for institu:'" 

tional needs and not the prisoner's (Ibid.). Clausen, (1975) provides this 

necessary caution' in reference to the power of a (misapplied) label: 

A diagnostic label too often serves as an excuse for not looking 
at the person' and his' situation, but this is the fault of the 
labelet:, not the'label. 

It is not the classific'ation p.e:r se, therefore, which c1'.\n be so destructive, 

but poor classification and' confufz,ed utilization o~ it. 
(~.' 

The label 'delinquent' ,can have profound and upsettiU!'g consequences, 
,\ 

though as Quay (1975) points out, it is a legal label and ':,aoes not necess arily 

imply ,psycho logical, socio,logi'cal, or behavior homogeneity" Orlando and Bl~ck' 
. , 

(~~7S) state that alternative' naming devices such as "child in need of: super--

vision", "unruly children ll
, en., are being used to minimiz~~ the "stigma 

~ ~ 

attached to the label IIdelinquent". All of these, they stress, al;'e 
., 

nonscientific l~gislative defin:itions. In the Gault decision of 1967, ,.,hlch 

required more procedural safeguards fot: childr.en involved with the law, it was 

pointed out that identific;ation as a 'delinquent' produces "only slightly less 

stigma than tne term 'criminal'''. In the'1946 decision' of Jones vs. Common-

wealth, the V~rginia Supreme Court had this to say: 

•.• the stigma of conviction will reflect upon him for 
life.' It hur\:» his self-respect. It may, at some 
i nopportune ~ unfortunate moment, rear its ugly head' to 
destroy his opportunity for advancement" and blast his, 
arnb idon to build up :l charac ter and ;:-epu tation entit ling 

JJim to esteem and respect of' his fellow man. (Ibid.) 

With eVJn more melodramatic flait, Justice Nusmanno (In re Holmes, 1954) 

\) 

wrol;e: 
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The gr:i:m. truth is tha~ a j uven i Ie cour:~ reco~d 'is a 
lengthenlng chain that its riveted pos$essor will d~aa 
after him through 'childhood, youthhooa, adulthood and 
fniddle age. (Ibid.) , ., ' , 

.. 
As a r~sult'of the ~bove consider~tionst the concept of 'spoiled public' 

c, 

identity' gained widespre~d ,attention. Some tl1eor.ists have suggested that the 

official response to delinquency may push ~ youth furthikr into criminal 

behavior (Ibid.). For example, Gold and Williams (1969) 'suggest that appre­

hension (and thus the label 'delinquent') itself leads to further delin­

quency. The label is seen ',~s a self-fulfilling prophecy. 

Tll'e stigma associa~'ied with ,what are basically legalistic or social cate­

gories is a pervasive theoretical, prac tical and po li tical. dilemma. o This is 
\\ 

nicely illustrated ~y categorization of offender, 'dangerousness'. 

Kornf~ld, et a1. (1975) poin~ out',' dllng,er is a s'ocial perception. 

As 

What 

constitutes danger, and risk is a social decisioft and' thus is fraught with 

political overtobes (Bottoms 1973). N h ID , II' onet e ess, no matter how relative the 

label utilized, the s'tigma'tends to become generalized across a number of 

social contexts. Good classification practice and systems c!,!n avoid the 

problems of stigma and premature or innappropriate labeling by being suffi-. 

ciently accurate, sufficiently complex, and by careful 'naming' of the resul­

tant classes. The 'naming' of a classification system, and of its component 

sub-classes is a criticall~ important component of the construction and 

piactical use of classification. Procedure~ for 'namini' classes will vary 

according to the )urpose of the system. Diffi;rent purposes will command more 

or less public conc.;rnand publL:: sc~utiny, e.g., predictive systems r::ll: 

release and parole decisions will be' more c~itical1y scrutinized than 

descriptive systems used for enumeration,and epidemiology • 

The President's Commission on Law Enforcement of 1967 suggested that 
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wr i t ~en guides and stand.rd!: implemented ,in 
\ ' 

the course ot in-service 

, trail'li'ng ,for criminal justice workers, in orde+, ,to p;revent ablJsive labeling by 

the ilntake staff (Orlqndo: and Black 1'~75). Si~i1ar guid~1ines for cons truc-
" 

tion ,and implementation of classific!ition ~ystetns might be helpful, and ~.,ould 

hopeJ:ully begin to combat .the current loss of 'information, dehu~<1ni~ation, and 

stignfa inherent in many extant' cla?sificatory systems. 

Offender Righ ts and Needs in ·Re1ation to Classification 

Kornfeld, et al. (1975) point out, in reference ~o the us-e of classi­

ficat~on, that the offender'may have a legal right to refuse .information to 
, 

classifiers; 'this is essentially questioning the extent to ~vhich an att;empt to 
" 

classify an offender involves an untoward and illegal invasion of his or her 

privacy. How much information is' an offender re'quired to give? Similarly, 

there .is a certain question as to wheth'e~ the o¥fend~r' has the right t~ refuse 

treatment; treatment 

the offender's life. 

ateempts could be construed as unl~wful i~terven~oh ~o 

This: raises the further qUl?,.stiort of whether or not a 

classificatory label can be consider~3 a legal' status, and whether boards 

which make d'ecisions util,izing classification schemas are subject to judicial 

res.traqnts. 

We S~9uld note here that under certain conditions offenders react posi-
(j 

tively to classification. ,Kornfeld, ~t al. (1975) found that offenders were 
... 

positive about classification if they felt that it could 1) validly determine 

appropriate treatment, 2) accurately predict recidivism, 3) provide more 

understanding of the offender and if 4) it: was used ~::>r constructive ?ur­

poses. It is thus interesting to re.flect that a positive appraisal on the 

part of the person ~eing classified seem; to depend on essentially the 

critical.f.actors which are important to ~he user, Le. issues of validity and 

reliability in the classif.ication s.ystem per SC" °.1nd \.Jhether it is used 
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'I' 

intelligently for constructive (presumably rehabilitative) pur.poses. 

Offenders also accepted classifi~ation more positively if he/sh~ was given 

some explanation of the .results. 

Related to consideration of the offender' s 1eg<l::~'/;,t:.:ights 1.S the necess ari ly 
\ '~ • c 

prob,lematic issue t..rhich ar ises in reference to the offender I s needs, parti-

cularly since the needs of the offender are often at variance with the 

interests and needs of the community (Orlando and Black 1975). It is· evident 

that much, classification is being performed with insufficieu't attention to . 

offender need.' O~e posaibl, way of assuring this increased ~elevance would be 

to further involve offenders in ,the clas~ification process itself. Kornfeld, 

et a1. (1975) stress the need for offender participation by ~tating that 

offender deletion of erroneous information could lead to a more initially 

accurate classification. They further .suggest that perhaps no meaningful 

classification can take pl.:J.ce ",.,ithout the informed cO'o'peratipnof 

offenders". This p~rticipation may also help to allevia.te a problem ~vhich 

occurs in the use of many" curr,ent c'fass iHca'tion sys terns: the tendency to be 

over concerned with the requireme.nts of institutional management at the expense 

of concern w-ith "offender re-{ntegration" (Flynn 1975). 

There is much confusion about fac tors which have to be taken into account . '"/' . 
(1" 

if clasSification sys tems ~re ,to adequa~ly deal , ..... ith offender needs. Bo ttoms' 

(1973), for example, without clear specification stresses the need for a 

typology to t.:lke into account the offender,'s "situ:tr.:io,nal environmcnt ll
• nn 

/, . 
the other hand, Kornfe:1d, et a1. (1975) suggest that it is actually unresli:;-

tic to consider offender need as a criteria for classification, and offer 

'reduction of risk' as a more adequate criteria sin.c~ it can be handled ane! 

evaluated mathematically. This latter position seems to reflect some con,fu-

sion about purposes. It blurs the distinction between classification for 

~~ treatment and classifiaation fot prediction. ·W . f 
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Nonetheless, it' is imperative that offenders be treated fairly; and this 

requires, among other thfngs, a more consistent and valid app~oach to 

, classification (Flynn 1975). This revolves around the p'l.·o~le'm of equity; that 

iSi) whether or not "similar offenders in similar circumstances, are given 

similar sentences" (Go ttfredson and ~vilkins 1978). In th is context, 

unfairness implies dissimilar treatment . for similar offenders in similar 

frameworks, which further imp lies the use of haphaz,ard or wide ly unre liable 
'=:::::::.. 

classification systems. Another issue ~.,hich relates to the concept of equity 

requires that the offender' not receive mote help than is required and not he 

kept in a more I/s~cure condition ll than is required by potential risk (Flynn 
, 

1975). Thus, the equity issue converges here with the issues of efficiency 

, aod diversion. 

Accountability for Poor Cl'assifical~ion Decisions 

Kornfeld, et a1. (1975) formulate the problem clf accountability for 

, -1' f 1 d b t' . t" / poor class ificatlon blunt l.y: a person p ace on pro'la lon CCiOml '~<f 

murder, who or wh.at is to be he~d responsible? The question of accountability 

arises whenever the effects of a dubiously rendered decision are felt. These 

poor classification decisions may result from a fau~ty system of classifica-

tion·or careless use of a valid system. Currently there is a certain trend . D 

tov/:a.rds making those responsible for a bad decision legally liable. This, as' 

Kornfeld, et a1. (1975) point out, could very well lead to ca rise In 

incarcerations' si nce dec ftion makers wi 11 be re 1 uc tant to pla,ce. themsc Ives on 
\) (! 0 _ 

the line by making re1c;asc decisions. HOt;"e accur3te classific,?t:ory's),1itcms 

t~'ould help to determin~ risk of recidivism, "viol~nce, and escape, among 1,1th0r 

things • 

~t is also likely that increased accountability could lead to an attempt 

at clarifying the cd tad a used for makingaec isions, and to make exp licit 
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those tacit categorizations ';.,hich are often used in decision making. 

GottfreAson and Wilkins t1978) suggest that parole bo~rds adjust their focus 
, . 

'. 'in reference to the tenor of the at~acks directed towards them. This implies ,. 

that increasing accountability could very well implement an attempt to create 

more adequate and reliable guidelines for classification and decision making. . . 
Gottfredson and Wilkins (1978) also suggest that using'models to test decision . 
making methods may decrease the quantity of bad decisions: that is; . 

situations usually assumed to involve moral value choic~s may be simu,l.;tted 

(possibly by computer), ' 

CONCr.PSION 

The above outline is meant 'to be provisiorial and does not suggest a 

dogmatic view of the various relatio~sl)ips eXi1mined; The interrelations 

betwp.pn di.f.f.erent issues at different levels are complex. ~,!r instanc'e, the 

absence ~f a theoretica~, foundat:'lon for taxonomy cons true tion in crim~no logy 

has been partially r~sponsible for the ra~po~t proliferati?n of overlapping 

partial classification $ystesm. This in turn has deluged the criminal justice 

worker with too many competing systems. This has lead to conf~sion and 

finally rejection on the part of many criminal justice personnel. Needless to 

say, th~ absence of pred·ictive validity, theo~;tical coherence, and good 

guidelines f!~!r the operationa use of typo~ogical systems have also contriollted 

to the negative or' antipathetic attitudes of many criminal j~stice workerq~ 
t ~ 

Thus it should be evident that p~actical difficulties at one level ~r~ 

intilnately related to research and methodological dLfEiculti~s at anotl,,:r 

level. Our purpos-: in the present Cha~. ter is~.-p-~to present <\1n ini:::i,,?,l \1 
i] /" 

delineation of these diff-:rent levels ~hd to briefly examine some of th~ 

connec tions bet''''I~en them. 
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1 (1975) in conducting a limited institutional survBy, Kornfeld, et. a • , 

. 11 f th ' ates questioned were awaTe that they discQvered that v~r~ua y none 0 e ~nm 

had been si.tbjected to a pTocess pf classification. This is all the more 

" , light of the pervasive use of classification at each stage of surpr~s~ng 1.n , 

the criminal justice system. Most writers agree that, use of' 'clasificatory 

processe~ is u~av~idab1e iri justice decision making (see Gottfredson and 

Wilkins 1978). Nost decisions concerning an offender require that the case 

• 11 ( d' 1 first be interpreted lias an instance of some larger categor~es Dau l.ste , 

0 '11 19'79) Often these categorization decisions aTe Sanders, and Lucken ~ ~ • 

,. ( H d d S 1 Kornf'eld 1975) Howe,ver" in this fOl.'m highly intul.tl.ve see 00 an pen,{s, • 
, . 

they represent manife.stations, of "implicit policy" and merely serve to 

underscore the ubiq~itous influence of classification in the justice proce~is 

(Bottoms 1973). 

'l'he' 'Nati.onal Advisory, Commis:,ion of Criminal Justice Standards and Goals 

suggest t.~hat:- "classification is conceptualized as a syst,em or pt'ocess. 'by t.Jhich. 

a correctiQt\a1 agency, 'un~t, or compont;)nt determines differential care in 

handling of \9'ffenders (~1~~~rge~ and Bohn 1919)." Cll>;cssi fication, then, is , " ,-

utilized to d\JHerentiate bettvla'en types of offenders il1ord~'r to provide 
\ ' 

equitable and S1?\\,topriate treatment; a faulty or unrel,iable, classification \ . 
system can the-ceJtire ?Todu~e disastrouse,ffects whose ripples nra r,dt to t!h1 

.. l' . A poor "-lassi, fication dec bion, outermost reaches of crJ.m1.na Justlce... -

whether it results from use of an lt1sdequate and misunderstood rr.cthod vI' 

sheer carelessness, il)1plies a se~~ies of moral, theoretical,' and pr.:lgmatic, 
o 

~ ______ ~L-~ ____ ~ ______ ~ ____________ . __ ~ ____________ __ 
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issues each of '''hlch must be dealt with by c'rimina1 justice workers if the 

system is to be roade to ~perat.e both humanely and 2f£ectively. It seems 

prudent to re-examine the use of classification in decisio~ making within 

criminal justice inst.itutions. 

In light of ~he above consider~tions,~the purpose of this paper is 
,\ 

twofold: first, to identify the decision makc-tJlg ;)oints in the crimJ-r::/.! 

just'ice system where cl.:tss ification usually oecurs ~ and second, to£d~ntify 

the basic problems ~elate~ to' classifica~ion in current justice 

decision making practice. 'It is hoped that this analysis will help to clarify 

t.he importance of classifi.cation in regard to fair and consistent 

decision making. "Until ~ve begin serious scientific research on 

classification and trea tm,ent;" ,.,ri tas Eynon (1975), ",,,e wi~l have to content 

ourselves ~vith inflicting our ignorance upon the hapless offenders who have 

fallen into our clutches." 

Decisi.on Making Junc~(~~~ 

It is often not nt all clear, even to those who are intimately involved, 

how certain decisions arB made in the criminal justice system. HO'-lClVer, even 

~ho\,gh somebf these mcchani$:J1ls by whi~h decisions' are made remain largely 

hidden, it i~ possible to id~ntify the p~ints within the system w~ere explic~t 

decision matd:ng is prominent "and to e:<amine t"ays in ~vhich classification 'is 
'.' 

involved at those points. -As mentioned earlier, decision making inevitably . 
entails tbe interpretation of a case as an instanc~ of some larger more 

categaories. Daudistol, Sanders and Luckt.'mbill (1979) have arguqd that ~\ne~al 
~~,~cause 

I) 

II •• l' . penal code categories are "inherently abstt''''lct, cnml.na Justl.ce 
o 

worl,ers develop 11 t:ypi Eical:ions"o to reprt'lS ent en t,cgories for the pr~cess in(<"o E . 
cases j these "typifi~at ions II rnc lude m~ny prop!;rties leo:r:ncd thro,ugh 

"organiz,ltioMl experi.t~n~c ,," \vhi ell invo 1 v~s :tnowl.:-dge of th,c ° ff~nder';; 
.;? 
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I 

psy\~hological and sociological' background, etc. (ibid. ) "Typifications" such 

as these ,may be extE!Usi"e~y utilized ~qheneve'r a .. decisio,n needs'i,1 be ~ade, yet 

at the same time they may remain only, vague formulations. The lack of 

explicit ~lassification systems serves to undersQf.f'Ce the essentially arbitrary 
.' . 

nature of nt.a~~:·\ decisions and the need for explicating the classificatory 
( / ' . 
\,.' 

schemas w'hich areempei!ded within this process. 
',} 

(( 
\1 
\1 

The fo 11m"ing sec tion attempts to identify the maj or decision making 

junct'ures in: the criminal justice system and to at least partially delineate 

the way in which classification is u,~ed in each of them. A brief glance at 

Figure 1 should make it clear that whiie the adult and juvenile just;lce 

. systems 'ex~ibit a basically similar struc~ure, they also diverge at several 
u 

important states. This is partially because the juvenile justice system 

concei:ves of itse 1f #' b~)ing essentially. di fferpnt fro'm the adult sys tem. The 
" 

explicit goal is to hel~ the youthful offender and to divert· him or her 'from 

the system (though the re"!-·lity' is often otherwise). In fact, until the Gault 

decision of 1967, juveniles essentially had no rights of due "process, since 

the court conceived of itself in a parental role. It follO\o{s that decision 
, C'I 
~ak:ing in ,t:henuvenile system might assume a moile informal manner, ,~hich 
indeed it does. Even more is left up to the per.sonal discretion of the judge' 

and the Juvenile probation' officer, ~nd there is mueh~<"1110r~ personal 
- 1\ 

interaction with tlle offender. However, uSe of classification (particularly 

intuitiv~ and 8ubj€?.ct:Lve t~pificati<?ns) seems to be pervasive, and, given the 

legal and moral com?le:<ity o'f juvenile de linquent behavlor, the need fot' Vl tid 

0, ~2assification may' be more pressing., 

Factors Common To Beth Adult and Juvenile SYstems 
:\;"-, 

1. °Contac t \.;i th Police. (I 

a. Decision: lolhat ac.tLon, if ,any, is necessary'(arrest, warning, etc.). 
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b. Gl'~ssification is u$ua11y used her~':::J on an intuitive leyel, utilizing'1=1 

number of relevant variables (age, s.ex, ser,iousn,e'ss, etc.) to "typify" a case' 
I~' 

in order to make an appropriate decision. The major difference between 
,-.~'. 

treatment of adults, a'nd juvenil-es at this stage rev,)1ves around the fact that 

the ~olice are constrained to m~ke a choice which least restricts the freedom 

of the minor (Eldefonso and Coffey 1976). After arrest 0'£ a juvenile, the 
:J . ~ 

police can handle a case within the, department, release the offender 1:;0 

parents or. guardians without referral, or refer the cp'se to 'a 

non-authoritatlve'treatment agency. 

1. Charging / First Appearance • 

a. Decision: Those suitable for charging must be screened, and then a 
". 

charge must be chosen. At first appear.ance,' an offender may be sentenced (in 

the event of a guilty. plea) o~.· released with or ~qithout, bond, in or out of 

cus tody. 

b. Classificat~on l.S necessary"to categorize alleged 'offenders into 

separatE! classes ~o{hich '....,ou1d sugg,est ~qhether specific charges should be 

brought up and how the offenders shouid be processed (remand to jail,. 'release 

on personal bond or payment of bail, etc.). 

2. Preliminary Hearing. 

a. Decision: Concer.ning the probable cause to hold a defendant for trial. 

b. Classification at this stage is usually design~d to reflect degre~s of 

seriousness of the crime. 

3. Plea Negotiati(lJ; / Arraignment. 

a. Decision: ~~"1.1at plea to enter. ' 

b. Classification is used if there is negotiation betw~en the defens, 

attomeyand the prosecutor, e.g. they "typify" a .cu,~c: liTo 'typify' il 

conct'ete case is to define it as an instance of a 'commonsensLcal' class of 

, 



" • 

( 

( 

.. 

: 
ADULT 

-78-

DEeIS ION-MAKING POINTS IN THE CRININAL JU STICE SY STEM 

WHERE CLASSIFICATION IS IMPORTAl.\lT 

1 
CONTACT ~nTH POLICE I 

JUVENILE 
.. 

-r--------,.,,-:J . 
CHARGING/l$f AP'PEARANCE I I INTAKE/INVESTICATION I . , . 

PRELIHINARY HEARING 
.J, 

PLEA NEGOTIATION/ARRAIGNNENT 

SENTENCING/DISPOSITION j 

INCARCERATION 

. t AFTER S~RlCE/PAROr...E [ 

I 
~ 

Figure 1. 

I' 

I 
I" 
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events for which there are rou'~ine dispositions deemed by cour1thouse members 

'as approp.riate and just (Dciudis te 1, Sanddrs,. and, Luckenbill 1979).11 

4: Criminal Trial (in the event of not guilty' plea). 

" 
a. Decision made with regard to guilt. 

. 
5. Sentencing / Dispo·sit~on. 

a. Decision needs to be m~de regarding disposition (institution, 

probation, etc.). This is essentially a placement decision. (Got:fredson, 

1975,' stresses that' sentencing decisions are "guided unsy~tematic"1l1yll:, lilt 

would, be difficult to fi t1d "other decision problems affecting ,critically the 

liberty and future lives of large numbers of people in which d~cisions ate 

made with so little knmvledge of their results. lI
) 

b. Classification is necessary to provide valid guidelines for a 

correspondence between type of offende~ ?nd type of sentence /'placement(this 

essentially needs 'to be' a diagnostic classificati,on); ho~vever, as 'suggested 

above, this use of classi~ication is also usually intuitive. 

Juvenile Svstem , 

1. Intake / loves tigati~n. 

a. Decision; Does the court have jurisdiction over the a~~1 Should 

there be court action or referral to another agency? Is detention or release, 

~n order? 

b. Classification is used extensively at this stage. The probation 

officer make!> a 'din"gnosis I Cif the juvenile which latr.;r informs the decision 

of the court. The juvenil8 must be classified as a delinquent, status 

offender, or neglected - abused chi~d (EldeEonso and Coff~y 1976) • 
. 

Res pons ibi li tyclass ifica.t ions'lnp seriousness classifications, and 

rehab i li,tation classifications are of ten dominant in this process. T'o is is an 

important stage, since lithe decisions ma.de at the intake level can 
I 
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characterize th~, juvenile in the eyes of other community agenCies 
, .1 

(ibid.)." ,Phelps (1976) points out'that 50% of ' the cases do not move ~eyond 

the intake level. 

2. Adjudication: 

'a. Decision: IVhether or not the juvenile will be found legally 

delinquent. 

\1 

b. Classification is used here in a diagnostic way ,to determine how the 

case shouid be handled; particularly s~nce the court 'emphasizes therapeutic 

concerns (Kat~in, Hyman, a.nd Kramer 1976) • Classification here is st:i.ll 

predominantly intuitive, though 'Eldefonso and Coffey (1976) have poit;lted out 

that strong att'empts have: been made to establish "standardized practices" of 

categoriz 9tion. 

3. Disposition. 

a. Decision: needs to be made regarding'the best course of action, 
" . 

" (probation, institutional commitment, or complete dismissal). 

b. Classification is.agai~ imperative; many authors stress the need for 

classes which are empiric'ally re'lated to specific dispositions. 

Both Systems' 

1. Incarceration. 

a. Decis ion: \~hat .sort o'f ins titution would be appropriate for a 

specific inmate? Which in,mates within n specific institution ar.e to be used 

for which tasks? lfuat would an appropriate treatment 'be? (Hould parole be 

appropriate?) 

b. Classification (both diagnosti.-c and predictive) is obviously needed to 

provide an approprinte placement for eac~ type of offender. Different typ~s 

of offenders also must often be separated within the institution. Treatm~!1t 

and rehabi litationre lated classification sys terns are required at this poi~t. 
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Eldefonso and Co ffey (1976), among others, warn tuat here there is often a 

danger of IIgearing dass ifications to ins titutional requirements. II 

2.' After Services / Parole: 

a.. Decision: Who to release~nd under what cir~:uP;1stnnces. 

b. Classif±dation system helpful at this pain~tb provide prediction of 
" 

recidivism. Predictive classification systems are emphasized along with 

rehaBilitation systems. 

It is necessary to 'stress .that decision making points may vary somewhat in 

their order (charging, for 'exampl~, m!t~f follow the .first; CiPpearance). 

'Procedure in the juvenile c;:ourt il:; ,;,Vli;\ more subject to adjustments' and 

revisions. The judicial processes, for examples, are linfdrmal' to the point 

where treatment, is of,ten prescribed without. the benefit of a full hearing 

(this is kno~vn as "informal adjustmentll). This is in harmony with the's,t,ated 

goal of the juvenile court whtch ~s emphatically rehabilitation. Or', as 

Katkin, Hyman, and Kramer (1976) put it, the juvenile c~~rt is partially a 

court of law aad partially a social service agency. Thus, rehabilitation 

needs and potentiality may domiriate classification decisions. 

Basic Problems In Cu~rentDecision Making Practice 

A. Substantive Problems 

1. Inconsistency of .decisions made. The lack of exp1i~it and widely, 

implemented classificati~n systems has lead to a bewildering 

mUltiplicitj of stand~rds regarding decisions to be'made. In the 

realm of juvenil~ justice, for example, ''', .. any ten j~venile 

probation officers are likely to describe any ten cases in nenrly a 

hundred different ways. (Pdefonso and Coffey 1976)." Fut'thermor.;, 

each state, local jurisdiction, probation officer, etc., has a. 

"different standard for determining classification matters (ibid)." 
I 
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" 

The same situation obtains among the pr.actitioners of adult criminal 

justic~. Decisions tend to be made i~tuitively and often depend upon 

" 
varylng and perhaps unexamined. i,dens about classification. In making 

, " 

decisions regardLng disposition, for instance, choosin'g among the 

al ternatives "is a matter largely ~ithin' the d is-cretion of judges 

(Katkin, Hyman, and ,Kramer 1976)." Sentencing deds ions, write's 

Go ttfredsort (1975 ~, a're usually II guided unsys tema,ticallyfl, by a, number 

of conflicting goals. This is partially a result, h~ further states, 

,of the "typical lack of attent:i,on to the classification and 

,prediction problems i'flherent in t~e sentencing process. It 

Most classifica~ionsused by criminal justite workers are, as 

mentioned above, intuitively c6nstructed SOIDe are ev"en implicit in 

the decision to the point that those usiQg them are unawa~e of having 

used them. Hhen ~lecisions are made by the polic!,!, for instance, an 

implicit classification schema is almost always at work, wherein 

individuals are ~ategorized according to informal cues (race, dress, 

etc.), seriousness of crime, .context of at'rest, etc. (Daud'istel, 

Sanders~ and ~uckenbi11 1979). Even in a particular justice system 

where decisions cqncerning ai"Bposition or treatment are based upon 

the use of explicit classification, other decisions (involving 

charges to b.e made, the prelir.tinary hearing, or the ~entencing 

itself) may remain on an ~ntuitive level. An effective and fair 

system would require that t~e pt'esuppositions operatj,n!? behind all 
If 

dicisions 6e made eKpli~it nnd c~nsistent through the use of vnlid 
'~~.~ 

~lassificatory tools. This nlay be th8 only way to effectively 

organize and syst~matically accumulate the mass of data produced in 

each specific ase and to choose and finally evaluate amont many 

~lternatives present in eacb decision. 

1
'1 

, ' f 

.• ' J 
I 

, I , . ~ 

. , 
\:: ' 

I,~~ 
1~~1 

f,l' , 

) 

• 

10 
i, 

II 
JI 

I' 
i10 
I' 

!I 
l/ (, 

Ii 
il 
II 
jI ,I 
II 
il 
I 

I' 
I 

'1° I ' 
,II 

I 
110 
!t 
I{ 

II 

/0 
I 
I 

~ ___________________________ ab _____ .'~' ______ • _______________________ ~ ______ ~"',~. ______________ ~ _______________________ ~ ____________ ~ 

2. 

-83-

There have been,many attempts, of course,. to create and use mo're' 

~xplicitly defined classi~ication systems within the justice system., 
• ,J) • 

The I-leveL ~heory, for example, has been uied extensively throughout 

the juvenile system in California to class ify offe~ders for tr.eatment I . ' , 

needs, pos~~ibility of probation, etc. A slightlymore unusual ~vay in 

which classification can be used is reported by Gottfredson (1975). 

The prosecuting attorney"s office in Washingto~ D.D., in order to 

'deal with the sheer volume o~ incoming work, employs' a elassificat~on 

system "basl~d upon an extensive collection of objective data obtained 

from each cclse" to provide a "daily ranking of caSes. 11 All in all, 

however, intuit:ive and unsystematic use of classificatory ideas far 

out,.,eighs the presence of well-defined and consciously utilized 

cla~sification systems. Inconsistent decision making,' then, is due 

not only td the lack of g~od classiiication s~stems, but al~o, to the 

varying ideas about classificati't:m held, by personnel in the criminal 

justice sjstem., Inc6nsistency is an inevitable consequence when 

inexplicit cate~ories and non-objective methods are used in decision 

making. 

Case Overload. ,The sheer number of cases Nhich must be handled in 

most parts of the country cr€late~i t~.,o crucial problems. First, the 

massive amount of info1:mation gelilerated by each offender often 

renders 'decision making extremely difficult." !1nJess ~his data cnt1 be 

effec tively ordered and conceptu.~lli2:ed, offenders may be deal t tvith 

in an arbitr~ry manner. In ..the J:ace of serious information ovC!'cload, 

decisions tend to be mnde unsy~tematically, with the decision-ma~er 

utilizing only bits and pieces of the relevant data. The judge' 

presiding, over a c,sc is naturally confronted with a great mass of 

~-'---- -,.. -
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data,; and while the C:ourts keep a record of dec isions made, they do 

not t,eep a record. of their eventua1'outcomes •. Thus, thBre is little 

real data about the re1evanca of case information to decisions for 

disposition (Gottfredson 1975). This serves to underscore the need 

for more systemat'ic and vali~ classification systems, b'oth in order 

to o~ganize the data '~nd to emphasize the most relevant £nformation 

in reference to 'the 'most appropriate treatment. 

The second dilemma related to case overload ·concerns· 

overcrowding. If 'institutions are. overcro\"ded or. there is a severe 

lack' of funds, existing facilitie~ may not be adequate
Q 

for ensuring 

the appropriate treatment of each. type 9f class of offender. This 

point is relevant to the' problem of practical constraints on good 

" decision making, which will be exam~ne4 later: 

Skepticism. The lack of ~ffective and valid classific~ti~n sch~mDs, 
" 

as Eldefonso and poffey (1976) point out, engenders a certain 

cynicism among criminal justice workers regarding t~e number of 

poorly' conceived .. approaches to classification with which they arB 

expec ted to \"ork. As a consequence, the systems ~"hich do Bxis t tend 

to be used haphazardly, if at all. For the most part, criminal 

justice personnel' distrust classificatLj5n" ~\ystems (and are highly 

suspi~ious of the social sciences in ~eneral). This is not 

surprising, 'given the bct that most available classiHcatory schcm:ls 

suffer from majof deEicie~cies and are often difficult to implamcnt. 

Social scientists .!md criminologists are not always aW.lre of the 
.~ / t 

,"-, 
needs ~hich exist l~ rear-life situations. 

Methodological Problems In Available.Classif.ication Systems. Many of the 

classification systems 'noW'in use a.re plagued with methodologic,al inadequacies 

which seriously cqll ioto question their validity and reliability in actual . 

operation. A 'In li;l Cl,13sificntion s~'st;~m ,.;ould h!~lp to ntrov~d .. , morc r " l..l ... ~ P.lt.l;) : 

---
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guildelines and help counteract the effects of prejudice at'l.d other extraneous 

influences. Withput thi~,the tenor of decisions made will fluctuate widely~ 

giving[1 them a decidedl>,' arb'itrary cast. liThe "prob'lem of equity," states 

Gdttf.redson (1975), "impli"es a classificatio~' problem.:' To be fair and 

equitable, decision making \fi'lMst at least be consistent. One way to help 

ensure consi~tent decisions iegarding offenders is to base them on a reliable 

and valid oHender classification; a classific.atiori pr.eferably based on 

observa~le behavior, not ~ffender fcelin~~ or perceptions (they are, after 

all, tlnot in trouble ,for what they perceive but fo"t ,vhat they do. Eldefonso 

and Coffey (1976). This statement e~phasizes the importance of behaviorally 

based taxonomicsy stems. 

T~e follo~dng lis t pr~.vides a partial delineation of the shortcomings 

contained in almost every criminal classification no~" in use. These 

deficienc.ies in taxonomies no~on1y ~;ad to confused and inappropriate 
",. 

decisions, but encourage crimi.nal justice workers to for.egothe use of -any 

explicitly con~tructed classification system and to rely on ad hoc intuitively 

derived categories. (A more detailed consideration of these problems may b~ 

found in our earlier' project report, Le. Brennan, et a1. 1979) 

1. Limited Predictive validity. There is a great need in the criminal 

justice system for valid predic ti ve class ification schema, sin;~e' '11any . 

decisions rest on the ability to accurately predict recidivism, etc. 

H~wever, most offender classification systems have not been designed or 

evaluated with regaro to predictive v.alidity, thus limiting their 

use fulness. 
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2. Lack of Explic it Guide lines for the Identificadon and Assignment of New' 

3 

4. 

5. 

6. 

... 

, 

Cases. Criminal justice wor~ers find it difficult to use classification 

'--systems that provide no clear method with ~-1hich oUenders may be assigned 

to the categories they include. This confusion con~erning assignation 

Fenders even the most elegant taxonomy unusable. 

Lack cif Reliability. Host offender classification systems have never been 

replicated, \-1hich leads to serious doubts about their reHabilrty~ 

Furthermore, where' replication studies have beenati:empi:~d, many proposed 

taxonomies" are found td ,be unreliable. 

Cases ar~ Often His-Classified. Lack of clarity concerning the assignment 

of cases to an existi?g taxonomy, along with inadequate trainin'1fand lack 

of interest on the part of criminal justice personnel, can lead to 

offenders being dealt' with accordin"g to "their placement in an 

inappropriate category. . , 
Cases Are Often Not Classified At All. If class~:s in the taxonomy at'e 

- ~ 

ill-defined, if .they ~o not cor~,espond adequ~it21y to the actual domain'of 
() 

criminal behavior, or· if it is uncle;,ar how cases are to be assigned to the 

categories, criminal justice workers often forego the explicit 

classification entire~y and return to a reliance on their more or less 

intuitive ideas about types of offenders. 

Current Systems Are Not Related to Actual Criminal Behavior. There is an 

astonishing lack of offender typologies based on a. systemati,c description 

of criminal benaviot'. !.{any e~dsting systems· exhibit 11 confused mixt'Jr"~ uE 
(f ,,- ' 

and behavioral approaches. social,psychological, 

Hisunderstanding of the Conceptual Properties of Classification" Syst~ms. 

Taxonomies may be st!J:,uc~ured in many different ways (pol(~thetic vs, 

m0nothctic, ~tc~), and may be constructed for mnny different p~rposcs 
o 
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(description, prediction',', ) etc •• Each structure and ts'urpose leads to a 

spcaific kind of 1 . c asslfication system' and f '1 , ,al u~e to be clear about 

I:hes~ properties > or mi:dng them, ut!sys tematica 11 ,,) may 
J render the 

,resultant taxonomy i?a,Ppropriate for the tasl<; at hand. 

8. Overs'l'f' , lmp 1. lcatlon. 'Current offender t"polo·· f 
, • 'J gloes 0 ten severely reduce the 

complex~ty of criminal b~havit)r to the extent that ~hoir relation to the 

phenomena· being clas'sifl" el'· l'q v ~ slight. Usually this oversimplifica~ion 

stems from the use of to~ few variables in the construction bE tho' system 

or too few categories"in tlle system itself. 

Biased S l' . amp tng Used in Construction. 9. If the sample utl'll'zed l'n ,~ creating 

the classification system is somehow.too strictly limited by the 

investigator's bias or by other unexamined contingencl'es h ~ , t e resultant 

t-axomlmy wi 11 not contain the full range of. criminal behavior. 

10. Deficient E~aluati~n • Most of the current . classifications are deficient 

in terms of being evaluated. Hany of them h 'f ave, ln act, not bc~n 

evaluated at all. This provid9s another good reason \'1hy crimina 1 justice 

personnel are hesitant to use the~. 

11". His d ' ~1 un erstandlng a~d Inap~fapriate Use of New Classification ~ Methodology. 

C. 

Many problems in current taxonomies may" stem from a deficient 

understandinoo of st t" '1' \1' 
t;> a lS t lea), and taxomctric methods for creating 

ta:-conolllies, The new quantitllt:lVe tax,orit.:'etric t h' 'ec nlques are comple v., ." many 

have sever~ 

th is is not 

limi ta ti{'Jt1s or 
~( , 

recognized, the 

sub-optimal or erroneous • 

oro appropriate only to specific tasks. If 
;:), 

t~xonomies created using tt,1~_se 
\} :~ ~ methodS,-:;wtll b.~ 

Contextual 'Problems: The Justice System. Impro'/ing the methodo 10!.Zy d _ use 

in coriS true ting classi fication schemas " and ensuring ·thair relev~nce to the 

purposes for: wh ich th . ey '.frc desigRed, is only" part of the necess~ry reform to~ 

" 1 ~j 
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the use of classification in 'Justice decision making. It would be useless to 

have val~d and reliable taxonomies if they could not be effectively 

implemented, or if the1;'€!' ~V'ere no way ,to control their use. W,e ~V'ill briefly 

outline some of the problems in th~ criminal justice system as a whole which 

might impair or undermine' the use of a good dassification schema. 

1. Homeosta~h.. This term refers to thcf t~nc:iency 'of any complex system 

to move toward'~tability. Any variable in a stable operad.ng 'system 

which i.s changed ;':/nay cause other variables to adjust and. restore a 

state of equiltbr'ium. Thus, in effect, nothing ~hanges. The 
(f ~ • • 

crimina 1 jt(~tice system, regard less of where it is prodded, may 
,Ii 

always adj~st back to its curren~ set ?f working procedures. 

As a concrete example of this tenaency toward operational 

equilibrium, let us briefly ad4ress t~e phenbmena of procedu~al 

delay. Host observers agree that delays in th.e crimi.nal justice 

system are deplo,rable: and should be eliminated. Delay is seen, 

IIlistakenly, as a abberation of the system rather than an intrinsic 

and required part. Many solutions are proposed to handle this 

problem: rigid time limits for different aspects of the t~ial, 

elimination 'of certain laws i.,hich tend to keep the courts full (those 

that deal with drunkenness, pornogrDphy, .etc.), more consistent 

refusal of bail, etc. (Wright and Fox, 1978). 

This type of solutio~ reveals a fundamental minunderstanding of 

the dilemma. First, these are ad hoc me::lsures ;.,hi.::h tV'oul.:! be applied 

to one arl~a of the! system and cause more problems in ,ana ther, there by 

al1,o~ing delay to again proliferate. Second, delay is not 

nscessr~';iJ.y an annoying conditi.on to certain m~mbers of the justice 

systd'm. Delay is seen as, a fundaml.'Hltal, structural component of the 
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system and is used as· such. Defense attorneys, for i'nstance, use 

time delqys to keep their clients 'on tHe street or to try to Force a. 

t:" 

more lenient $entence by delaying the trial until interest in it is 

low'(Rosett and Cresey, 1976). What does this imply? For one thing, 

it reveals that most suggestions for improving the, criminal justice 

system (such as Nagel, '197~) ,may be doomed to failure because they 
,', 

are being p'osited at the wrong level. Solution,S proposed at' the 

opera tional leve 1 0 f the syst~m migh t simply be absorbed into it anc;l 

undermined in the "process of maintaining the basic system 

equilibrium. Any viabie improvement must be posed at a level above 
I" 

and outside the :sys~~m in order to effectively implement true 

structural changes. An actor in a play carmot propose improvements 

in the production while performing on stage, since they ~vould simply 

be seen as ~art,of ~he play. He must step outside of the contex~ in 

or,der to Change, it. This means that a classificati~Q system, 
~ '\~ 

reg~-cdless' of its validity and viability, may have little effect if 

simply plugged into th~ existing system. 

, . 
Political and Economic Constraints. The contours of this category 

should be obviou,s, but they must be mentioned. Hhile Levin (1977) 

mainr-ains that ,judges, for example, are not strongly affected by 

local pDlitics, their decisions may certainly be much affected by 

pnrticular political biases. In parts of the country where elected 

judges have party a fEliations,. the affect of po Utical vietvpoint is 

even more conptraining and. comple:<. Hmvcver, political influence in 

the justice system extcind far beyond person31 bias. As Wright ~nd 

Fox (1978) point out, criminal justice in comp!ex societies resis 

upon a political base. This me<lns, for one thing, that those \-lith 

~-~ ___ ~ _______ ~"--'::"'_~_-"----__ ~_~r_ 
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political connecti"ons (which usually means t.hose tha.t are socially 

and economically advantaged) wield significant power in the CQUl:,ts 

and elsewhere. It a~so means that policy i.n the courts and itt the 

prisons is dependent on the current socio'~political context, e.g., 

classifications for release in relation to vi.olence and recidivism. 

Economic constraints are intimately related to political 

con'siderations. A conservative political climate, for example, may 

lead to lack bf funds'for liberCl-ll:,{ oriented treatment programs. 

S~arcity of money"'also leads to a severe 'competition 'within the 

justice system fot "resources: each group (police, courtD, 

correctfonal institutions) will consider its otm ~eeds of ~he highest 

priority. The ,vaxs in which economic constraints, can undermine tlie 
~ \\. 

,effective functioning of a good class~fication system are obvious. 

If an offender is as-;igned to a class , ... hich suggests that a spec ific 
1\\, 

,', 

disposition,would b~ most appropriate, and the facility or p~~g;am is 

eithe; overcrowded ot ?on-existent, then the point of valid and 

reliable classificatfon is lost. 

3. Bias. There is more to bias than a p,olitical content. Hhatever its 

sources, it can have i very concrete effect on classificatory 

deci~ion makingc~,' Levin (1977), for example, foun,d that in Pittsburgh 

and ~inneapo lis 'J7h'i tes cons is tently receive a greater percentage 0 f 

probation than blacks (this in spite of the fact that mor~ blacks are 

arrested). In this sense, a good classi:ication system ~ight hel? 

OVer-ride bias, since it would presumably not discriminate on the 

basis of cOlor; ilowever J i~ its use were not monitored, it could be 

misapplied or used in such a way as to conform to its user's 

prejudices. This ~V'Ould be particularly 'the C.lse where the criminol 

justice Horker's bias is against e:<pUcit cL'lssifj;·<!~tion in gen~ral. 
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Conflicting Goals. Each state and section of the criminal justice 

(::J I 

system has a di.£ferent purpose. Prosecuting ~md defense attor.neys, 

pt'obati?n of~ipers, judges, etc., all have different goals regarding 

the fate of a particular offender. This interplay of conflicting 

immediate purposes is set in a context of continuing debate over the 

general goals of the justic~ system (puniShment, rehabilitation, 

. isolation from society?). 'Each group has a certain tendency 'to want 

to influence prevailing class~fications, stereotypes and decisions ip 

accordance with their O'Nn purposes and biases. The police, for 

'.::} example, though they are not directly involved, can influenc.e, the 

process of charging merely by the way in '07hich they present 

information and. by what classificatory implications they choose to 

s,ugge.st. It must also be reme~bered that the police informally 

classify (screen) those sui,table fot' charging anyway,so ther,e 'is, 

amp'le opportunity for the,ir influence to .be included in the eventual 
, .. 

decis ion (D'audis t,e 1, Sanders, and Luckenbill 1?79). These sorts of 

considerations obviously affect the tenor of decisions made, most 

often leading to inconsistency and confusion. 

CONCLUSIONS 

These general comments. are not' intended to b~ an exhaustive critique of 

the criminal jui/tice system, nor are they a prelude to'proposing ~peciEic 
I' ., 
J' 

reform illeaSUreSj clearly that does not fall within the scope of this paper. 

The intention of this b~ief overview is to make explicit some of the less 

obvious constraints on the effective use of classification in its operati0nal 

context. If some of the constraints which inhibit valid and equitable 

classification are temoved, ~hen the problem of larger system constraints qn 
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the use of c1assifioation must ~e addressed. Neither of these.ehanies will be 

effective w~tho~t the other; decisioh mnkin~ is depend~nt on good 

classification, but goo~ classification mr8yb~ less effective without an 

in':proved context for implementation. 

Decision making in thetrimina1 justice system requires both that the law 

b? followed and that appropriately hum~ne action be taken in the case of each 

offender. "Therefore," wrote Me1anchthon in his Ethics, "an interpret·ation 

should be 'applied to every law that would bend :i.t to more humane and lenient: 

decisions." This is in agreement with Aristotle's definition of equity 

(epiekeia) as the correction of .18\0(', or its adjustment to fit a very transient 

hUman reality. As H. G. 9adamer (1975) states, "the law is aiways imper:fect 

'in itself, but, in comparison with the ordered ~vorld of law, human reality is 

necessarily im'per fee t and hence does, not a11m ... of any simple application of 

the former." This ag·ain implies that real cases will almost never fi~ ~he 

generalized legalis tic classes which form the essence of the written legal 

code and that there wi'n ah"ays ha";'~ to be fine adjustments between such real , ,. . 

unique cases and each legal sub-c lass ification. ftConsequently," write 
, . 

Daudiste1, S'i:!.nders, and Luckenbill (1979), "when members (of the justice 

system) are confrontedt"i~h concre te cases, they apPl"oach them from the 

perspecilve of their typ~fications, not from the literal meanings of the 

II 
s t "ht,yte s • " 

Hm., do the mechanics of classificatory decision making deal ,with the 

. . f t th . t'"e ' ~f,'? .'5 \·'as stt"~ssed complexity of human behavlor ln re erence 0 e wrl ~ n ~Uff' ~ v 

previousJy, at each point \"here a dec i.i3 ion is to be made \.,ith'ln the crimin.:ll 

justice~\system, classificntion is necessary to <?ccier t,he diverse kinds of 

cinformation generated by an offender, and to suggest appropriate tt"~atment, 

disposition, etc. Decisions made including subjective choices are never 
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arbitrary, but depend on the use of some sort of more or less obvious 

classification schema. Th~se schemas, hotl'ever, usually depend on intuitive' 

ideas about types of people and types of cr~e. This subjectivity may cause 

decisions to vary widely across the system of criminal justic;~. Whel."e 

explicit classifications have been uti~i2;ed, they have, on the other hand, 

tended to be loloefully inadeqllate, both methodologically and in eerms of 

strategies of use. Development of valid and reliable classifica~ion systems, 

along with a program for thei~'effective'implementation in the larger context, 

seems imperative if deer.stOns are to be of maximal' value to the oHender and 

provide maximal effici~nci for the operation of criminal justice. 
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INTRODUCTION 

As part of our research pr,ogram on the development and eVGlluation of 
taxonometric methods for use within the field of criminology ~ve have compiled 

~n extended bibliography on classification '"ithin criminology. This bib­

liography will be up-dated during the course of our research program. It 

should be noted that ~his bibliography covers general ,crime and delinquency 

studies. It does not focus at all upon the larger general field of taxonomic 

methods. Those studies i.,hich 'are marked with' an asterisk have incJ\lded 

some application of taxometric methods. 

We would be grate£u~1 for any response. regarding classification papers 

in criminology which migh\~ have been overlooked for this bibliography. He 
\' 

are parti'cularly interested fn locating additional applied criminological. 

studi~s which utilize multivariate taxometric techniques. 
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CHAPTER 6 

CONCEPTS OF SIMILARITY AS USED 

IN CRIMINOLOGICAL STUDIES 
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"All the real knowledge which we possess depends on methods by whi.:::h 
we distinguish the similar' from the dissimilar." 

Linnaeus, 1737 

Similarity judgments are critical to the conceptualization and construc-

tion of all typological and classification systems acr~ss ALL disciplines. 

Entities grouped together into a class are regarded as being mutually 

'similar' to each other in some sense, and different from othe~ classes in the 

same system. The structure of any typological system is profoundly dep~ndent 

upon the basis by which 'similarity' and 'dissimilarity' are assessed. 

W~thin the field of criminology, however, the methods by which items are 

oesignated'as similar rarely, if'~ver, come into a realm of conscious explica-

tion. ' The basis of similarity i~ most criminal typologies usually remains on --
an entirely intuitive level, and tends to be influenced by certain unstated a 

priori assumptions which emert~·e from the investigator's professional bias 

(behavioral, sociological, psychodynamic, etc.) 

I. SOME GENERAL PROBLEHS REGARDING SIMILARITY AS USED IN 
PRIOR CRIMINOLOGICAL RESEARCH 

Some criminological theorists give the, impression of asking for an expli­

cit definition of ideas about similarity as a necessary prerequisite to any 

good offender typology. .Kinch (19q2), for example, stresses that a criminolo-

gical theory must specify the factors which define separate types in a class i-

fication scheme. Gibbons (1975) similarly states that in a good offender 

typology the characteristics used for classifying types must be made clear • 

Frankenstein (1970) speaks of the need for comparing "behavioral units as 

clearly separated from each other as possible." Rubenfeld (1967) calls for 
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the "classification of subjects int0 conceptually similar subtypes ,'" while 
, , 

Hood and Sparks ,(1970) ask that the criteria for simi'larity, be made clear tQ 

facilitate "easy assignment", 'Of subjects to specified categories. None of 

these vague statements, however, recognize similarity as a separate and 

definable 'problem; usually it is inextricably confused with concepts of 

'type'. Conceptual ideas of similarity r:emain on the level which Sparks 

(196~) thought was relevant only to 'emp'irical' typologies; tnat is, most 

investigators proceed 

••• simply by grouping togethe~ individuals according to their most obvious 
apparently relevant features, so ~hat each group contains members which' 
are as similar as possible to each other and as different as possible,from 
all other groups.* 

The general utilization of 'direct similarity judgments' which "appear to 

be based more on intuition than empirical re,sul ts" (Summers and MacKay 1976) 

leads ~o what Bannister (1963) has called the "relative failure of the 

diagnostic category clearly to'imply other decisions." Failure to exp,licate 

the manner in which simi~arity is assessed invariably seems to 'lead to a 

number of logical confusions i~ the creation of criminal typologies. One 

consequence of in~uitive similarity~judgments is that the criteria by whiQn 

such judgments are made may change ovec time with a single subject. Thus we 

find an investigator like Kinch (l962 ) 9scillating between behavioral 

('orrense patterns'), psychological ('self-c?ncept'), and sociological 

*We acknowledge here that the structural definition of the concept of a 
'type' or 'class' can also profoundly affect the structure of any empirical 
classification system. These are usually defined by internal linkage criteria 
and/or boundary conditions -, see, for example, Wishart (1969), Cattell and 
Coulter (1966) and others. 
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" 

'( 'reference groups!") bases. for the judgment of Similarity; or Frankenstein 

(1970), who begins by speakiz:g about 'behavioral units' but ends up positing 

si.mil.arity in, ,terms of pSy'chological variables. 

A problem therefore in t~e.intuitive use of similarity is that occa­

sionally more than one concept of simila~ity is operative in a single 

typology • 
. 

Cavan, and Ferdinand (1975)~ for instance, create a typology using 

social contexts as a basis for 5imilarity, but then advocate using psycholo­

gical factors in conjuncti,onwith the initial typology. It also app~ars that 

when investigators criticize each .other' i..~ typologies, it is o'ften, due to a 

misunderstanding concerning the focus of similarity jUdgments. When Gibbons 

(1975) refers to mul ti-factoran,alysis as 'explanatory porridge" and 'causal 

nihilism', the disagreement seems to reside in differing ideas concerning the 

basis of similarity. 

There are crimi~ological stUdies extant which have used multivariate 

cluster analysis to generate iypologies, but few ?f these,'~urprisinglY 

enoug~, state the substantive focus of sim~larity assessments, or what 

similarity measure has been ohos'en', and why (see section V). 

Thus, the major problems concerning the concept of similarity i6 crimino­

logical stUdies seem to be: 

1. Intuitive use of the concept of similarity; 

2. Merging the concept of similarity -with the concept of a type 

i.e., failure to recognize Similarity as a distinct problem; 

3. Shifting the basis of similarity from one focus to another 

(behavioral to psychological, ~tc.J without making t~is shift 

explicit (this may lead to an unsystematic use of more than one 

concept of similarity in a single typology); 

.. i'.I"~~ ______________________________________________________________________________________ ~----------~-------------~-----

" 

, 



I' 

I 

.. 

-116-

4. Failure to realize when two opposing typologies are· operating on 

different assumptions of similari tYi 

5. When multivariate cl.uster analytic methods are used, failure to 

state what similarity measure,is being used, the substantive focus 

of similarity, and why they were chosen. 

II. SUBSTANTIVE BASES OF SIMILARITY IN CRIMINObOGICAL STUDIES 

1. Behavioral Similarity 

Similarity conceived in terms of actual criminal behavior could pro-

vide a strict basis for criminal behavior taxonomies. However, a problem 

exists in the fact that variables from other domains (psycholGgical, s~cial, 

physiological, etc.) inevitably seem to creep into the measurement system. Ie 

'is almost impossible to find'any good behavioral taxonomies within the crimi-

nological literature. Very fe~ writers have focused upon behavioral simi-

larity as a basis for taxono~y studies. Consequently (and,incredibly!) the 

entire field of criminology is almost devoid of good criminal behavior 

taxonomies. " 

The reasons for this omission are not hard to find~ Criminologica~ taxo-

nomists seem to be fixated on the ~xplanatory task and uninterested in the 

epidemiological/d.escriptive task. Opp (1973) for example dismisses behavioral 

classifications on the grounds ,that such systems provide no information about 

why the offender committed the offense in the first instance. We see here the 
. . 

misguided demand that behavioral classification systems should be 'explana-

tory'. Opp seems to ignore the fact that classification research can have a 

number of different purposes, explanation being only one such purpose. Smiley . . 
(1977) ~ore recently makes th~ same~mistake, suggesting that descriptive 

behavioral taxonomies be dismissed because they are not useful for either 

differential diagnoses or treatment. 
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Aside from misguided appreciation of the use of behavioral taxonomies of 

c.rime, a number of other methodological problems have undermined studi~s of 

behavioral similarity. Some rese~rchers have emphasi~ed formal statistics 

using institutional data such as arrest records, sentencing informatiqn, and 

other legalistic data. A number of well k~own examples of. this approach to 

behavioral similarity are available - see Buikhuisen and Jongman (1970), 

Roebuck '(1963), Gibbons (~968), Hartjen and Gibbons (1969), and others. Each 

of these published studies.differi'in the detail of their conceptualization 

and assessment of similarity. I However , they each emphasize behavioral 

similarity - primarily assessetl utilizing offical data records. Issues of the 

reliability, validity, cross-sectional sampling of behavior, and so forth, of 

such offiqial data; become ex~r~mely impo~tant 'in assessing the worth of these 

effor~s. We applaud the effort of such researchers in moving towards 

well-defined taxonomies of cr~minal behavior; however, we would agree with 

Hood an,d Sparks (1970) th,at official statistics probably pr~vide only an 
, , 

extremely thin and unreliable slice"of the overall deviant behavior of any 

person. Gibbons himself broadens the basis of the similarity assessment by 

offering,the concept of the cri~inal role career. ,We suggest that the 

assessment of self-reported behavioral similarity , across a multiplicity of 

possible crimes, using fairly long time intervals, would have more defensible 

levels of reliability and conterit validity than mos~ of the approaches men­

tioned above. CUrrently, ~here do not seem to be any, good studies pf criminal 

behavior taxonomy making use of extended self-reported behavioral checklists, 
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good sampling, and defensible taxometric methodology! A large number of 

studies have approached the 'criminal-type' problem through factor analysis of 

behavioral ratings (~uay 19.66, Gold 1970, and others). We adopt the position 

of Cattell (1965), Lorr, Jenkins and,Medland (1955) and others, that factor 

an~lytic'methodology is 'fundamentally inappropriate' for the discovery of 

taxonomic systems. If these above resea,rchers were attempting to discover 
. 

'tYP,es of, criminals' with their fact,or analytically orientated s.ttudies they 

were utilizing innappropria'te methodology and were probably unaware of the ' 
• 

earlier issues raised by Lorr, Cattell, and others, regarding the usefulness 

of factor analysiS for the discovery of 'types'. 

2. Sociological and Social Structural Bases of Similarity 

The investigators in this category see ~imilarity in terms of social 

contexts and socia} processes. Kineh (1962), for example, uses the delin-

quent's orientation to sO,ciety, and to a ! refe,rence group'. Lindesmith and 
" 

Dunham (1941) al&o see similarity in terms of the,criminal's rE!lation to 
. 

society, as does Harary (1966) 'in his reformulation of, Merton's typology of 

social deviance. Dorn (1969) tak.es a'similar taok, concentrating on the 
, 

criminal's attitude toward society, and using the Yinger~Cavan concept of sub 

vs. contracultural delinquency: Clark (1964), Schrag (1961), Sykes (1958), 

Garabedian (1964), and Cohen ('1971) use variou:; I social role' models of 

similarity, while Smith and Ausbin explore the concept of socialization. 

. Cavan and Ferdinand (1975), aloq.g with Yablonsky (1961) I also see Similarity 

in terms of relation to society and to a delinquent peer group. 

The utilization of SOCiological and social ~tructural variables as the 

basis for similarity assessment in criminological and deviance studies is 

primarily justified by the argument that the definition of deviance involves 
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social consensus and ,that dev,iance ~s ' 
~ ~nherently a social phenomenon. Social 

class, social roles, ~ociallzation processes, d 
an so forth, ar~ viewed as 

critical factors within any valid explanatory 
classification system for social 

A majority of sociologically orientated tYPOl~g~Cal deviance. 
, ~ systems h~ve 

been theoretical in nature, and therefore have 
asse~sed similarity only on a 

very few.broad social structural variables (see Clowa~d' and 
• Ohlin 1969i Merton 

1938; Harary 1966; Cohen and Short 1958; Thrasher ~963j and others). The 

theoretical nature f th .' , 
o ese' systems has meant' that most of the major issues 

aro.und 'similar,i ty' were never \really addressed • 
The concept could essen-

, tially remain implicit and the~retical. 
The statistical and c~nceptual issues 

which.might have come to light in its operational~zat~on 
' ~ ~ could be overlooked. 

The main criticism of basLng.~imilarity only on social phen~mena is the 

failur~ to provide an adequate treatment of 
_ individual differences, and nn 

inadequate treatment of learning processes. 
There is the danger that certain 

critical differentiations 'will remain hidden within the typology. 

resulting typology will be completely unable 
to make certain critical' 

differentiations. 
The omission of such differentiation~ will result in 

serious errors of ?ver-generalization, and the 
emerging types will logically 

contain an undue amo t f ' 
' un 0 w~ thin-type hete, rogo"ne{ty. Th' 

~ ~s will, in general, 
seriously damage the predictive accuracy of any t 1 

- ypo ogieal system. In 
commenting on socidlogically-based classificati t 
. ',on sys ems of offenders Bottoms 

(1973), for instance, comments that" with' th' . 
••• ~n 13 soc10logical framework, 

however, I believe that Psychological 
contributions are ignored at peril. II 

3. P~ychological Similapity 

Sullivan, Grant and Grant (1957) may 
be the most representttive of 

this group, positing similarity in terms of personality tmaturity levels' 
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(I-level). Butler and Adams (1966) operate on the same assumptions in 

subjecting I-level data to Q-factor analysis (although no relation between 

Q-types and the I-level types we~e found). Frankenstein (1970) uses 

psychological etiblogy as a basis for similarity. Meyer and Megaree (1972) 

develop a typology based on the MMPI, while Smith (1974) ,compares the Eysenck 

and Jesness personality inventories. 

Psychological orientations to the assessment of similarity have bean 

criticized for being overly narr~~ in foc~s' (primarily for the omission of 

s!=,cial influences). Smiley (1977) argues that typological systems based on 

muJ. ti-trait personality invetitories such as the l6PF, CPI, and others, have 

' •••. only limited value in discriminating between different levels and type of 

delinquent behavior.' Erick~oQ and Roberts (1966), Smith and' Austin (1974) 

and ,Hood and Sparks (1970) have also made this criticism within the crimino-
....... 

. logical literature. 

The primary assumption of the use of a psychological focus for criminal 

typological studies is that criminals are emotionally or psychologically 

disturbed in certain ways. Motivational patterns, intellectual variables, 

personality traits, beliefs, psycho-analytically based variables, and so 

forth, enter into this perspective. This orientation has had the strongest 

popular appeal, and there are innQ~erable theoretical and empirical taxonomies 

which base their 'similarity assessments on psychological characteristics of 

the criminal popul~tion. ,The proliferation of innumerable (mostly ov~r-

lapping, non-operational, partial and untested) psychologioal systems has lead 

to confusion within this field of study. An overabundance of pa,r'·tial typolo-
, . 

gical ~ystems based on some unsystematic psychologioal hypothesis is 

possible. Shafer (1969), pp. 163-164, for example, writes, 
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" ••• to datalogue all psyohological typologiei would be close to. 
impossible. This is especially the case since the Freudians got into the 
act." 

4. Social Psychological B~ses of Similarity 

Within -this pers~ective, a mixture of social and psychological faccors are 

taken as the basis for Similarity. Glueck and Glueck (196~) see similarity in 

terms of personal etiology and social context. Kinch (1962) uses a scale of 

self-assigned personality attributes as well as attitudes towards society as a 

whole. Gibbons (1975) uses the concept of a "role-career' which is partially 
\ 

socially defined and personally'generated, Felice ~nd Offord (1972) as~ess 

Similarity in terms of family and larger social contexts, whil~ Marshall 

(1973) Uses Reckless' containment theory (i.e., scale of internal and external 

!containme'nt'). 

The basic problem is that al~ -.::f the earlier classificatory type-criteria 

are only partially descriptive of the persons being classified. It has been 
'" 

suggest~d that for a much'more stable, reliable, and powerful explanatory 

tYPoJ,ogy there should be a mOr'e comp'rehensi ve representation of the d~main of 

etiological forces.· Warren hints at this position in her 1966 paper: 

"Clearly the l,ast word on typologies has not yet been wri tten. 
~ociolog~sts cont~nue to accuse ~sychological typologies of taking 
lnsu~ficlent c~gnlZanCe of environment~l factors; psychologists 
contlnue to accuse sociological typologists of having insufficient 
rega:d f?r int:a-psYChic factors. Nevertheless it is now possible 
to flnd :-nvest~gators w~o are attempting to link theoretically the 
sociologlcal, psychologlcal anq situational variables which are all 
relevant to a completely satisfactory taxonomy." 

Ferdinand (1966) similarly endorses an approach Which brIngs together 

sociological and psychological variables in the construction of a general 

expl~natory typology of delinquents. Focusing largely on the explanation of 

juvenile delinquency, Ferdinand prOVides reviews of dozens of different 

typological schemes. These are qlassified into two large classes termed 
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"social typologies" and "psychological typologies". Ferdinand finally 

must be a convergence of these two general classes pf 
proposes that there 

t 1 's are to be construoted. 
type-criteria if definitive explanatory ypo og~~ 

A number of more recent c~iminological studies have utilized this broadly 

based social psychologic~l perspective in conjunction with. taxometric 

fo'" example, Brennan and Huizinga 1975, Donovan 1977, Brennan 
approaches (see, • 

et al, 1978, and others). 

III. 

, . 
EXPLANATORY THEORY AS A GUIDE TO THE 

SPECIFICATION OF SIMILARITY . 

(e.g. 'partioularly prediction, model testing, and the 
For certain purposes 

creation of explanatory-theoretical typologies) it is clear that prior theory 

, , f tt 'butes which will enter 
will provide guidelines for t~e ~pecif~cat10n 0 a r~ 

into similarity assessment for ta~onomy construction. 
The assessment of simi-

larity therefore will often b7 di~ctly guided by the prior,. theory. The 

theory .will provide the r,ationale and justification for the relevant attri­

butes or- the offend'ers on which they are assessed as similar o~. dissimilar. 

Theoretical justification, hOHever, although prefer~ble is only possible 

1 If the'~e are a large number of poorly 
\vhen, good 'theories are availab !3. • 

develop~d, ill-tested, and partially valid theories, the usefulness of the 

theoretical devel~pment within a discipline will be dramatically reduced. 

opposite extreme fro~ ca~efUlly'ju~tified theoretical relevance ~or the 

attribute space for similarity assessment is often the ad hoc 'shot-gun' 

approach in which intUition, guesswork or the simple avaUability of data, 

The 

, Almost random mixtures of demographic, social, psycho-
govern the select10n. 

1 d'."ta are,' lumped together in the assessment of simi­logical and behaviora ~ 

1 th typologies of Baer 1970, Glueck and Glueck 1965, 
lal'~ty (see for examp e e , 

Roebuck 1967, and others.) 
The more theoretically orientated researchers ar~ 
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" horrified by t~is'practice and a'lively debate on this issue has continued for 

over a decade wil:.-"':ln the criminological 11 tera'ture. The ad hoc atheoretical 

appr.oach has been· dubb.ed as the 'mul ti-factor approach' (see Hood and Sparks 
" 

1970, Reuterman 1973, and others). The question immediately arises 

'Similarity of what?' Ther~ is no clea~ ans~er to this question when one 

considers the Often chaotic collection of variables which some researchers 

wish t~ utilize in criminological taxonomic studies. 

The main lines of the. debate regarding theoretical va. multi-factor 

approaches to the specification of variables ,for similarity ass'es,sment have 

been outlined by a number of researchers and we will not review this material 

further (see Bottoms 1973, Cohen 1957, Gibbons 1975, Reuterman 1967, and 

others). However, from the perspective of similarity assessment and taxonomic 

analysis" it seems that a number of criticai issu&s should be mentioned. 

1) The problem of irrelevant variables: The assessment of similarity and 

the consequent taxonomic cladsification may be seriously undermined by the 

presenee of irrelevant variables. Ball (1~65, 1970), Wishart ~196'9), and 

others, have demonstrated the manner in which the presence of irrelevant 

variab~es may distort the similarity assessments and blur the boundaries 

between classes. We stiggest that the multi-factor approach is much more 

likely to 1 ead to serious dis'tortions of the ta.xonomic process as a result of 

irrelevant information than a more theoretically orientated approach - since 

in the former there is usually no cleav knowledge of the relevancy of many of 

the inclUded vnriables. 

2) 'the problem of non-cumulative ph)lifera,tion of reseal"ch: 'As mentioned 

elsewhel"e, there is a serious problem in taxonomic research of integrating the 

findings from different studies, so that thel"e may be some coherency in the, 

development of the discipline: Resear'ch Which is characterized by an ad hoc 
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mixing of concepts, variables,' assumptions (which are often contradictory) and 

languages from multiple theoretical 'approaches, is often impossible to. 

integrate. Popper's (1961) view pf scientific prcgr~ss as the development, 
. , 

clarification, and validation of a line of argument becomes almost impossible 

to the extent that the 'line of argument' becomes utterly. blurred within the 

,multi-factor approach. Coherency and the cumulative improvement ana vali-

dation of studies would appear to require a stron'ger theoretical focusing of 

the substantive bases (the, attriou'te space) for similarity and dissimilarity 

assessments in taxonomic stUdies of crime and delinqu~ncy. 

3) The problem of infin}te proliferation of taxonomies: The scope of the 

taxonomic task in criminology is already large and does not really require 

endless e,xpansion. There is ,an infinity of possible combinati'ons of sub-sets 

of the different domains of social, psychological, psycho-dynamic, behavioral, 

and physiological variables which could potentially enter into taxonomic 
. 

resear9h in this area. 9areful theoretical work would be required to prevent 
, ' 

an endless mul tiplica tion of different, partially overlapping, sets ,of classi-
" 

ficatory variables. The ad hoc 'shotgun' approach to the specification of 

v~riabl~s for similarity asses~ment could clearly ,lead to such an undisci-

plined expansion in the number of studies. The situation is alI'eady serious, 

as Ferdinand (1966) implies by referring to ' ••• a veritable torrent of 

typologies ••• f • 

In conclusion, althou6h we w6uld generally agree,with Bottoms (1913), Hood 

and Sparks (1970), and Ryan (1970) regarding the sorry state of theoretical 

development in criminology and the social sciences in general, it seems 

imperative to optimally'utili~e available theoretical dev~lopment in the 

further development of taxonomies for crime and delinquency. 
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IV. SIMILARITY ,IN CRININOLOGICAL STUDIES 
USING QUANTITATIVE CLASSIFICATION TECHNIQUES 

The utilization of any sort of multivariate clustering method would 

seem to automatically imply an explicit search for the most appropriate simi­

larity assessment. It would naturally be expected that stUdies involving 

cluster. analysis would make explicit mention of ~he similarity coefficient 

chosen and offer justification for the SUbstantive focus of this assessment. 

However, in most published' stUdies the bas~s for an assumed . • s1milarity is not 
mentioned. This' ' aga1n sugges~s that the impOl'tance of siruilarity judgments is 

not recognized even where the objective claSSification method'requires an 

explicit consideration of it. OccaSionally, a, statistical method rigidly 

'imposes the use of a spec;f;c' sl~ml·lar·t (. • • 1 Y measure as 1S the case of Q-facbor 

analysis, in which the correlation coefficient is inherent}. Nonetheless, a 

thorough understanding of the" approp . t . f r1a eness 0 various s~~ilarity measures; 

and their e'ffects on the data when' used vii th different methods, seems impera-

tive if quantitative classificatio~ analysis is to be used with maximum 

effectiveness. 

The following diagram specifiea the method, similarity measure utilized, 

and substantive fpcus of elev~n stUdies Which use quantitative classification' 

techniques. Also provided are ~ny statements made. by the authors which 

attempt to justify ejther the similarity as~essment made or the 'substantive 

focus of the variables. A b . ' . scan e seen, v~rtually none of the studies contain 

reasons for the use qf a particular Similarity coefficienl;, though a few 

provide justification for the use of th , , a me od Hhich invadably uses a specific 

measure~ Of these studies, only two (Fildes and Gottfredson 1973j and 

Hindelang and Weis 1972) made explicit mention of the· similarity coefficient 

utilizedj in the other cases, the measure of similarity was deduced from the 

method used. 
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STUDY 

Gilbert, J. 1972 
"Delinquent (approv~d 
school) and non-delinquent 
(scconoAry-mod\:!nl school) 
girl!:> " 

Collins, Burger and Taylor 
1976 

I~n empirical typology of 
heroin abusers. II 

LeBlanc and Biron 1978 
"Psychological and socio­
logical correlates of a 
behavioral typology of sel£­
reported delinquency." 

Kulik, Stein, and Sarbin 
. 1968 

"Dimensions and patterns 
of adolescent antisocial 
behavior" 

METHOD 

Predictive attribute 
analysis 

Q-factor analysis 

correlation of 
prevalence diver­
sfty scores' for 
one scale; discri­
minant function· 
analysis performed 

, on other scale 

BCTry 

SIHILARITY 

monothetic 
similarity 

correlation 
coeff:!:cient 

Euclide,an 
distance 

SUBSTANTIVE 
FOCUS 

I socia-psychological 

I 
psychological (use 

of NMPI) 

behavioral ,(one 
scale) and socio­
psychological 
(other scale) 

behavioral. 

-

JUSTIFICATION STATE~ffiNT 

1I~ •• study of the institu­
tion 'of the family should 
be at the core of any 
sociological study of 
deviancy. II No methodolo­
gical justification. 

None 

cites 1,ck of self-report 
behavioral typologies; 
doe~ not state why they 
should be desirable. 'No 
methodological j ustifica 
tion. 

states that Q-typing in 
BCTry system "provides an 
objective means of fOrming 
a typology" ' 

I ..... 
~ 
I 

-------------------------------l-----------__________ ~----------____ ~--------____________ ~------------__ ~. __________ __ 
Hlndelang Dnd W~is 1972 BCTry Euclidean 

distance "Personality and 8elf­
reported delinq llellCY. I) 

t~vo scales: one 
behaVioral, and 
one psychological 
(attempt to corre- , 
late them) 

(test of Eysenck 
personality scale) 

method used produces clus­
ters which are defined 
by variab~es that are 
"highly interrelated, 
have the greatest possible 
generality, and are as 
independent of 'each other 
as possible." BCTry 
allo~vs the user to "evalu­
ate the clustering pro­
cess from,step to,step." 
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II 

STUDY 

Blackburn 1971 
"Personality types among 
abnormal homicides. .. 

Baer 1970 
"Taxonomic c1assi f1 cation' 
of male delinquents from 
autobiographical data and 
subseq \.len t 'red di vism, II 

Fildes and Gottfrcdson 
1973 

"C1us'tt::!r analysis in a, 
parolee sample, II 

Jenkins and Boyer 1968 
"Types of de1inqllent 
behavior and background 
factors. .. 

l.Ji11d~son , Spotts, and Doyle 
1972 

"The predelinquent inter-
cept projecL " . 

Swanson and Hoh1ey 1976 

\ ' 
f I ! I 

SUBSTANTIVE 
HETHOD SIMILARITY FOCUS' 

Lorr and HcNair Q-correila tion psychological (MMPI) 
method' 

Hyvadn,en (pro-
gressive devia-

Hixture (unclear) 

tion from a mean) 

Association analysis cQrnparison .of Institutional 
'(and Gmver's Cramer's sta- (parole) record . , 

method) tist1c and the 
multlple corre 
la don coeffi-
cient 

an agg1o~erative behavioral and 
technique sociological 

, 

BCTry Euclidean Mixture 
. 

distance 

BCTry Euclidean Behavioral 
distance 

? .' .. 

___________ ~,~i ________ ~. ____________________________________________ ~ 

-

I'J I I 

JUSTIFICATION STATEHENT 

use of psycho1ogica.1 
variables necessary to 
understand criminal 
behavior 

None 

different clustering 
methods produce differe 
structures; thus method 
must be tested as to 
their validity and effe 
tiveness relative to pu 
pose 

None 

None 
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V. CONCLUSIONS 

This review of published cl"iminologicaJ,. studies which utilize quantitative 

c1as~ificatory techniques indicates a remarkable dearth in the treatment of 

similarity. This is remarkable for two fundamental reasons. Firstly, the 

structure of any taxonomic system or classification is profoundly dependent 

upon the mode of assessment of similarity., Q-correlation, Euclidean distance, 

cosine I the dot product, an"d so on, have been shown, to measure quite different 

structul"al as,pects of sim~lal:"ity and to give diffel"ent taxonomic stt'uctul:"es 

when applied to the same data.sets (Downton and Brennan 1979, Wishart 1970). 

This finding holds true for both ar~ificial data sets and real criminological 

data. It seems, therefore, that the lack of attention to the tl:"eatment of 

similarity (both statistically and substantively) is a very serious oversight 

on the part of criminological researchers.
o 

Secondly, the trend towards the 

use of quantitative stat~stical ~ethods in taxonomy construction is associated 

with the general move a'way f~om subjective,' intuitive, and 'non-systematic 

methods. Methodologic~l explicitness and objectivity are the hallmarks of 

this newel" 'quantitative appr9ach. We are clearly faced with the paradoxical 

realization that the apparently oojective quantitative approaches to taxonomy 

construction actually contain a number of relatively subjective decision 

points. I~ is important that cri~inological research users of these methods 

are fully aware of, and informed about, th~ implications of these decisions. 

Needless controversy, inconsistent findings, and non-repl~cation will continue 

to plague the field of criminological classification to the extent that these 

critical decisions continue to be fogged over and treated implicitly. Ai the 

very least such decisions (e.g. the focus of similal"ity, the choice of a 

statistical similarity coefficient or the particular 'stopping ~ule' used to, 

determine the number of types in a taxonomic system) should be stated -
" 

, l 

: (, 
I "I 

I 
I 
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explicitly. This would move the state of the art ?f crimin~logical c1aasifi­

cation furthe~ towards the goal of obj~ctiviti and 'great~y enhance the possi­

bility of good evaluation ,and replication in classificatory research. 
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INTRODUCTION , 

An overwhelming variety of similarity and dissimilarity measures has been 

pre-posed, but many are minor 'variations of the two standard populai' ones: 

Euclidean distance d and the corre.lation coefficient 'rij • (,rij refers to 

the Pearson product-moment correlation coefficient used to measure the f$imi..-. ' , 

lar1ty between objects i and j, as opposed to its original purpose, a~ r xy • 

to measure the similarity between variables x and y. This measure of corre-

lation betw<'een oQjects is often called' Q-correlation.) 

Some similarity measures attempt to overcome specific weaknesses of d and 

r For example, 1"" is defective in that it is sensitive to changes in , ij' ~J . 

the direction of measurement of the ~ariables. Cohen (1969), Howa~d and 

Diesenhaus (1967) and others, point o1.:1t that on rating scales like 

extraversion-introversion or liberalism-conservatism, or on ,a semantic differ­

ential scale like good~bad,. the direction of scoring may be totally arbitrary 

- either side of'the scale could'be scored "highl1 and the other "low". Yet 

reversi~g the direction of one item can alter the value of r ij so mu?h that 

the computed similarity is changed from a high pOG.Ltive value to a negative 

value. Thus arbitrary decisio~s in an experimental design may drastically 

3ffect the computed similarities and the classification systems which are" 

based on those similarit~es. To overcome this defect, Cohen devised a modi-

fiqation which he calls rc which has the same descriptive properties as 

.1"', ~ but is invariant under reflection of the variables (rev~rsal of the 
l~l 

scales) • 

Cattell (1949) developed a similarity measure 1'" which is a function of 
p .. 

d2 , has the descriptive proper~ies of d, but is expressed on a scale of -1 

I 
,I 
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" 
to +1 like a corr!lation coefficierit. It is particularly valuable for certain 

purposes because significance levels for ,I" p have bee'n computed (Horn, 
, . 

1961). Thus it is possible to determine whether the "1 't b t 
." 1" P ~~m~ ar~ y e ween 

two individuals is statistica~l~ significant or not. However, there are 

"problems in using these tab~es' of signifiQance .whe.-n measuring the similarity 

of two groups (Ca~tel1, 1969; Catt"ell, "Coulter and Tsujioka, '1966). As a 

result, for cluster'ing purposes it would have little or no advantage over 

Euclidean distance. In fact, Rohlf and Sokal (1965) point out" that wi'thin the 

range of d"observed in numerical ta~onomic stUdies there is pract2c~lly a 

linea11 relat.i"onship between d and 1" , therefore classifications 
p 

these th'O coefficients would be nearly identical. 

based on 

MAHALANOBIS D~: ORTHOGONALITY OR IMPLICIT:WEIGHTING OF ATTRIBUTE~ 

A difference of opinion on whether it is essential for variables to be 

orthogonal leads to more options in the choice of a similarity measure. 
" 

Cattell, Coulter, and Tsuji~ka (1966) emphasize the need for variables to be 

orthogonal befor~ clustering is attempted, fbr if they are not then some 

factors receive an implicit but unknown weighting. For this reason, factor 

scores rather than test scores are recommended in computing Cattell's 1" • 

P 
Other authors (Morrison 1967; Oyerall 1964) caution against the accidental 

overweighting of some factors wheh intercorrelated variables are used to com­

pute Euclidean distance, recommending Mahalanobis' generalized distance in 

preference. 

The difference between Euolfdean and M h ~ ,a alanobis' distances can best be 

seen in matrix notation.. Let thEl indi v:idllal i be repre~en ted in m-dimensional 

1 
; 

, 
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space ,by the vectol' Xi ~he vector of differences between Xi 

and Xj on each variable may be written Xij 

Then 
I - X,· X/~i ''J: ,g 

2 "-1 1 Mahalanobi's' distance is D. , = X .. C X., where C-, is the 
~J ~J '~J 

, , 

inverse of the covariance m~.trix for, the m variables. If the original raw 

variables are orthogonal and have been standardized then C-l is a scalar 

multiple of the identity l1latrix, in which case D2 and d2 will be the same 

except for a. scaling factor. 
, 2 ' 

In effect"Mahalanobis D transfQrms the individual's scores into 

weighted versions of the ~rth6gonal ~omponenti which wo~ld be produced by ~ 

principal components analysis, then comp~tes d2 on these'components. This 

may be seen as follows.' L,et A 'be the m x m matrix containing all of the 

principal component vectors for bhe set of m vari~bl~s, and let A be the 

diagonal matrlx containing the principal component variances Ai 

t-I 0 

A, =:: ID 'i\:l.,' • 

... 
o 

,0 

() 

The covariance matsix C can be expressed as C = A /lA', and AA' = I, 

the A,' are the eigenvalues of C. (Background for this may be found in 

Overall and Klett, Applied Hultivariate Analysi~, 1972.) , 

\\ 
\1 

~ 

thus 

- ----.,--~--~-- ----~-~-- --~---- .....----~-.-------------~- ~- ~~ ----- --- -~~-~-- - ~ 

" 

, I 

-
", 

ij 

il 
I 

10 
i 
i' 
I 

I 

-

-140-

0' 

ooint out, the last components may 'be almost entirely due to erro"r of measure-

ment, so equal weighting implies that unreliable 'components ,may in effect be 

overwe~ghted. This 'is generally not a problem if the purpose is to measure .' 
differences between rela ti vely, l,8t ge groups, because such groups can be 

'expected to show negligible differences on, fact.ors which consist largely of 
" 

error. However, qifferences between individuals or small groups could be 

affected greatly by' a factor that'represents mainly measurement error. 

For the purpose of detec:ting clusters within classification analysis, 

equal weighting of the components. implies that clUsters 4n ' t ..... componen, space 

will be, stretched 'in the direction of the minor components and shrunk in the 

direction of 'the major ones. Although the number of ,clusters would not 

actually be changed, their shape and separation could change a great deal 

thereby altering the effectiveness of the various clustering methods. 

In short, the numerical ~axonomist'is faced with t~o alternatives, neither 

of which is entirely satisfactory. USing Mahalanobis D2 is 'likely to result 

in overweighting of unreliable components. ~ut using d on the original 

variables leads to a~ implici~weighting of factors associated with those 

variable§. Cronbach and Gleser, in the arti~le cited above, argue for the use 

of d rather than Mahalanobis D2, maintaini~g that d can be interpreted in a 

meaningful way even when it ,is applied to correlated variables. When the 

var.iables have been standardized eaoh is given eq.ual weight in the computation 

of dj hence a factor represented in sever-al correlated variables will receive 

extra weight. In effect, d \-ieights factors according to their representation 

in the original attribute Space. Cronbach and Gl~ser assert that often this 

weighting occurs beca~se the factor is considared especially important to the 

problem under investigation. This approach,however, requires that the ori­

ginal set of variables be chosen with gr~at care! 

I 
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EUCLIDEAN DISTANCE VS. CORRELATION: SOME STRONG OPINIONS 
, 2 

While Cattell's rand Mahalanobis' D may ~ffei improyements on d for' 
p 

some purposes, both measure, the same basic aspects of resemblance between 

0bjects that d does. Similarly, although Cohen's r eliminates one defect , c 

of'rij, it was devised to measure tho same aspects of resemblance that r ij 
'-

does. A more critical contrast between ~easures of resemblance is that 

between d and r ij themselves - the two most popuiar and fr·equent~.Y used 

measures. 

Many researchers have compa~ed the results of the two, using both natural 

and artificially generated data, and 'come up with strong and, as might be, 

'expected, opposing preferences', as aresul t. Findings on artificial data sets 

are interesting because the IIcorrect" clustering outcomes are known. 

Edelbrock (1978) compared the clustering results obtained from four different 

hierarchical methods, usin~ d and r ij on ,10 o~ Blashfield's artificial data 

sets. He found that r .. produced more ,accurate clusters than d with all , lJ 

fO\:jr of the clustering me'thods., Wi~hart (1972)' similarly examined both d and 

r ij on an artificial data set using a 'k-means algorithm and found that while 

d performed well, 'the resul ts obtained using r ij l-lere very unsatisfactory, 

leading Wishart to conclude t.ha,t its "futUre use is not recommended". It will 

be seen below that r ij MUST fa,il on 'the particular cluster configuration in 

Wishart's data set. 

Studies comparing d and r .. on real data sets have demonstrated that the 
lJ ' 

relationship betHeen similarity matrices p~CJdu'ce'd by the two measures is defi-
I, ~~', 

nitaly non-linear and that clustering resul~\,re quite different depending on 
)\ 

whi(~h similarity measure is chosen (Rohlf and Sakal, 1965; ~'1oor'e qnd Russell, 

1967; Green and Rao 1969). Since the "correct" clustering solution in using 

real data is usually unknown, the ~esults of such comparisons are often 
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confusing and require an understanqing of both the data and thesimilarlty 

measures. Sokal and Sneath (1973) cite ~he comparative studies on similarity 

coeffi,cients by Boyce (1969) on hominoid data and Sokal and Michener (1967) on 

bee data, both of which conclude with a preference for r .. and the group­
lJ 

average Qlustering method. These preferences are strongly based on these 

authors' past experience with their data. groups, not on conformity with 

externally defined criteria. 

The defects of r ij as ~ similarity measure have been pointed out per­

suasively by a number of autho~~, notably Cronbach and GIeser (1953), Cattell 

(19LI9), and Cattell, Coulter and Tsujioka (1966). It is not difficult to 

'construct artificial data sets in which clusters cannot be differentiated and 

absul;'d results al:'e produced by r ij (see Wishart 1970, Eades 1968). Yet para­

doxically, many researchers continue to find that it produces the kind of 

classifications they are looking for. Sokal and Sneath (1913), referring ,tQ 

applications in biology, recommend r .. as the most useful similarity 
, . lJ, 

" 

co~fficient, suggesting that it prdvides "the purest measure of shape of the 

commonly used resemblance measures ll •• Similar viel..rs have been expressed by 

some researchers in psychology; e.g. Cohen (1969) in proposing his revisea 

version. 

RESOLVING THE PARADOX: A BRIEF LOOK AT THE COHPONENTS OF SIMILARITY 

The disagreement described ~bove is not as ~aradoxical as it may seem. 

After all, different research purposes require focusing on different a~pects 
. 

of similarity; different features of the objects under study may be important 

for different purposes. Th~ featUres are reflected both in the choice of 

variables and i~ ~.~ choice of a similarity m~asure. 
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The measured similartty between two objects can be separated into 3 

distinct part:s, which Cronbach and Gleser refer to as shape, elevation, and 

scatter.* 
.' 

Elevation (frequently called "level") of a profile is the within-profile 

mean; that is, the mean of alL the attribute values in that profile. When 

comparing two profiles, the effect 'of a difference in elevatfon can be elimi-

nated by subtracting the respective elevations from all of the attribute 

values in'the two profiles. 

Scatter (sometimes referred to as "accentuation" or "varial,1ce ll ) of a pro-, . 

file is the within-profile standard deviati'onj Le., the standard deviation of 

the attribute values in that profile. When comparing two profiles, the effect 
" , 

of a difference in scatter can be eliminated by diviaing the attribute values 

in each pro.file by a scalar multiple of their, re~pec.ti vewi thin-profile 

standard deviations. 

Shape of a pr-ofile is the ~onfiguration of attribute values that is left 

after elevation and scatter have been removed. (Often usage of the term is 

less specific, sometimes meaning ~hat only elevation has been removed, as in 

the "Shape component of distance" described by Sokal and Sneath, 1973, and 

ascribed to Penrose, 1954.) 

Sokal and Sneath use the term "size" loosely in reference to elevation, 

scatter, or vector length, not differentiating b~tween them. Elevation and 

scatter taken together represent fairly ~ell the intuitive idea of the 

physica~ size of an object. ~ possible' analogy in studies of social deviance 

or psychopathology might be the "seriousness" of the disorder. 

*Other ways of dividing similarit.y into components ar-e quite possible; 
however, this particular approach is the most useful for descr-ibing the effect' 
of the correlation coefficient.' 
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~eturning to the issue of co~paring d and r ij , their- differences can be 

described in the above. tepms. Euclidean distance lumps shape, elevation, and. 

scatter together in a single measur-~ of overall dissimilarity between two 

objects, ot" profiles. ' If the relative "size" difference between two objects 

is great, then similarity in shape may be virtually unrecogn,izable. If the 

purpose of the r-esearch is something akin to gr-ouping the mouse and the 

peccary tokether in a clUster called "podents" then 'there is good reason to 

attempt to reduce the impact of size-on the comparison. Otherwise the mouse 
- ' , 

might seem more closely related t~ the frog! The impact'of size can be 

~educed by choosing var-iables in· the form of ratjos, however, to eliminate as 

much corr-elation between variables as possible (Rohlf and Sokal, 1965). ~or 

example, le~ length dould be exgressed as a pr-opdrtion of total body length. 

The correlation coefficient totally eliminates elevation and scatter from 

the comparison of objects. A look' ac the equation for computing r .. will 
~J 

demonstrate this. When m=the number of vapiables, the correl~tion between 

points i and j is 
, \ 

L_ ~'diVides/y scatter 

I 

, ' 

An interesting difference of opinion has arisen in; psychology over whether 

size e(fects shOUld be eliminated, Cohen (1969) argu~s that differences in 

.. 
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" 
elevation should not contribute to a measure of profile similarity, saying 

" ••. unless correlations between elements are posi ti ve and non-tl'i vial, no 

meaning can be ,attached to ~ difference in'level. Thus, a level difference 

would have'meaning for intelligance subtests, but not for the subscales of a 

comprehensive personality test' (such as the 16P.F)." But Cattell (1969), who 

in fact developed ,the 16PF test, attacks the correlation coefficient 

specifically because it compares only the shape of two profiles and ignores 

'elevation and scatter. He deliberately devised a similarity measure based on 

d2 which combines shape, elevation, ,and scatter, and has used it ex~ensively 

to measure the similarity between two individuals on the 16PF personality 

factors. 

A novel comparison between numerical measures of similarity and the more 

subjective assessments of similarity by human" experts Has reported by ~UldOO~ 

and Ray in 1958. It may help to explain the popularity of r ij amon~ 

psychologists. Similarity rankings of 20 profiles ,based on 'temperament scales 

Here obtained using 6 different n~meric similarity measures and the opinions 

of 11 blinical psychologists. ~ Th~ rankings obtained from these 17 sources 

were correlated by the rank-order technique and factor analyzed. Eight of the 

11 psychologists agreed closely with that similarity coefficient which 

measured only shape, eliminating elevation and scatter. Although the 

agreement was not perfect, shape of the profile was the maln determining 
. 

factor in the psychologists' assessments'of similarity. It is interesting to 

note that the other 3 psychologists produced ranicings quite different from the 

8 wh~ emphasized shape •. The clinician who toqk the longest time to 'rank the 

profiles had a factor structure practically identical to Euclidean distance 

(represented in this experiment as Osgood's D). 
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" 
SOME COMMENTS ON CORRELATION 

If the redearcher determines that shape really is the key feature of 

similarity for ,his or her e1(perimental purpose, then it is stUl appropriate 

to be aware of the errors that, may be introduced, and the clusters that may be 

overlooked, by using the cOr'relation coeff.icien.t. Many of the defects of 

r'ij have been discussed in detail in the classic article by Cronbach and 

Gleser (1953) and will not be r'eiterated her'e. Rather, we pr'opose to 

re-examine some of the mathematical properties of r ij , and their application 

to specific examples. I,. 

It helps to ask first which objects will be called "identical ll by a 

similarity measure. Under Euclid~an distance, two profiles are identical 
I • 

(that is, d = 0) only if their measurement ?n every variable is the, same, i.e. 

xik = Xjk for k = 1, .•. m. Under correlation', the v13.1ue r
ij 

= 1 

indicates "perfect similarity" I Le. that the profiles i and j are identical 

for the pUr'poses of the research. We will look at the conditions under which 
" , 

represent the vector of scores in pr'ofil~ i. 

A linea~ transformation of a vector X is written Y = aX + bI 
. (~. , 

where a and b are scala~ constants and I is tpe unit vector containing all l's. 

Suppose that tbe vector' Xj is a linear transformation of the vector 

Xi' Then Xj = aXi + bI for some constants a ,' b, and the vector Xj 

; 

, 
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Furthermore, the elevation of the vp.ctor Xj may be written 

X{ :::: ~, ~ X'ik. '::;" *, i; (a.x/+-b)'~ ~ ~ Xt'K -I- b ::: a. Xl' +- b., 

The correlation between Xi land Xj will be 

r, ' 
l'J -

-

'- z.. (X/It. -X':)(Xil<.-~') 
J z.(X"/I.-R:.)-;:: t..(X1'K.-Xf);'~ 

z. (X/I< - X /j (a. X/I<. + h - t1.: J?;' ,- b) 

'J~ .(;~'~:Z)2- ~&XI'~~h':'tJ~-=04 . ' 

~ ~(XI'K. _xj2. 
.::: -... -
~~{~ (Xtx.·-x"YY-

a.- :> 0 

tL<O 

Thus any linear transforma~ion of the vector X such that a >0 will 

correlate perfectly with X. Furthermore, any linear transformation ,of X .such 

that a < 0 will have perfect negativ! correlation with X and hence is 
I: 

considered by r ij to be the. diametrical op~osite of X • 

In the equation X. = aX. + bI (a > 0), the scalar b represents the 
J ~ 

difference in elevation between profiles i and j, and the scalar a represents' 

the relative scatter of profiles .i and j. 
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The four prof.iles shown in Fi~ure I all correlate perfectly~ r I 
ij = 

for' each pai~. They have idel}tical "shape" as j'udged by t~e correlation 

coefficient. !Incidentally, Xl and X2 differ only in elevation; X
2 

and 

X3 differ only in scatter.) 
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FIGURE II 

- ( ir ,~. -.:.. -~) 
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correlates perfectly Hith all of the profiles in Pr'ofile X5 in Figure II 

Figure I, but is diametrically dppesed to profile X6: 1"56 : -1. Thus 

X are both small in "size" they have opposite shapes. althoug? X5 and 6 . . 

tt h all their size became, That ·This Hould continue to hold, no ma er ow sm 

I X =-L X then 1"78 : -1, so these t\.[o is, if X7 = 10'0 . and Xa : 10'0 , 
'bly be from the perspective of profiles are as different as th~y can poss~ 

When the scatter of a profile'becomes close to zero, it is quite 

fo'" the e'''''ror of measurement to blot out whateve.r slight amount of possible. • 

d ' II'hapel! based.on error alone. Assignment to shape is present, pro uc~ng a s 

. 1 for such cases, and yet they will not be clusters would clearly be ~ean~ng ess 

test or unless the scatter is precisely detected unless there is some special 

zero (in which case 1",. cannot be computed). If such a sit.uation is litcely 
~J 

th'en a p"'ovision should be included t.o remove pr'ofiles to arise in the data, • 

which are nearly flat (perhaps assigning them to a cluster of their own, or 

declaring them "outliers"). 
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A practical (somewhat facetiou~) example will inqicate that r
ij 

may be 

appropriate if one is primarily interested in grouping individuals by ~'and 

not. by. £!.egree. Consider> the following (abbreviated) questionnair:e: 

Reseonses How many times in the last 
year h~ve you done the 
folloHing? . • 

. Person A Person B Person C Person D 

1. S.nuck into ,1 mOVie theatre o 
2. Stolen a car '1 ' 

3. Robbed a little old lady o 

"Conclusions based on correlations: 

o 

18 

o 

1, • 

o 

o 

3 

2, 

2 

(1) Persons A and B oorrelate perfectly: r
AB 

~ 1. We can cluster them into 

a group called "car thieves". 

(2) 1/2 and r BC ': ~ l/2~ So both person'A and petson B must be 
, 

quite different from person C, and to the identical exhent. 

(1) reD = 1, so person ~ is e~actly lik~ person Dl (We admit that in prac
u 

tice, HUh a large number of variables, it would 'be an extremely unusual 

coincidence to get a match like this, however.) 

It is apparent that r ij will s?parate the "specialists" like person B from 

the "~eneralists" like person D. It Hiil also separate each of the 

"speCialists" into an appropriate category, perhaps creating groups of 

specialties that tend to go together. Such groupings could. be usefu~ in 

classiryin~ crimes, but leave much to be desired Hhere classification of 

individu~13 is conoerned. (It should be noted that standardizing the 
. ~ '7 

variables in the above example "lQuld oonsidera,bly ~L'Cer the shapes of the 

profiles and allow r ij to recognize some differ'ence between persons C and 

D. Xt is generall!1 o.gNHld th:lt variables should ai'tr.ays be standardized before 
Ii 

u~j~.ng r
ij

.) 

..-"t _~ __ . _____ ~ ______ ~ _______ ~~~_~_~ ______ ~ 

I 
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Thel~e are other pi tfalls tha t ,·the User of r ij should be on gUi'l.1~d 

against. Wishart's 'artificial . data set, referre.d to above, is an extreme 

example. His data set, depic~ed in Figu~e III, involved only two variables. 

It can easily be shown that' if m = 2 then r ij has onl~ t~,o possible values: 

+ 
r., = 1. Therefore only t~o .distinct clusters can be found. lJ -. 

Furthermore, they will always partitio~ the space along the lil\:'3 y=x (barring 

minor deviations cqused by the clustering method).* 

The effect is less blatantly obvious when m > 2, but it still exists. 

Cronbach and Glaser argue that .the removal of elevation and scatt.er 
'" 

\. 

effectively reduces the dimensionality of the space by 2.' The effect on 

points near the ocigin when scatter is removed is particularly importa~t. All 

points are projected onto art (m-l)-dimension3.1 hYl'ersphere of radius 1, as 

depicted in Figure IV. Therefor~, ~ cluste~ centered at the origi~ could not 
)~ to • • 

be detected' using r ... {("'there is a cluster at' the Qrigirf representing a ' 
lJ l~~, I 

randQ(!l sample from somel pOPula~~on then there will be small random differences 

be tween tile poin ts, ~c h coul d . take on all post"b 1 e P"O fil e s hap es • The 

points will be sep{fated by r, . according to t~~se infinitesimal ",l~andom 
(( \... J:'J 
shapes. . \~ 

%10 
" m=2 

Figure III 

J II 
( I. ~. I , . 

m > 2 
Figure' IV 

• 

ILJifThe partition of a 2-dimensional space into two clusters reflects th~ 
fa~ that i( m=2 the profile 'diagram can ha"bonly two possible IIshapes ft (not 
counting the" completely flat; p~ofile): 
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This can be taken one step fur'ther, for when elevation is removed clusters 

having a mean,of the form X = p'I = (b, b, ..• , b) will all be pt'ojected 

together into a single cluster with centep .. at the Qrigin. These clusters also 

will be broken up according to random profile shapes. . 

Any cluster of nearly flat· profiles, ~hen, .Will be split up by r ij on 

the basis of randomJi: deviations and' 'measurement errol's. If su'ch clusters are 
. )j -

likely to occur in:Che data, we sUggest that they should be removed by 

preliminary processing. 

, 
DISTANCE VERSUS CORRELATION COEFFICIENT: THE t POINTS ... IN··SPACE' MODEL VERSUS 
PROFILE SHAPE~ 

Clusters which appear v&rY compa.ct, and well-separated, both to t.he eye and 
\\ . 

to the Euclidean distance measure, may not appear so at all when compared by 

the correlation coefficient. LikeWise, r., may c,lea.rly find two clusters on . . lJ 

the basis of profile s~ape which would look like one cluster if the. data could 

be viewed as points in space. : 

These two similarity coefficients offer two distinct models. ~uclidean 

distance dr/represents a "position ,in space" model; the correlation coefficient 

r .. repr'esents a "shape of prof,ile"model. The model to be used must· be :J..J 

based on the purpose of the research. 

OTHER ~lAYS OF MEASURING "SHAPE" 

J 
Although the correlation coefficient is the most commonly used measure of 

space, others have been u~ed wiih some ~uccess. Tw0 1 in particular, may 'be 

useful when a flshape of profilE!11 model of similari t'y is needed. 
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Shap,e compone~t of distance (Penrose, 1954) 
Cl.. 

f 
r'~ l, 1['" . J2. =, M ~ (XI'/( - X.jk) - '-ht i. £ (XI'K - x.'-;l<.) 

K-/ ,'I 1<./", 

=-'-
1"1. 

eaoh point.) 

This is equivalent to 11m times the Euclid~an distance between pOints i and j 

after elevation has been subtracted from each of the points. 

2. Cosine l or normalized vector product (Sokal and Sneath, 1973; Boyce, 

1965, 1969) 
I" 

/'1\ 

c-&-<!.. ~ii = ~~ X,il{ XjK 

J (~~"~)(i,·Xi~ 

. --:; 

This is similar to the ~orrelatiQn 

is .!22i subtracted from the pOints,' 

~divides by vector length) 

coe'fficient' 'I" •• except that elevat,l.· on 
J.J 

e:i,j is the angle bet'l.;een the 

vectors from th~ origin to points.' i and j. 
. 

Profiles i and j have 11 similar 
I) 

shape", as measured by the cosine, if thei~ I • ,va ues on all of the variables 

are in nearly "the same propo"'tJ.' on. "S' II f' _ _ ' . J.ze 0 a profile is here 

represented by the vector length, and the ,"shape" is what is left after 

vector length has been ~moved. 
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CHAPTER 8 

EMPIRICAL COMPARISONS OF SEVERAL SIMIL~ITY COEF~ICIENTS 
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" 

'PURPOSE 

Some measure of resemblance is essential in every cla$sification method. 

This Tach can be overlooked if 'a 'resemblance measure is' built into the clus-

tering algorithm so that no choice ~s offe~ed to the user. For example, some 

iterative (k-means' type) techniques treat the objects to be cluster'ed as 

points in ~-dimensional Euclidean space and attempt to minimize the Euclidean 

distance d from the pOints of a cluster to its centr'oid--d is implicitly used 

as the similarity ~oefficient. 

Many coefficients besides Euclidean distance have been tried, however, and 

the choice of similarity measure oan p.rofoundly affe~'t the clusters Hhich 

result. In fact, some compa~isons have indicated that the choice of simi-

'" . ~ . larity coefficient makes mor~ difference than the' choice of clustering method 

in the clustal"s found' (Edelbrock 1978; Moore and Russell 1967). It cO'1.ld be 
.. ,. -::-/ 

aegued, as SOkal and Sneath (1973) point out, that. 

"Different coefficients should lead to dtfferent taxonomic structures, for 
it can be ~hownthat diffe·rent. coefficients estimate different aspects of 
the taxonomic relationship." 

Therefore, before comparing clustering algorithms, we propose to look at the 

resemblance measures upon which they are based. 

lvIETHOD 

Using three small d~ti sets with quite different characteristics, we have 
o fl • 

I";!ompared. the simiV3.rHy :ua trices produced by ten similarity coeffjl,cien ts. The 

Pearson product-moment correlation between each p,air of similari ty matrices 

was computed in a search for similarit~ measures Which are linearly related, 

or nearly 30, 'and can therefore be expected to produce clustet'1ngs i which would 

, . 
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" 
be very nearly t,he same. Addi tiona,lly, since some clus tel" algorithms (e. g. 

Single and complete link) deal only with'the rank-order and not the magnitude 

of similari ties I the Spearman rank-order' cOl~relation between pairs of simi-. , 

larity matrices Has computed., . If two simil.arity coefficients have a 

rank-order correlation of +1,'0 then, for ' examp.le, a complete-link 

. 
clustering based on them would be identical. One might expect, although it 

remains to be tested, that a high rank-order correlation (above .95, say) 

between similarity matrice~ would lea~ to similar clUsters u~ing oth~r hie~a~-
chical clustering techniques a$ well. 

All ten of the similarity coefficients were used on standardized 

variables. In addition, to see the effect of'standar'dization upon similarity, 

we have included in the comparison Similarity matrices for six of the coeffi-

ciants computed on unstandardized data. 

Similarity Co~fficients 
. " 

Criminological data is primarily ordinal or interval-levelj therefore, 

similarity measUres intended exc'lusively for binary or qualitative data have 

not been considered in this study. Most of the coefficients selected for 

comparison are intended for quantitative variablE~s only. However, for cases 

in which a fel-l qualitative var,iables must be combine.d Hith the quantitative 

ones, a general coefficient Hhich provides for both types may be useful. 

Therefore we have includ~d GOI-ler I s general similari ty coefficient in our 

comparison (although only the part of it which deals with quantitative data 

could be compared with our other coefficients). 

The poefficients indicated below were used. ~/tfi; ~~ations, m=number of 

variables or characteristics, x' k = value of object i on variable k. All . ~ 

sums are from k = 1 to m. References to Sokal and Sneath are from their 1973 

text. , 



( , 

( . 

( , 

, I 

( 

I~ 

.. 

<:,1 

I 
I ~ 

~C Ii 
0-, 

-159-

Standardized data 

Sl. Euclidean distance squared: 

S2. 

S3. 

'S5. 

s6. 

s8. 

S9. 

(Sokal and Sneath, p. 124) 

Q-correlation: 

(Sokal and Sneath, pp. 

Cattell's r' . 
p' 

Where d, ,
2 

is the squared 'Euclidean distance betw"een points 
~J 

i and j, and JL 2 is the median Chi-square value for m degrees m 
of freedom. 

(Cattell, 1949 and 1969; Sakal and Sneath, p. l2~) 

Dot ,Product: 

(Orloci, 1966) 

Cosin~, or' nOr'malized ve,cto!" product: 

(Sakal and Sneath, p. 172) 

Shape component of distance: 
, 'I ).. 

'~'~(ii) = * ~(Xl'~-X;,y" - Clit 2..(X,~ -xtJ] 
::: * 2.. [( X/~ -x/) - (XJ'K - '\;J )] 2., 

(Sakal and Sneath, p. 170) 
," 

Disper'sion, or Q-covarianQe: 

(Or100i, 1966) 
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: . 
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" 

S12. Gower's general coefficient (computed for quantitative data only in 

this exp~riment): S' - -L S; (i 'I XI:/( - x 1'1< \' ) 
G-Ci'il - 111 ~, ,- Ra-..d~ (k) 

" 

Where range (k) = range of variable k 

(Gower I 1971 j Sakal and Sneat~" pp. 1'35-1315) 

S13. City block mett"ic: d£!B(lj,)::::£.1 Xi/(-Xire./ 

(Sakal and Sneath, p. 125) 

8l5. Euclidean distance: d 'i ~ J z.. (XiK - Xa"-)''' 
(Sokai and Sneath, p. 124) " 

Unstandardized data 

U1. Euclidean distance squared 

U2. Q-corr~lation 

U8. Shape component of distance 

U12. Gower's general coefficien,t 

U13. City block metric 

U15. Euclidean distance 

' .. , 

Coefficients 112, 5, 6, anel 9 are "angular" measures based on the scalar 
,\ IJ 
\\ 

product (or dot product) of two vectors: \ 

, '\ 
Xi • Xi" '" J.Xi/i Xii u-a. e \ 

where e is the angle between the two vectors at ~he o~~gin. 
1\ 

The above 
\', equation expressed in term's of the componpnts of the ve~ltors is 

~ X '< !(~ l.)(~~)..J J /"\ 

These COOffiCiO:. C~:- :e

k 

.~r:ng: ~:fecte~i:~ a :~a\: in the origin. 
They at'Q based 'on the cosine of the angle betwl2en two vee ors fr-om the origin, 

and of cour'se the location of the odgin,determines that ngle. Gener'a1ly, it 

_______ ...;.. ________________________ I~_-""' ___ ----------~"""'-----~~-

, 
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has been repommended that data .be centered at the orig~n before using such 

. coefficients, either by standardizing the' variabies (Rohlf and Sokal; Sakal 

and Sneath) or by subtracting the mean'· for each variable (Orloci, 1966). 

Several pairs of coefficients differ only in whether elevation (within­

profile mean) is subtracted from the points. The shape component of distance 

is the same as squared Euclidean distance,computed after the elevation has 

been l'emoved from each point (S8 and Slj 'U8 and U1). Similarly, Q-covariance 

is the same as dot product with elevation subtracted (S9 and S5) and 

Q-corl"'31ation is the same .. as coshie with elevation subtracted (S2 and S6). 

Hence '\<1f~ can expect that these pa:L~s of similarity matrices would be highly 

~orrelated whenever the points of a data set have elevations near zero. In 

practia~ this may happen rather frequently when the number of variables is 

large Imd data has b.een standardized since high values in one Variable may be 

balanced by low values in ?~her~. ~ohlf and Sakal (1965) checked this in 

their data on species of bees and mosquitoes and foun.d that the observed 
•• <t ," 

wi thin-profile means, afte'I' vari·ables hC?4d been standardized, were very close 

" to zero. 

Data Sets 

Three data sets were used, t\-10 of them artificall~r generated, the third 

randomly selected from a nationwide study of ~elf-reported delinquent behavior 
q 

among adolescents. The data sets were -kept to a size of 60 p'oints or less to 

-conserve computer time and space. 

Data set M consists of 55 pOints measured on ~ uncorrelated variablos. 

These were randomly generated in the form of tl'lO mUltivariate normal clusters, 

one more compact than the other, plus a third group of uniformly distributed 

pOints to simulate "noise" in the data. The two clusters wer,; centered at (0, 

0, 0, 0) and (-3, 3, -3, 3), and the uniformly distributed nOise was centered 

() 

----------------------~----------------I----------------------------------------, ., .. ' 

I· 

f • 

I, 
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at (-2, 2, ... 2, 2). Hence the ~wer·ag.£ elevation for points was re1atively low 

b?th before and after standardization. The ranges of the variables did-not 

differ mUCh, the smallest being 9~02, the larges~ 11.46. Standardization 

therefore would not be expected to have much ~ffect on the configuration of 

points. 

Dati set N consists of 60 points measured on 4 uncorrelated variables. 

These also were randomly generated in the form of two multivariate normal 

clusters • In this set I howe.ver, t'h'e 01 usters- were centered at (2, 20, 20, 50) 

and (5, 40, 20, 200) so that many points would have large elevations !joth 

. before and after .standardization. Furthermol'e I the ranges of the variables 

diffe~ed greatly, from 6.S for variable 1 to a range of 490.7 for vaI'iable 4. 

Hence standardization could be: eJ:'pected to ~")hange the measurement scale 

drastically and make a great elea1 of diffeI'ence in computed distances between 

paints. 

Data set R, the only '!real" data in this experiment, contains information 

on 60 ,teenagers drawn at random frol1! a nationwide probability sample of 

American families whicb was collected in 1977.* The variables are self-

reported ~evels of participation in 38 delinquent behaviors measured on a 

.., 

scale of 1 to 9, where 1 = nev~r and 9 =·more than once a day. Like much data 

on deviance, the distribution of the variables is highly skewed. Ranges of 

the variables diffe~ from 1 to 8. Additionally, a number of comp~etely flat 

profiles (all responses = 1) occur in the sample. 

*In research conducted by D. S. Elliott, Behavioral Research Institute, 
Boulder, CO, under grant lI5 R 01 /-1H27552-1 from the ~lational Institute of 
Mental Health. 
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RESULTS 

. Correlations between the similarity matrices _ for each of the data sets are 

shown in Tables 1-6. Pearson correlations lrxy\ ~ .95 have been underlined, 

for at that level I' xy ~ > . go, . implying that over 90% of the variance in 

one similarj.ty coefficient corresponds to variance in the o'ther. With such 

correspondenc-s, any clustering algorithm might be t d t ' expec,e 0 g~ve very 

similar results for either similarity coefficient and hence the choice of 

clustering method becomes much 'mor~ "important 'than the choice of coefficient. 
.~ I 

In a later development of this ~ork \ole plan to examine ~hether this assumption 

,holds true, by subjecting selected matrices to cluste~ analysis 

Perfectly correlated similarity coefficients. 

The few. perfect corr.elatioq3 ,(,~l.O) that were found can be shown to . 

be true·for all data sets, not just the onel? tested here. A linear corre-
. -

laUon of 1" xy = 1.0 was found ~et\oleen Gower's coeffici(';!nt for standardized 
' .. 

and unstandardized data. It can easily be shown that Gower's coefficient is 

algebraically identical for s-candard~zed and unstandardized data; in a' serise, 

division by ~he range takes the place of standardization~ Thus standardizing 

the variaQles has no effect on Gower's coefficien t and hereafter;, we will not 

specify whether data has been .s;tandardized in reference~o this coefficient. 

Perfect rank-order corre,f~t.ion <I' s= ~ 1.0) was found betwee~ 

C:ttell's I' p and Euclidean distan~e (both d and d
2

). This mean,~t'hese 

coefficiellt. a"e jOintly monotonic and would p"oduce identical ~\luste" "esuHs 

when used with a clustering algorithm that considers only the or_e1" of simi~ 
\\ 

laritie3, such as single or complete lini", Of c 1 t ' ~ ourse, a c us er~ng algorithm 

which uses the si~ilarities in arithmetic computations may not give the same 
"'-_. 

(iresuI~ unless there is a strong linear relationship as well. Looking at the 

.. ,. 
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Pearson (~inear) correlation between d d . rp an we f~n~ it to be greater than 

.95 for all thr,ee data sets. That this 'relationship will ,hold for all data 

sets oan be verified by plo,tting I' p as a function of d. Wi thin the exp.ilcted 

range of standardized data I r' is nearly- a li~ear- function of d. So we can 
p I' 

expect clustel"ing resul ts to be quite similar '\t:.<?r these tHo similarity 

ooeffj.cients for ~nJ.. ~lustering algol"ith!ll', 

Other highly correlated coefficients. 

Other relationships are, more dependent on the data set being used. Data 

set H produced many highly correlated similarity 'matr-ices. In particular the 

close relationships between Q-correlation and cosine (S2 and s6), dot prQduct 

and Q-covariance (S5 and S9)" ,and d2 and shape component of distance (Sl 

and S8,' Ul and U8) can be tt' b t d t a r~ u e 0 the relatively low elevation of points 

in this data set •. These re~ationships disappear in data set N wher-e the 

points have high elevations, ex-oept for the surpri~inglY high correlation· 

between Ul and U8. We a~e(~)-~'ble to exp~ain 'the latter relationship 

theoretically and suspect it reflect,s a quirk in this partiQulal' data set 

since a somewhat lower correl~tion between Ul and u8 was,found in data set R 

~,\ where the elevation of the unstandardized data is more moderate. 

Several other pairs of similarity matrices are highly correlated for data 

set M but not for data set N:. Sl and Ul, sa and U8, and S13 and ·U13. These 

all demonstrate the effect that. standardizatIon of variables can have on the 
C) 

compu ted similari ties, since each pair invol ves a single dfs tance coefficien t 

(Eucl~\an, Shape Component, and City Block, respectively) measured on 
=-~~_/ 
sta~ardized and unstandardized versions of" t:~e' data set. In set M Hhere 

variances were similar to ~egin with, standard·ization made little dif,fel'ence. 
i) 

o 

(0 

, 
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But in set N where variabces differed by a factor of 80, standardization made 

a great difference ~n the computed dist~nces betweeri points, f~bs some clus­

ter~ng algorithms cO!lld be ,e:::cpec~ed to produce orofoundly different results 
•• 1- \ 

"depending upon whet,her the data is standardized I;?l'> not. 
,.;,,- \ 

Some: rS1 o}ionships fire s,trongly evident (i:n all t.hree data sets, even 

though the ~'~r~eJ:at.;loas are not perfect.. TIre city block ~~riccor'rela'l;ies 
higql~r (rXY > .96) with Euclidean ~ist'ance for all three data ~~ts, when 

standal~dizati~n or non-standardization is held constant. Furthermore, Gowe~' s o 

coeffici~nt correlates very highly ~rXy -> .98) with the city block metric 

used on standardized data for all of the data sets. Indeed it now a:ppeavs 

that for standardized data, 3'of our similarity coefficients are so closely 
!.I , 

relate!,J to unsquared Euclidean distance as to be (nearly) interchangeable: 

Cattell's r , Gower,~1 coefficient, and the city block metric. p' , 
, , 

Coefficients which are distinctly different. 
, . 

The only coe.fficien t based on distance which sometimes appears' to measure 
. . .' ". 

something genuinely difiez:e~,t 'from Euclidean is the shape cofuponent (cOGf­

ficient,:::://8). The only occasion to .prefer it over Euclidean distance \'lOuld, be 

~whek4 the elevati~n of some pOints is large and \here are theoretical reasons 

fot" removing elevation from the study (for 'example, a desire to remove 

"overall s:i,.ze ll effects from the var:i.:ables). 

The angular coefficients SAm" mu~h le83 'consisterlt resul ts than do those 

based on distance. It is olear that they are not linearly' or monoto'n.lc:;J.lly 

related to the distance measures, or even to each other e:<c~wt in certain. 
Ii 

~:pecial cases. However, Q-correlation and"cosine (S2 and 36) tlill be very 

much alike when the elevation of the points is low. This can' be seen in both 

data sets M and R. 
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The dot product (S5) and Q-covariance (S9) have seldom been used in 

applied cluster analytic studies and are difficult to interpret geornetr'i'2. 

cally. I!They were prop<;>sed by Rrloci (1966) a!3 an improvement on the cqrrela-
I;' 

tion c'oefficient when using Q-type principal components analysis as an ordina-

tion technique. They wef'e included in tpe present study to see whether they 

woulf$ show any relationship to Q-correlation and cosine, but since they did 

not we will not pursue them further. 

Standardization of var±abl~s' in relati-on to Similarity assessment. 

The primary effects of ~tandardization are to: r'" IJ 

a) mOY,e the origin to the centroid of the data set, and 

b) change the scales of measurement to give all variables t(,pe 
~ \ 

same variance.: 

,Influences of transformation of the origin. This will make no difference 

--
in the various coeffic'rents Which are based on distances -- all are invariant 

',. 

under l:inear transformation. The angular measures, on. the other hand I can' be 

greatly\a ffec ted. In particular,,\ the O-correlation and cosi~\re coe'ffidients 
'\\'-" ~ 

cannoe detect a clUster which is centered at the origin because
f 

in effect, 

they project all points onto,a unit hYDersphere 'centered at the origin, losing 
.. 

all information about prQ,ximity to the origin. So if the~ raw data contai,ns a 

(\\ ; 

cluster surrounding the initial origin, then standardi-·.lation may improve the 

si tuation by mo'dng the origin away from ·the cluster. This i~ the case in our 

'data~et cMwher~. the dit.ferer;i'b<:l between st.andapdized and unstandardi'zed ver-

sions of Q-correlation (32 and U2) is obvious - their linear correlation i3 

only I" = .447, their rank-order corre~~tion only .471. xy , Conversely, if the 
\~-. 

contains a ciuster ;urrounting the grand centroid, 

event in social science daJa, then standardization would make it 

r?~ data certainly a 

possible 

impossible to detect that cluster in one piece. 
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.' 

;n us~ng Q-correlation shows up in our real data A particular 'difficulty ~ ~ 
, , 

set,(R). This coefficient i~'undefined (or completely flat profiles -- cases 

which,have th~same score 0n everyvariabie. While unstandardized measure­

menta are often based on an absolute scale, standardized scores ar~ measured 

relati ve to, other members of the data set' and are muc,h less likely to produce 

flat profiles. Of the 60 teenagers in set R, 9 answered "never" to all of the 
~, 

, ' 

delinquent behaviors, thus had profiles containing all lIs. 
,\ . 

For' unstandar-

dized variables, the.n, it was impossible to compute similarities for these 9 

cases. But once the variables',Here standardized the profiles 'were. no longer 

flat, hence si)llilar~ ties could be computed. 

Influence of changes in scale of measur~. This affects both the shap~ 

-') 
aJ~~~eparation of clusters. ~le ,have seen in data set N that the c,hange in 

. t '1 affe·ct th'e similari ty coefn..;: scale produced, by standaPEiz~~ti0n "can s rong y . ' 

cients based on distance. Similar ~ffects can be seen I to a lesse'r"~xtent I in 
~ 

/~ ) There' all variables, have q. potential score from 1 to 9 ou~real data set (R • , 
1\ 

, f 1 to 2 Thus, after standalrdization, an but some in actuality 00.1; vary, rom '. \ 
J' I 

V " . ht· the extreme value of 8 or 9 in one variable will receive the same welg J.~ 

, as a value of 2 in ;another variable. Change of scale will distance measures 

Halter the angular similarity measures as ,well. It will be worthwhile to 

consider how these ch~ges may affect the d(;.l1lstering\pl"ocess. 
o 

" 
Af'cer standardization, clusters viewed as masses of points in space will 

Thus a be stretched in 'Some dimensions and compressed in other dimensions. 

spherical cluster may be stretched into a cigar-shape or compressed intq,\\a 

pan,cake. Likewise, a cigar-st{dped cluster might be squashed into 'something 
. 0 ~ 

more closely res~~bling a sphere. Such changes in the shapes of the clusters 

may profoundly affect the perfor'Ulance of some clustering methods. For' 
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example, certain clustering metho,ds are strongly biased toward spherical 
. . 

clusters, e.g. the iterative method~ which strive to minimize trace W, or 

Wat'd',s minimum variance method. Wishart (1969). criticizes the minimum 

variance techniqut:: for this 'r'eason, pointing out: that the introduction of an 

i'rrelevant variable 'will ~tretch spheres into ellipsoids when data is stan­

dardized (see Figure I), yet it may not be possible to determine in advance 

which variables are relevant. An example of the difficulty one c1~stering 
, . 

method has in correctly i~entifying parallel ellipses is provided by Everitt 

',,' 

I 

100 
Before standardization After' staridardization 

FIGURE I 

= 

',(1974). He found that· a k-m~ans 'algori thm minimizing trace W pa~titioned two 
t., 

parallel elliptical clusters "crosswise" into two ciusters that were more 
<i 

nearly circula~ - each containing about half of each of the or~lnal clOs­

ters. In the comparison of plustering methods in later chapters, we will 

begin to assess the ability' of va'rious clustering methods to properly detect 

ellipsoidal clusters. 

The "stretching"' effect may not be extreme enough in ·the real ~ata set R 

to have a significant impact on clustering, Qowever, for our experiment shows 

linear correlations above .9 between sta~dardized and unstandardized versions 
,,' 2 

for both d and city block. This can be co~trasted ~i€h the much more 
C5 

extr'eme differences in range in data set N I where correlation between stan'"* . 

dardized and unstandar~ized ver~ions of d2 ~as only .54. 
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Certainly resemblance measures and the resulting clusters should be inde-
);1 ' 

,pendent of the units of measurement of the variables. Most researchers recom~' 

mend, standardizing as a means to, achieve this ~e.g. Cattell, 1949; Rohlf and 

Sakal, 1965). Sokal and Sneath (1973) point out that no profile element 

should be allowed to assume excessive weight thereby dominating the resem-

blance measure. They suggest various scaling methods to bring the variables 
. \\ 

into a reasonable balance and recommend standardizing quantitative variables 

so that the variance in each is 'g'iven equal. weight in t.he resemblance measure~ 

mente But they point out some potential problems, notably that a variable 

with extremely small variance may be reflecting mostly measurement error which 

would then be given equal weight with the genuine differences expressed by 
,C 

other variajijles. 
-!/ 

'CONGUSIONS 

Throughout numerical taxonomy, Euclidean distance d an~ Q-correlation· 

,1". , are by far the most commonly used resemblance measures for continuous' 
l.J 

" quantitative data. Thus any comparison of clustering methods should include 

those two coefficients: Our experiment suggests that 'there would be no 

'advantage in using Cattell's 1" p or· the city' block metric becaUse they 

measu;e virtually the sa~le features of resemblance as d. Gower's coefficient 

II does not differ greatly from d, either. It suffers as "well from the fact that 

division by the range takes the place of standardization and the range is much 

more subject to measurement error, being based on unly two points, than is the 

standard deviation. Yet Gower~s coefficien~ differs a meahs for combitilng 
II '-, 

F 

qualitative and quantitative yariables in one :!analysis. For, this reason we 
• ff 'i 

retain' it for further stud~. j t, 
Th~ two l"emai~::ing cients I cosins; add' shape' component of distance, do 

aspects of resemblance thim ~ijpari~ d. 
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, Q-cOl~relation subtracts the elevation from the points and cosine does not; the 

shape component subtracts elevatipn from the paints while Euolidean distance 
.. ';:-

does not • Thus in both cases di.ffer~nces will only shp~t':up in data sets where 

elev:ation of points is considerably different from z~et'c,~ ~s in data set N. 

This becomes less likely i'lhen there is a large n~unb,er of' variables and data is 

standa:rdized. 

Both the cosine and the shape component have been proposed as measu~es of 

,similarity between "shapes of profi1~sl!. The s'hape component takes on a value 

~f Z81'O, indicating identical "shapl~I~Qniy if ttl\',! differen'Ci~ between two 

objects is constant for all of the vro~~~bles, as in FigUr~ IL ,",1 

object i 

object j 

\'; 

" 

Object i and j have the same "shape component ll but different 
elevations. . ' 

FIGURE II 

However, researcheri interested 'in comparin~ shape~ are more'likely to want to 

measure similarity ~n proportions; rather tha~ a constant ~ifference. Rohlf 

and Sokal(1.965) and Boyce' (1'964,19'65) both found that Q-correlaticm was the 

better measure of their concept of similarity in shape. 

The cosine I on the other hand 
'," ,) takes 4 value of 1 indicating perfect 

simila.rity whertYtJo objects have .exact~.,y\~thi';:, same proportions. A 'd' t . ccor ~ng,? 

Sokal and ~ncatb) Boyce (l965"ig69) found that the cosine performs well as a' 
~~ 

measure of similarity in proportiQn. 
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The ,purpose of the research should determine which similarit~ measure is 

chosen. If a·ll aspects of similarity are to be included, in the compar-ison 

t~en Euclidean dis~ance is a logical choice because it is easy to understand 

and interpret geometrically.' Overemphasis on size can be reduced by appro­

priate'scalin~ of the variables or by expressing some variables in the forms 

of ratios. If the purpose of the 'research is to compare proportions, however I 

tben Q-correlation or cosine may be most appropriate. 
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TABLE 1 

PEARSON PRODUCT-MOMENT CORRELATIONS BETWEEN 15 SIMILARITY MATRIC&6 
DATA SET M 

51 

S~ 

53 

S5 

S£.l 

so 

S9 

512 

Si3 

515 

VI 

V2 

un 

UJ 3
0 

~, 

rt ,) o)l, 

51 52 53 

1.000 -.713! -.913 

-.713 1.000 •• 792 

-.913 .792 1.000 

55 

-.765 

SG 

-.729 

58 

.977 

• 8SG' ...:J!Z.L -.744 

.709 .B13 -.a8~1 

59 512 

-.747 -.956 

.874 

513 

.959 
~-

51 S' 

.973 -
VI l/2 UO V12 UI3 

.970 -.351 --.., .940 
.775 -.771 -.771 -.722 .447 -.749 .775 -.179 

.691 .~ -.957 -.982 -.909 
-.765 .&56 .709 1·.000 

.750 -.748 -.749 ~-.763 

.791 -.185 -.791 -.742 

.312 -.879 ~ ""..:.:~ 

.813 .B81 1.000'-:730 .8GO 

~ -.744 -.885 -.775 -.730 1.000 -.790 -.938 

.546 -.770 

.438 ,:".739 

.750 ':.150, 

.791 -.795 

.940.946 ~ -.397 ..:..lUQ. -.938 -.747 

-~ 

.874 

.775 

.:.21~ -. '171 

.970 

-.351 .447 

.932 .691 

.:J!§Q. .150 

.8GO -.790 1.000 

.79 I -.930 .73G 

.73G -.735 -.731 -.745 

1.000 -.999 -.980 -.949 

.551 . -.785 .735 -.'/37 

-~ -.748 -.705 

-,:]E -.749 -.791 

-.909 

.312 

-.879 

-.763 

.546 .438 

-.770 -.73U 

. - --'-
.940 -.735 -.9~9 1.000 -
.94£i -.731 -~ ~ 

.9SC; -.745 

-.397 .561 

.97(1 -.785 -
-.~49 

.332 

-.929 

.942 

-.330 

.922 

1.000 

.951 

-.339 

.930 
.750 .791 -.930 

.942 -.330 

.957 .... 339 _. 
1·000 -.359 

-.3581.000 

.922 

.930 

.977 -

-.999 

".900 -
- .949 

-:402 .• 332 

1.000 -.928 

• 9g/~ 

.ft75 

.057 

-'434 

.936 

.948 -.779 -.958 -.750 -.795 .332 ~.920 1.000 _~ 

.932 -.737 -~ ~ ~ ~ -.334 
.93G -~ ,.000 

() 

Ii 

I ..... 
"-J 
N 
I 

q 
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TABLE 2 

SPEARMAN RANK-bRDER CORRELATIONS oeTWEEN 15 SIMI LAR ITV MATRICES 

DATA ~jET M 

SI 

S2 

53 

55 

so 
50 

SIJ 

St2 

51:! 

S Hi 

Ul 

U? 

uu 

UI2 

Ul:1 

. 
51 52 53 55 56 sa S9 512 513 515 UI U2 us U,~ UI3 

1:000 -.777 -1.000 -.773 -.799 ,9&9 -.762 -.980 .980 1.000 .904 -.335 .957 -.900 .977 

- .117 1. 000 .777 .900 -.821 .905 

-~ .7'/7' 1.000, 

.087 

.77'3' .i'~H) -.965:1 .762 

.970 
-.773 .887 .773 1.000 .919 -.780 

-.799 .960 .799 .. 919 1.000 -.797 . '.894 

.70A -.786 -.777 -.774 .471 -.818 

.980 -.980 -1.000 -.984' .335 -.957 

.716 -.771 -.773 -.779 

.800 -.803 -.799 ,~.801 

.547 -.784 

.tl54 -.799 

.788 -.788 

.900 -.977 

.776 -.779 

.006 -:007 

.9U9 -.921 -~969 -.780 -.797' 1.000 -.800 -.956 .955 .969 .956 -:384 .9U8 -.956 

.094 -.800 1.000 -.7132 .905 .762 
.760 -.764 -.762 -.766 .561 -.803 .760 -.771 

.978 

-.9(10 .780 .980 .776 .aOb -.956 .7601.000 -.9£19 -.980 -.971 .326 -.950.L..Q.Q.Q. -.998 

.900 -.786 -.980 -.771 -.803 .955 -.764 -.99,,!. 1.000 .980 .965 -.323 .'944 -.999 .99!5 

, 
.l.!.,Q,Q2 -.777 -.L:..Q.2.Q, -.773 -.799 .96n -.762 -.980 

;904 -.774 -~984 -.770 -.001 .95G -.766 -.971 

-.335 .47~ .335 -.38 1\ .561 

.957 -.918 -.957 -.7U9 .98£1 -.003 ., .950 

.980 1.000 .984 -.335 

.965 .984 1.000 -.337 

.944 

-.335 

.957 

-.337 

.971 

1.000 

-.305 

.957 -.900 .977 

.971 -.97t 

-.305 .326 -.328 

1 .000 '-.9.50 .957 
" 

-.900 .708 .990 

.547 

-.794 

.776 .006 -.950 .769 ~ -.999 -.980 -.971 .32G -.950 t .000 -.998 

.977 -.70B -.977 -.779 -.007 .954 -.~7t -.998 .995 

, . ,." .... ' .. 
,> 

.977 .979 -.328 •• 957 -.990 1.000 

~",.~ ' .. 'i, : .. : .. r" • 
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TABLE 3 

, 

PE~R50N PRODUCT-MOMENT CORRELATIONS BETWEEN 15 SIMILARITY MATRICES 

DATA SET N 

51 

~2 

S3 

5!.i 

so 
sa 

S15 

ut 

U2 

UU 

U 1!;~': 

UI3 

51 52 S3 55 S6 

1:000 -.412 -.921 -.788 -.702 

58 59 512 513 

.946 ...J!1§. .543 -.262 .697 -.519 -.924 

515 UI U2 U8 U15 1: Ut3 

.525 .564 .649 

-.412 1.0PO .462 .531 

.773 

.575 -.507 .177 .394 -.391 -.448 -.237 

.924 -.941 -.993 -.517 

.803 -.789 -.795 ,,-.490 

.774 -.755 -.763 -.463 

.207 -.255 -.249 -.272 

.489 .7'l9 -.630 
-.921 .462 1.000 , 

.649 .904 -.430 
.... 709 • 5'~ 1 .773 LOOO 

-.702 .575 .7B9 .540 .904 1.000 -.$56 

• 697 -.507 -.630 -.430 -.356 1.000 -.668 -.551 .606 .674 

.219 -.499 -.575 -.655 

.188 -.462 ,-.528 -.584 

.156 -:.435 -.526 -.575 

.321 - •. ?O .364 .315 .376 

-.519 .777 .489 

-.924 .394 .924 

.649 

.803 

.540 -.668 1.000 .451 -.469 -.512 -.270 

.774 -.~57 .457 1.000' -.988 -.943 -.600 

.207 -.295 -.270 -.307 

.223 -.576 -.662 -.74\ 

, 
.946 -.391 -.941 -.7B9 -.755 

~1~ -.448 -~ -.795 -.763 

.543 -.237 -.517 -.490 -.463 

.606 -.469 -~ 1.000 ~ 

.674 -.512 -.943 ~ 1.000 

.552 -.233 

.540 ~.244 

•• 528 

.521 

.614 

.502 

.321 -.270 -.~OO .552 .540 1.00Q -.258 ~ .956 

.706 

.665 

.933 

.223 -.233 -.244 -.258 1.000 ~.267 -.269 -.279 .207 
-.2G2 .207 .219 .108 .156 -.300 

.525 -.255 -.499 -.462 -.435 

.564 -.249 -.575 -.529 -.526 

.649 -.272 -.655 -.584 -.575 

.364 -,295 -.57~ 

.315 -.270 -.662 

.376 -.307 -.741 

.528 

.614 

.706 

.521 .996 -.267 1.000 .947 .921 

.582 ~ -.269 '.947 \ .noo ~ 

.665 .933 -.279 .921 .989 1.000 

1: Gml1\J r' s 
to S12 • 

CC)Q ff j dent for unstandardized data (U12) is not shmm in this tab~e be,cause it is identical 
1lwLend, Euclidean distance for unstandarnized dnta (UlS) is shmm. 
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TABLE 4 

SPEARMAN RANK-ORDER CORRELATIUN5 ~ETWEEN 15 SIMILARITY MATRICES 

DATA seT N 

51 

52 

53 

55 

56 

so 
59 

512 

513 

51!.l 

U2 U8 UI5"~ U13 

51 52 53 55 56 58 S9 512 515 513 

.579 -.332 .549 
1.000 -.450 -~ -.813 -.774 .674 -.495 -.945 .967 ~ 
-.450 1.000 .450 

"'l..!.Q.QQ .450 1 .000 

.533 

.813 

.578 -.589 

.7'14 -.674 

-.813 .533 

.578 

.. 013 1.000 .944 -.400 

-.174 .774 .944 1.000 -.391 

.920 

.495 

.575 

.571 

.579 .661 

.413 -.410 -.450 -.237 '.331 -.255 -.237 -.268 

.945 -.967 ~ -.579 

.833 -.817 -.813 _-,,544 

.799 -.781 -.774 -.540 

.332 -.549 -.579 '.661 

.269 -.504 -;544 -.599 

.247 -.503 -.540 -.U92 

.306 '-.340 .. 341 
.574 -.589 -.674 -.400 -.391 .1.000 -.640 -.557 

.6~4 .591 
-.495 .920 .495 .575 .571 

-.9I1S .413 .945 .833 .799 

.967 ~.410 -.967 -.817 -.781 

1.000 -.450 -1.000 -.813 -.774 

-.640. 1.000 .460 -.461 

-.557 .460 1 • 000 '-.988 

.591 -.461 -.988 1.000 

-.495 

-.9·15 

.967 

.674: -.495 -.945. .967 1.000 

.306 

-.252 

-.6.74 

.32~ -.274 -.252 

.283' -.640 -.674 

.632 -.308 .598 .632 

.579 -. 3~.2 .549 .579 

.362 

-.29.0 

-.747 

.716 

.661 

U2 -.332 .331 .332 .269 .247 -.340 .327 .283 -.308 -.332 -.229 1.000 -.250 "',229 -.250 

Ul .579 -.237 ",:.579 -.544 -.540 .306 -.252 -.674 .632 .579 1.000 -.229 .991 1.000 .9.90 

UO .549 -.255 -.549 "'.504 -.503 .341 -.274 -.640 .598 .549 .991, -.250 1.000 .991 .976 
'UI g'; 

U13. 

.579 -.237 -.579 -.544 -.540 

.651 -.268 -.661 -.599 -.592 

.306 -':252 '-.674 

.362 -.290 -.747 

.632 

.716 

.579 ..l.!.Q.Q.Q ,,:,.229 .991 1.000 .990 

.661 .990 -.250 .976 .990 1.000 

"'Gm"er's :::oc Ffi cient for unstandardized data (Ul2) is not shown in this table because it is identical to 
S12. Instend, Euclidean distance for unstandar.dized data (UlS) is shO't_'1l. 
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TABLE 4 

SPEARMAN RANK-ORDER CORRELATIUNS 8ETWEEN 15 SIMILARITY MATRICES 

DATA SET N 

51 

52 

S3 

55 

56 

so 

S9 

512 

513 

51!,; 

SI S2 53 5S 56 SB S9 512 ,Ul U2 U8 U15* UI3 
513 515 

.579 .G61 ,,579 -.332 .549 
1.000 -.450 -~ -.813 -.774 ,674 -.495 -.945 .967 ~ 
-.450 1.000 .450 .S78 -.509 

-I. bOQ .~50 1.000 

.533 

.813 .7'/4 -,674 

.944 -.400 -.813 .533 .'813 1.000 

-.774 .578 .774 .944 1.000 -.39\ 

.920 

.495 

.575 

.571 

.413 -.410 -.450 -.237 

.945 -.967 -1.000 -.579 

.833 -.817 -.813 .. -.544 

.799 -.781 -.774 -.540 

.331 -.255 -.237 -.268 

.332 -.549 -.579 -.661 

.269 -.504 -.544 -.599 

.247 -.503 -.540 -.~92 

.306 '-.340 .. 341 .306 .362 -.495 

.• 674 -.509 -.674 -.400 -.391 '\ .000 -.640 -.557 
.6:;'4 .591 

'.575 .920 .495 .571 

.413 .945 .833 .799 

.967 ~.410 -.967 -.817 -.781 

1.000 -.450 -1.000 -.013 -.774 

-.640, 1.000 

-.557 .460 

.460 -.461 

1 .000 '-.988 

.591 -.461 -.988 1.000 

-.495 

-.945 

.967 

.674:-.495 -.945, .967 1.000 

-.252 

-.6.74 

.32~ -.274 -.252 

.2B3' -.640 -.674 

.632 -.300 .598 .632 

-.29,0 

-.741 

.579 .579 -.332 

.716 

.661 
Ul .579 -.237 -:.579 -.544 -.540 .306 -.252 -.674 .632 .579 1.000 -.229 .991 1.000 .9,90 

U2 -.332 .331 .332 .269 .247 -,340 .. 327 .283 -.308 -.332 -.229 1.000 -.250 -.229 -.250 

.549 

'UI fj'~ 

UI3 

.579 -.237 -.579 -.544 -.540 

.661 -.258 -.661 -.599 -.592 

UU .549 -.255 -.549 -.504 -.503 .341 -.274 -.640 .598 .549 .991, -.250 1.000 .991 .976 

.306 -':252 '-.674 

.362 -.290 -.747 

.632 

.716 

.579 1.000 ,,:,.229 

.661 .990 -.250 

.99\ 1.000 .n90 

.976 .990 1.000 

i'Gm.Jer's coefficient for unstandardized data (U12) is not shown in this table because it is identical to 
812. Instead, Euclidean distance for unstandardized data (U15) is shmm. 
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TABLE 5 

PEAR50N PRODUCT-MOMENT CORRELATIONS BETWEEN 15 SIMILARITY MATRICES 

DATA 5ET R 

51 

52 

S3 

55 

SH 

5£1 

59 

512 

S13 

515 

Ul 

1I2 

U12 

U13 

. 51 52 53 55 56 58 59 512 Si3 515 U1 

1.'100 -.325 -.795 -.376 -.407 .913 -.293 -.064 .938 .930 .907 

-.325 1.000 .674 .617 ~ -.48~ .780 .669 -.565 -.553 -.337 

-.795 .674 1.000 .457 .750 -,.9:20' .468 :905 -.902 -.959 -,a.:.!c 
-.376 .617 

-.407 .9(,2 

.457 1,000 .120 -.385 

.750 .720 1.000 -.547 

.818 

.778 

.600 -.521' -.435 .~.373 

.736 -.642 -.637 .-.431 

.913 -.485 -.920 -.385 -.547 1.000 -.426 ~.89a .934 .962 .899 
-.293' .780 

-.864 .669 

• 468 

.905 

.818 

.600 

• 778 -.426 1.000 .573 -.479 -.403 -.290 

.736 -.800 .573 1.000 "-~ -.931 -.823 

.938 -.565 -.902 -.521 -.642 .934 -.479' -..:J!!8 1.000 .876 

.930 -.553 -~ -.435 -.637 ~ "',.403 -.931 .965 1.000 .902 

• . 907 -.337 -.820 -.373 -.431 ,890 -.290 -.823 .876' .902 1.000 

.745 -.429 -.838 -.364 -.504 .874 -.363 ".'179' .789 .836 .935 
-.864 . 669 .905 .600 • 736 -.890 .573 .L..QQ.Q -~ -.931 -:.823 . 

.924 -.538 -.914 -.490 -.624 .939 -.442 -~ ~ ~ •. 9~5 

U2 

"'. 
.* 

.'" 
•• 

** 

*'" 
•• 

us U12 U13 

.745 -.864 .924 

-.429 .669 -.538 

-.838 .905 -~~14 

-.364 '.600 -.490 

-.504 .736 -.624 

.874 -.898 .939 

-.363 .573 -.4'12 

-.779 1.000 -..!.llill 

.789 -~ .982 

.836 -.931 ~ 

.~35 -.823 .935 

1.000 -.779 .874 

-.779 1.000 -~§l 

.874 -~ 1.000 

*:'< The corrl!lation coefficient r .. co'uld not be computed ~or some of the profiles in data set R 
b~cnllse rij is undeffncd for ~6mpletely flat profiles. 

----,' ...... ---- --- ---- ~- -

.. 
. I • 

I ..... 
-..,J 
0'\ 
I 

, 
" 
f . ; 

\' 

\ 

I 

.... 



(\ 

.. ~.- ....... - .. , 

'1 

, I 

---'-~-----~-----"'--_\_--------

) 
0:) ." 

, ' 

TABLE 6 

SPEARMAN RANK-ORDER CORRELATIONS BETWEEN 15 SIMILARITY MATRICES 

DATA 5ET R 

51 

52 

53 

55 

56 

58 

59 

51 52 , 53 55 56 58 59 , 512 513 515 !.Jl 
f .000 -.644 -I.OOQ -.647 -.676 ,99~ -.590 ,-.914 .953 1. 000 .923 
-.644 1.000 .644 .959 -.649 

-.L:..QQ.Q .64'4 1. 000 

.800 

.647 .676 -.992 

-.647 .800 .6471.000 .887 -.620 

-.676 .959 .676 .887 1.000 ~,669 

.893 

.590 

.895 

.894 

-
.775 -.731 -.644 -.577 

.914 -.953 ~~ .. ::-.923 

.789 -.749 -.647 -.579 

.8'1 -.769 -.676 -.617 

.992 -.649 -.992 -.626 -.669 I.DOO :-.596 -.906 .943 .992 .924 

-.5g0 .893 .590 .895 .894 -.596 1.000 .735 -.693 -.590 -.521 
512 . -.914 .775 .914 .789 .811 -906 

. 
513 

515 

UI 

U2 

UU 

UI2 

U13 

.953 -.731 -.953 -.749 -.769 

~OO -.644 -1 .. 000 -.647 -.676 

.D23 -.577 -.923 -.579 -.617 

.~ •• ** •• +t 

.914 -.585 -.914 -.571 -.615 

.735 1.000 -.988 -.914 -.850 

.943 :-.693 -.988' 1,000 .953 .881 

.992 -.590 -.914 

. 924 ~.521 -.850 

.953 1.000 .923 

.881 .923 1.000 

.+ ++ •• ' 

.922 -.530 ".841 .872 .914 .996 
-.914 .775 .914 .789 .811 -.90G .735 1.000 -.988 -.914 -.850 -

.976 
.957 -.6d4 -.957 -.695 -.724 .946 -.635 -.951 .957 .943 

(i ,~ 

U2 

++ 

U8 UI2 

.914 -.91,4 

-.585 

-.914 

-.571 

U13 

.957 

•• '-.615 

.775, -.684 

.914 -.957 

.789 -.695 

.811 -.7,24 

. 
*+ 

...... 

.+ 

++ 

++ 

+* 

•• 

.922 -.906 .946 

-.530 ,735 -.635 

-.841 1.000 -.951 

.87:2 - _ 980 

.914 -.914 

.996 -.~50 

1._ 000 -.841 

.976 

.9!?7 

.943 

.935 

-.841 1.000 -.951 

.935 -.951 1.000 

** TIle correlation coefficient r. could not be computed for some of the profiles in data set R 
bt:c<luse r;'j is undefined for tjmpletely flat p~ofiles. 
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EVALUATING CLASSIFICATIONS: A CqMPARISON 9F 
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In evaluating classifiqations. particularly classifications 'which have been 
. l 

'generated by numerical proced~res , it isc~~) the case that .we wish t.o 

examine t:he assoc iation or overlap between two. classi fications of the s.ame 

,ob j ec ts , Often. where • se t 0 f data has been re pea ted Iy analyzed by differ en t 

ci us ter analytic techniques. the analy. t may wish to examine the s imU ad ties 

and differences between the various competing classifications as a way of 

understanding the characteristics of each method' (Blashfield. 1976; Edelbrock. 

1978. Milligan. 1978 b and others i " Coe fficients such as the Rand Co effie ien t 

(Rand. 1971) have frequent ly been us ed in comparat i v; stud ies 0 f c 1 us t ering 

method.s as a measure of ,tclus'tet' recovery" and for assessing in a more general 

., sense tl;'le adequCi.cy of the solutions offered by the various clustering m'et~ods. . J/ . 
// . 

It-has becoule increasihg.1Y,clear that thel.~e are various ways of assessing 

the .relationships btatween different classifications. To the extent that these 

different coefficients assess different components of the similarity between 

class~fications, the re~iance Upon a single criteria to assess the performance 

'of different methods of classificatio~ may be folly. Mezzich (1978), in fact, 

criticizes a number of the prior comparative studies of classification 

techniques for their reliance upon a single evaluative criteria. 

A general situation in the evaluation oe various classifications occurs 

when there is a 'known "correct" or "vali'd ll classification. In this type of 

comparison the evaluative coefficients will gene~ally be based on some 

function of the proportion of points misclassified. TI1e method with the 

smallest proportion of misclassified points will be evaluated as "best." This 

situation logically requires that each class in the experimental classification 

be "matched" with a cl.ass in .the known correct classification. 

A second general situation occurs in which the investigator has no "knpwn 

correct" classification. This instance occurs, for'example, when the results 

" !.'. 

.. 
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of different clustering methods are, being compared to each other. Comparisons 

'between any two partitions ma? be used to determine ,thE: gener,al levels of 

agreement and specific kinds, of agreement. The most "s~ecific approach 

.providing a maximum of information is to form a simple contingency table, 

showing the cross-classification of data points in the 't~o classifications. 

This al.'proach was suggested by Barko et a1. (1968) and described by Anderberg , 

(1973). 

In the present chapter 'ole will evalute several of the most common 

approaches to examining the overlapch~tween classifications and will look at 

their d:l£ferences, strengths, and weaknesses. 

Partition-matching Coefficients to be Evaluated 

The ·f.ollowing partition-':tr.atchlng coefficients were selected for inclusion 

in this study. A more complete discussion of these is given earlier in our . --
evaluation review·chapter. 

R'and's Coefficient and Jaccard's Coefficient. In cross-classifying two 

partitions against each other we eonsider that for any pair of subj acts' there 

are four possibilities~ 

Partition 
2 

Same 
Cluster 

Different 
/, 

Cluster 

Placed in 
same cluster 

a' 

c 

Partition 1 

Placed in 
different clusters 

b 

d 

This matrix indicates the four possibilities for joint and different 
, , 

classi.fication of each pair qf subjects in the two partitions. Various 

combinations of a, b, c, and d can be formed into a large variety of different 

coefficients, as follows: 

' . 

.. 

l J 

-
\ ' 
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" 

Rand Coefficient = a + d -..,..,.....::......;.....= 
a l,J b + c--:j:(i, 

Jaccard's Coeffici~nt = a 
-a-+--:;b~+""'C , . 

It can be seen that Rand!~ Coefficient represents the proport~on of pairs 

of datn pqints that are treated alike in' the two par,titions. The effec t of 

1}egative matches (Le., lid") is often seen as problematic, and it is of.ten 

excluded. This is done in the Jaccard Coefficient. 

Cramer's V. This is based on the chi-square statistic aud is defined as: 

v = 
N • min (r-l) (c-1) 

where N = number of cases, and ~ and c represent the numbers of rows and 

columns respE!ctively in the r;.ontingency t~ble. The coefficient ranges fro~~ 0 

to 1, with a high score indicating close agreement". 

Coodman and Kruskal' s L.n.ntbda. The asymmetric and symmetric versions :'jf 

this coefficient are based oh the concept of prop,ortional reduction in error. 

The asymmetric versions of Lambda measure ~he effectiveness of ,one partition 

as the predictor for the otner (see Reynolds, 1977, p. 48-52). It is based OR 
. 

the assumption that the best strategy for prediction is to select the category 

with the most cases, since this will minimize the number of wrong guesses. 

Suppose the objective is'to guess class membership in partition 2, based 

. upon knowledge of its class membership in partition 1. If its membership in 

partition 1 were not known, the best one could do would be to cheose the 

partition 2 class with the largest marginal total, max f'k' But if the 

subject is known to belons to class j in partition 1, then only row j of the 

contingency table is of interest and the bust guess is the class in partition 

2 corresponding to the largest entry in row j, having frequency max f'k 
J • 

..,.'.' ___ 0;/,( ... ' ______ .... ______ '"""' ___________________________________________ -"-_. _____ .. __ _ 
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. , 1 r.educt';on in error achieved by using p'artition 1 Then the proportion a , "-

'classes to predict membership ,in partition 2 dasses is measu'Fed by asymmetJ;'ic 

Lambda: 

.z max f'k - max 
=" 1 J J <: 

N - max f 'k 

~ tlG'.re N is the number of subj ec ts in the data set. 

" 2 1 t predict membership in partition Analogously, using part~~~on' c asses ,0 

1, the proportional reduction in error would be 

_ 2: max f, k :- max 
L1 - k j J 

N - max f, 
J. 

f, 
J. 

Symmetd.C! Lambda is a kind of average of the two asymmetric values Ll 

It is computed by 

L = 
:£ max 
j 11: 

<::" m""v f, k - max f. k - max f, .c;... 0..<. J __ J • 
k j 

2N - max £'k - ,max fj.' 

L ~s lithe relative decrease in error probability due According to Anderb~rg, .. 

to the use of predictor' classes when the directions of prediction are fqually 

important ." 

Values of L1) L2, and L lie between 0 and 1. A value of 1 indicates 

perfect predictiVe •• abl" 1 ;ty, wh,ile a value of 0 in4icates no improvement itl 

predict~ve a ~ ~ y , b'l't thro'ugh the use of predictor classes. The value of L ' 

l ;es L d L . l' and is indeterminant only if the always ~ between 1 an 2 lnc us~ve, 

entire data set lies in a single cell • 

. d d to be more appropriate than its assymetric Symmetric Lambda w~s Ju,g~ 

measure "of partition agreement because it gives equal. version as a general 
I' 

weight to prediction in each direction. Furthermore 1 it will only attain the 

f) 

.. 

-
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" 

maximum score of 1 when there is an exact match be.tween the two partitions • 

(Asymmetric Lambda can take:on a value of 1 when ,the predictor classification 

contains more categories 'than the criterion classification, as long as each 

predict~r class is a subset ~f one of the criterion classes,) 

METHOD 

Sev~ral data sets ,were structured for the examination of the performance 

of different classification methods. Each of these methods may be regarded as 

a "classifier
ll

• The different classifier,s; i.e., cluster analyti~ methods,. 

have been'applied to these four data s~ts. Four of the data sets are 

artificial and the fifth data' set is the real data set. The above four 

agreement coefficients were used to compare the different classifier 

• partitions with each,other, for each of the data sets and also used tQ compc:
re 

the classifier solutions with the "correct" classes. 

Monte Carlo Data Sets 

These official data sets were deliberately constructed to include a 

variety of classification problems that are encountered in real behavioral 

science data. A full description of these data sets is given in the previous 

chapter dealing with the comparison of cluster analytic techniques. Briefly 

then, the following data sets are'as follows: 

Rata Set D. This included an N of 80 points assessed on eight variables. 

This is the easiest data set to cluste'r. The clusters vary in terms of 

compactness and separation. All of the classifiers (cluster analytic methods) 

gave fairly good resu~ts on this data. Th~ data set is illustrat~d in the 

plot below far d~ta set D. 

, 
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Data' Set E. This contains 180 poi~ts assessed on three variables. A 

substantial amount of noise was added to blur the boundaries between the 

classes. The classes themselves contain a certain amOunt 0 f overlap, thereby 

making it more difficul t to correc tly classify cases at the boundaries. There 

was a slight overlap between clusters 1 and 3. The data set can be seen in 

the plot below for data set E. 

Data Set F. This also consisted of 180 points assessed on' four variables 

with a substantiaL amount of added noise.' This data set was very difficult 

for the classifiers because of the closeness between the different class~s, 
the overlap between boundaries, and the added noise. The classes are ve~y 
close together and have fairly different densities and shapes. TI1e data set 

can be seen below as the cluster graph for data. set F. 

Data Set·u. This was a single uniform distribution an? eight variables 

with 150 points. There were no classes within this data set and thus there 

are no boundaries. The value of this p.articular data set is .that it may give 

~n indication of ba$elinele~els for the agreement coefficients. 

Real Data 

This is a set of data in which 199 youth have been 'assessed on the Jesness 

Psychological Inventory. This Inventory includes 11 scales measuring different 

personality characteristics~ The Jesness Inventory is primarily used to 

separate levels of interpersonal maturity which ar~ theoretically believed to 

be related to different level,s of d(~linquent and antisocial behavio'r. The 

data set had been extensively clustered by different analytical methods ~o 

find personality types that had some intrinsic structure ~vithin the data set. 

The cluster graph below for Jesness Subset ~ indicates the stable classes that 

were found when this data set was analyzed by a variety of .classification 

1'-
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techniques. This particul,r solution was obtained from the UPGMA cluster 

"method with cosine as a simil~rity coefficient. It can be se~n that ~ere are 

six closters in thi. data. The full PS~hological des.ription and derivation 

of tbese clusters is given in the chapter devoted to the ~alysis of the 

Jesness I-level data. A critical difference between the "present real data 

exercise and the above Monte Carlo data exercises is .that in the present 

situation there is "no corree t" partition. In the present situation, 

there~re, ~ are comparing ~lassifier partitions ~th each other. 
.. 

Classification Methods 

The different classifications of the above data sets ~re obtained by the 

use.of five different cluster analysis methods and various combinations with 

five similarity coefficients:. We did not systematically use every cluster 

analytic method with every similarity coefficient because of the fact that 
'-. 

certain methods; e.g., the K-means method, are restric ted to a single one or 

two simil arity Coe ffic ients. This produced 1J to 13 different "classifiers" 

for each 0 f the data se ts • The methods 0 f c 1 us t e ring are de sc rib ed " el sewhere. 
However) they included the following methods: 

K-means (the MIKCA method), Ward's hier archica! method, the group average 
(UPGMA) method, Wishart's hierarChical mode search method, and in certain 
circumstances, the N-mode method for discovering natural clusters. 

RESULTS 

Comparison 0 f Cl a ss i fier Sol ut ions wi th "C~trec t" Cl ass i fica tions 

This particular type of comparison, i.e., with ~orrect classes, is 

restricted to data sets D, E, and F of the above five sets of data. 

Dsta Set D. n,e reSult. of the comparisons of the different ways of 

CI
1S

sirying data set Dare slio'm in Table 1. Eleven different cJ assificat~ons 
of the data are shoWn in the first Column. Tl'ese are ranked into seven 

it 
, 
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Hcasures of Partition Agreement on Data Set D 
with Success Ratings 'for the Four-Group Partitions 

4-group partitions, in order 
of success in duplicating 
the 

1. 
clusters as generated 
UPGHA, cosine' and 
NIKCA, det H, Hahal. D 

2. MIKCA, det W, Euclidean d 
3. UPt;~1A, r 
4. HNODE, cosine 
5. HNODE, r 

UPGHt'\" both d and Gower} 
6. lI~IODE, both d and Gower 

MIKCA, trace W d 
7. \~Alm, d 2 

II of points 
misclassif:led 

(minimum) 

o 
1 
6 
9 

10 

25 

31 
N~10DE, d; no '.-group pa1.' ti tion 

Other partitions, ordered by U of groups; 
tdthin that, ranked according to Lambda 

mIODE, r 

MIKCA, det Hand ·trace W 
UPG~IA with <.I, Gower, and 
HMODE t.J), th d, GD\.Jer, and 
Nt:lODi~, d 
UPGNA, r, 
HARD, d2 

UPGNA, cosine 
lit-lODE, d 
UPG~1A, d 

cos '( 
cos r 

." 

~lIl~CA, det H, both D and d 
llHODE, cosine 
NIKCA, trace W, d 
HARD J d2 

IlNODE, Gower 

Points left 
as 

outliers 

o 
o 
2 
o 
6 

o 

1 

'II of 
Groups 

2 

3 

3 
3 
3 

5 
5 
5 
5 
5 
.5 
5 

6 

Rand's 
coef. 

1.000 
.988 
.927 
.912 
.884 

.850 

.731 

Rand's 
coef. 
.620 

.873 

_850 
.765 
.597 

.975 

.964 

.963 

.961 

.960 

.821 
'.713 

.899 

Jaccard" s 
coef. 

. LOOO 
.950 
.736 
.703 
.620 

.591 

.410 

Jaccard';; 
coef. 
.388 

.655 

.593 

.l.64 

.349 

.896 

.854 

.8l,6 

.840 

.837 

.512 

.371 

.6-37 

" , 
',J 

Cramer's 
coef. 

1.000 
.98l. 
.912 
.891 
.856 

.816 

.720 

Cramer's 
coef. 

1.000 

1.000 

.• 801 
.717 
.707 

'1. 000 
.984 
.989 
.985 
.984 
.816 
.720 

.920 

Synmletric 
Lambda 

1.000 
.983 

.• 870 
.838 
.782 

.750 

.581 

Symmetric 
Lambda· 

.500 

.800 

.750 
,.642 
.438 

.958 

.941 

.933 

.917 

.916 

.680 

.505 

.816 

I 
I-' 
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I 

, 
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\ 
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general levels according to the ntmtber of points which were misclassified. It 

can be seen that two of the "01 ass i fiers", i. e., the. UPGMA wtth cosine and the 

K-means method using Mahalanobis distance simiiarity, and minimizing the 

·determinant W, achieved per fec t matches with the correc t cl assification. The 

top hal f 0 f tab I e I is qui te in fo nna ttve in that all 0 f the par t i tion ma tching 

cOe ffiden ts ind ic ate a per fec t score for the two cl "ss i fier s which showed 

perfect matching with the corre~t classification. Secondly, there is complete 

agreement in terms of rank ordering the various clas~ifiers acaording to their 

general level of performance. AlthQugh the actual magnitudes of the values of 

each coe f fi cien t may vary, they rank ord er the c I as s i fier s in. the same. way. 

The bottom half of Table I examines classifications which did not reach 
\. 

the correc t four group 1 evei (rec all ·tha t in data se t D ther e were four in put 

classes). Two general points may be noted in this section of Table I. First, 

Cramer's V coefficient assigns a Score of I in a number of cases to 

.classifications ~ich were clearly erroneous, particularly the POor two group 

partitions. Cramer's V in this instance shows dramatic disagreements with the 

other coe Hicien ts, par tic ul ar 1 Y the J acc a rd and Syrome t ric Lam bd a c oe ff iei en t s • 

A second general point is that some of the five group partitions were actually 

ranked higher than some 0 f the four group par t i tions • Paradoxic ally, we wou,d 

agree with these indications from the evaluation coefficients, particularly 

since some of th~ four group cl •• sificati~ns had merged incorrect clusters and 

bore no re lationshi p to the correc t four c I as se s 0 f the input da ta. 

Dat. Set E. In ranking the different classifications and classifiers of 

this data se t, we took two fac tors into account. First, the ac tual ntmtber 0 f 

poi.ts misclassified-_as seen in column 2 of Table 2. ~wevar, this, in Some 

cases) was modified to take accOunt of the nwnber of outliers in the 
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3-group partitions; in 
order of success in 
duplica~ing the clus­
ters as enerated 
1. MIKDA, Euclidean d 

(both ~et Wand Traoe W) 
Ht-10DE, d 
HMODE, Gower's 
UPGMA, d '- (II th grp .. 

(considered outliers) 
UPG!-1.1\ I G owel" s 

,~lIKCA, Mahalanobis D2 
m10DE, cosi ne 
UPGMA, cosine 

9 • Nt-1ODE I d 
lCl. HARD, d2 

r 1: UPGHA I r 
"'\,!2. HHODE I r 

Other partitions, ordered' 
by # of groups; within that, 
ranked accordin to Lambda 
MIKCA, EuclIdean d, det W 
MIKCA, Mahalanobis D2, det W 

~.' ( , 

Table 2 

Measures of Partition Agreement 011 Data Set E 
with Success Ratings fo'r the Three-Group Partitions 

II of points 
misclassified 

(minimum) 

2 
4 
6 

9 
10 
17 
15 
19 
10 ... 
38 
52 
52 

cluster pt~. 
left as 
outliers 

o 
10 
9 

1 
o 

'0 
7 
o 
5 
o 
o 
1 

/I of 

2 

Rand's 
coef. 

.897 

.904 

.891 

.843 

.835 

.803 

.795 

.7'90 

.789 
. :650 

< 636 
.637 

Rand's 
coef. 
.630 
.619 

Jaccard's 
coef. 

.778 

.778 

.754 

.690 

.680 

.587 . 

.554 

.562 

.608 

.503 

.326 

.321 

Jaccard's 
coef. 
.495 
.446 

MIKCA, Mahalanobis D2, det W 
!'lIKCA, Euclidean d (both det & trace) 

4 
4 

.766 

. 766 
.lJ65 
,.li62 . 

U'PGI1A, Gower's 
UPGl'1A I cosine 
MIKCA, d, trace W 

HMODE, cosine 
\~ARD, d2 

UPGt1A', d 

5 
5 
5 

6 
6 
6 

.829 

.747 

.793 

.802 

.840 

.800 

.604 

.420 

.511 

.537 

.677 

.510 

, \ 
, J 

Cramer's 
coef. 

.904 

.787 

.777 

.722 

.825 

.800' 

.679 

.798 

.702 
.. 635 
.537 
.44'5 

Cramer's 
coef. 
.855 
.735 

.725 

.725 

.743 

.695 

.723 

.731 

.743 

.756 

. t J _ 

Symmetric 
Lambda 

.752 
.• 729 

.712 

.660 

.631 
;581.1, 
.578 
.576 
.536 
.416 
.,301 
.297 

Symmetric 
Lambda 

.436 

.352 

.557 

.554 

.591 

.567 

.533 

.612 

.592 

.565 

I ...... 
I.,() 
.j::o. 
I 

" 

\ 

I' 
, 



" 

.. • I ) 

-

, : 

I ' 
: \ I 

: t ) 

( I 

-195-

classification. ~ye made the judgmel:\t that it was worse to misclassify a point 

than to leave it as an outlier·. Thus) in certain cas,es there'will"be reversals 

away from t.he strict number Qf misclassified points. 
T~ese occur when points 

which were basically outliers were actually erroneously classified into the 

system. A general'point to be noted is that most of the coefficient values 

are low~r than in the a.bove data set D because of the, slightly greater 

difficulty that the classifiers had in organizing this particular data set and 

in reaching the "correct" classification. This was primarily a result of the 

aoded a~ount of noise points and the closer or overlapping boundaries between 

the classes. A second general point to be no ticed is that Cramer's V a,gain 

prefers the two group partition) ranking them with t.he best of the correct 

three group partitions. 

The column of values for the Rand coefficient indicates that this --
particular coefficient generally tends to increase ~Yith an increasing numb,er, 

of classes. This ,is so 'despite the fac t that thif1 particular data set 

correctly contained only three clu'sters. Thus) going strictly by the 

numerical values over the Rand coefficient) the cluster analysis user would 

tend to select the five or six level classification of this data set. This is 

less noticeably true of the other coefficients although it seems that both the 

Jaccard and Symmetric Lambda coefficients show a less noticeable tendency to 

increase in value ~Yi th ,increasing, number of classes. 

Data Set F. Table 3 indicates the values of the various coeffici~nts of 

partition matching for the classifications of data set F. It should be 

recalled thaI this ~vas a most difficult set of data for the classifiers to 

dea'l with and there will be a, larger number of misclassifications and erroneous 

mergings and splitting of classes. None of the classifiers could particularly 

.. 
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Measures of Partition Agreement on Data Set.F 
with Success Ratings for the ~ive-Group'Partitions 

5-group partitions, in 
orJ~r of SUCCeSs in n of points 
duplicating the c.lus- misclassified 
tcr~ us generated (minimum) 
1. t-1'LKCJ\, n(ccnlrolds given) 15 
2. MIKCA, d(centroids iiven) 17 
3. UPC~lA, d(branch lines 

individually selected) 21 
4. UP(;NA, Gm.J1.! r 20 
5. UreNA, d(all hr<,l.nches 

cul at sallll! level) 34 
6. NIKCA, d(random start) 53 
7. NTKCA, D(random start 40 
8. mIOnE, d 37 
9. llW)I),E, Gm . .rur 3~ 

, 10. upm1A, c()sine 75 
m!ODE, cnsine ~\ 

Ul'mlA, r ~'c 

IlHU])E, r ~'c 

HATW" d2 : No reasonable 5-group partition 
NNODE, d: No 5-grou,P pardUon 

Other p'.Jrti tions, ordered 
by II of groups; wi thin thclt, 
rnnkc·d according to Lambda 
l1PGHi\, d 
liPGNA, GOtl7er 
N1 KCA, Bud idean d, det H 
NIKCA, ~bha]Qllobjs D, det W 
i~'ARD, d2 

• 
MIKCA, Nahalanobis D, 'det W 
NIKCA, Bu~lidean d, det W 
'iIHODE, d 

cluster P.ts. 
.left as 
outliers 

o 
o 

5· 
23 

16 
o 
o 

23· 
2'1 
o 

34 
o 

25 

II of 
groups 

3 
3 
3 
3 
3 

4 
4 
4 

Rand's 
coef. 
.887 
.877 

.864 
,.841 

.811 

.777 

.840 

.748 

.757 
• 702 
.685 
.649 
.639 

Rand's 
coef. 
.724 
.718 
.744 
.642 
.318 

.814 

.810 

.755 

Jaccard's 
coef. 
.642 
.616 

.611 

.559 

.536 

.419 

.549 

.443 

.469 

.228 

.212: 

.167 

.169 

Jaccard's 
coef. 

.f167 
.• lI62 
.466 
.402 
.221 

.550 

.Sl17 

.473 

I ~ 

Cramer's 
coef. 
.825 
.811 

.772 

.700 

.667 

.699 

.647 

.563 

.579 

.557 

.479 

.362 

.347 

Cramer's 
coef. 
.821 
.825 
.851 
.813 
.246 

.844 

.828 

.629 

;\> In. these pnrtitions~ no l)1eaningful match with the generated clusters can be defined • 

. . 

.' . 

Symmetric 
Lambda 

.695 

.675 

.681 

.585 

.562 

.500 

.470 

.43 l t 

.• 444 
.304 
.252 
.125 
.1l10 

Symmetr.ic· 
Lambda 

.577 

.574 

.514 

.425 

.017 

.624 

.608 

.447 

I 
I-' 
1.0 
0\ 
I 

=; 

\ 

, 

; 
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separate' clusters.1 and 2 (\olithout external intervention by the ano.1yst). 

Thus) the first three partitions all involved the special kno\.,r1edge of the 

data analyst in making certain analytical decisions; i.e., the ~nput of the 

correct K-level for the MIKCA analyses. Our attempt to provide a IIbest 

ranking
ll pl~ocedure was much less clearcut in this instance than for the above 

data sets 1) and E. We again used the primary measure of the number of points 

which. had been misclassified and the number of outliers which ~ere erroneously 

classi fled within, the sys tem. However, on certain decisions, we attempted. to 

introduce SUbjective ideas that different kinds of tnisclassifications may be 

more or less serious. This was based on our kno'ollecige of the correct 

structuring of these artifi~ial da~a sets. For instance, with the classifters 

that. are ranked 6 and 7; i.e., the two MIKCA a~alyses using random starts, we 

rank the Euclidean distance MIKCA as somewhat superior to the Mahalanobis MIKCA 

in spite of the fact t~at it produced 83 m~sclassifications whereas the ' 

Mahalanobis analysis produced 40 misclassifications. Howeve~, the errors of 
, 

~the 40 were particularly serious (see Table 4), It is interesting to note 

that this subj ective judgment recei'ves the support of poth the Lambda and the 
. 

Cramer coefficients, The actual data for this "subjective" judgment can pc 

seen in Table 4, sections (n') and (b). The HIKCA analysis with Hahalanobis 

distance is indicated in Table 4('a) and the analysis with Euclidean distance 

in indicated in 4( b). Al though the solution ~vith Mah&lanobis distance 

contains fewer misclassified points, it is less successful in locating the 

various clusters than is the solution with Euclidean distance. The latter, 

however, does in fact contain mo~e pointl misclassified. 

Table 3 indicates an extremely disturbbig aspt:lct of the use or the various 

partition matching coefficients. This is that they disagr~e quite markedly 
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Table 4 

Cluster Overlap Hatrices for Data Set F 
r , MIKCA with Maha1'anobis D:, 3, 4, and 5 Group Partitions 

(a) det W, D, 5 groups 

HIKCA Gene;-ated Partitipn 
PartitioIl;, 1 2 2- 4 5 Rs~~ 

1 C[i) 4 1 3 1 0 
2 4 0 8 5 3 3 
3 3 16 0 10 O. 4 
4 a 11 :2 1 7 
5 0 0 ...Q. 0 ClD -.2. f Total 80 20' , 20 20 20 20 

(b) det 101, d, 5 groups 

1 a , 0 0 0 ® 5 
2 19 0 5 2 4 2 r 

® 1 0 2 
.::..-

3 20 0 
4 0 0 0 @ a 2 
5 0 0 ffi) 1 1 -.2.. 

Total 80 20 ;20 20 20 20 

(c) det W, D, 5 groups (started. with corret!t centroids) 

1 ® 1 1 2 a 1 
2 8 ® a 0 0 3 

® 3 '0 0 a 3 8 
4 a 0 0 @ 0 3 

aD 5 0 0 0' 0 0 5 
80 20 20 20 20 20 

(d) d.et W, d, 3 groups 

1 ()]) 20 4 2 0 5 
2 4 0 16 0 20 12 
3 0 a 0 @ 0 .2 

80 20 20 20 20 20 

, I. 

: \ 

.. 
Total ---

82 
23 
33 
21 
21 

20 
32 
8/+, 
18 
26 

f I 

I 77 
30 

,I 30 
1 (, 21 
: ',~ 

22 j 
1 
J 
1 
j 

107 II ': 
52 
21 
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regarding the relative rank.ings of the different classifiers. Some of these 

'are fairly large differences, .indicating that the dqferent coefficients are 

eliciting very different mellt:ing~ of "partition' agreeme~t.1i It Cl'n be seen 

that the Mahalanobi$ solution is juoged better by the Rand coefficient and the 

'/accard coefficient while the Euclidean K-means solution is judged better by 

the C-ramer coeffici.ent and the Lambda coefficient. 

Table 3 also examines the various classifications which were found at 
. 

classes other than the five correct class solutions. A first point to note is 

that the four class partitions were rated higher than their five class, counter.-

parts by all of the coefficients, with one exception. This, in fact, matches 

our 'own assessment since classes 1 and 2 were not separated very well. The 

collapsing of these classes,' thus giving a four group partition, was generally 

a far'more successful analysis than the analysis which correctly identified . --. 
the five class solution but at the cost of much larger numbers of misclass,ifi-

cations and generally erroneous boundaries between the five classes. It can 

again be noted that Cramer's V rat,as the three class partition the highest, 

again shm"ing a cel:"tain, bias toward smaller numbers of classes in the 

partition. TIlis again deviates from the correct level. 

Discussion of the Ab~ve Results 

These results suggest that Cramer's V tends to disagree with the other 

partition matching coefficients and with our oWn conception of good partition 
, , 

matching in that it tends, to give a higher score and a higher ranking' to 

partitions with smalier numbers of clusters. A second criticism of this 

coefficient is that it lUay rank classifications at the 1. 0 level even ivhen the 

mat'ch is not per fect • 

,--------~-------~----------'---~.-~~--~---
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" 

The three tither coefficients generally produced rather similar rankings 

even \vhen the number of classes in the -partition differed slightly. Examining 

specifically' the Rand coefficient, it can be noteCt that it ahvays has 

misleadingly high values. Th~se values range betwe~n 0.6 and 1.0. Its 

e ffec tive range becomes very nar~ow for 'larg~r class partitions. It also 

tends to incraa'se in value with larger numbers of classes in a partiti,on. 

ty'ith this coefficient it seems difficult to find guidelines for "good 

agreement" and it seems as though such values would definitely vary with 

partition size in terms of number of classes: 

Finally, it seems that the Goodman and Kruskal Lambda coefficient 

consistently agreed with ouro~v.n rankings of goodness of classification more 

often than did the Rand and Jaccard coeff~cients. 

Comparison of Two Classifications without ~ "Knowr~" Correct Classifi~ation 

Four of the data sets deal with this situation. Data set U b~sically 

consists of completely noncl'assifiable data. The real data set, consisting of 

the Jesness ma~eria1, is such t;hat any rea,l 01:' "correc t" solution is unknown 

and must be discovered. Data s'ets E and F are "difficult" data sets and the 

amount of overlap and noise that has been added renders a known correct 

lution somewhat problematic. 

Data Set U)_8 Uniform Dist~ibution. In this situation classification 

methods as "classifiers" must find clusters where, in fact, there are none. 

Table 5 indicates the results of comparing four of the different 

classification approaChes. It may be noted that, once again, the Rand 
. 

coefficient values are extremely high, 'particularly for the second of these . . 
classification comparisons. Similarly, Cramer's V and Lambda reach fairly 

high or moderate levels of agreement. These results raise the question of 

n 
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UNIFORHLY DISTRIBUTED DATA, 

Table 5 

Cluster bv~rlap Matrices for Data Set U 
Hatches between HNOOE and UPGHA P'artitions 

(n) 'UPGHA,vs. BHODE, both ,.)ith Euc1idean d 

IINO[)l~-d 

Lgroup~ 

1 
2 
3 
4 
5 
6 
7 

Outliers 
Total 

R = .681 

1 

4 
o 
2 
o 
o 
o 
o 

o 
5 

'at 
o 
1 
5 
7 
3 

56 

J = .213 

3 

a 
o 
5 
o 
1 
o 
3 

9 

_'i._ 
o 
o 

11 
o 

·0 
o 
o 

11 

V = 

5 

o 
'0 
2 ,@ 
o 
o 
o 
4 

18 

.492 

6 

9 
o 
9 
o 

10 
o 
o 

28 

L '" 

7 

o 
o 
9 
o 
o 
o 
o 
7 

16 

.284 

Outliers 

3 

2 

1 

6 

(c) MIKCA-O vs. UPG}~-d, 6-group partitions 

UPGMA-d 
6 grouEs 

1 

2 

3 

4 

5 

6 

Total 

R = .791 

MIKOA-D, 6 groups 
1 2 , 3 - - 4 

o 502 

518 

2 

1 

12 

o 
25 

o . 
1 

<W 
1 

17 

J = .330 

3 

@ 
. 0 

o 
39 

@ 
4 

o 
1 

1 -
36 

V = .603. 

5 

1 

1 

o 
1 

o 
(ill 

19 

6 ' Total 

.19 

11 56 

o 9 

o 29 

1 28 

1 19 -
14 ' 

L = .532 

'''",-~--~~-----~ " 

Total 

16 
5 

75 
12 
12 

6 
10 
14 

, 
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how much agreement can be taken as imp~ying that there are, in fact, clusters 
. 

present. Does moderate partition agreement imply that there are clusters? 

The resul ts of this analysis, suggest strongly that such moderate agreement 

cannot be taken as sufficient evidence. On the other hand) it seems clear 

that low agr~ement may be a stronger indication that clustering structure does 

"not exist" in the data. Table 6 indicates the full sel; of comparisons when 

th'e various classifiers were applied to this uniform data s·et.,. This table 

summarizes the results for the uniform da'ta set (DAT-U) and for the structured 

artificial data sets (DAT-E and DAT-F). This table is instructive in giving 

an indication of the ranges that the various partition matching coefficients 

take when various '~vels of structure are present in the data. The two 

K-means partitions with Euclidean distance and ,Hahalanobis distance seem 

clearly to have converged upon highly simiiar pa~titioning, of the uniform data 

set. The Symmetric Lambda df .86 and the Rand coefficient of .93 are both 

very high, indicating a high degree of"similarity in the partitionings. All 

'of the other results have a much lower level of over,lap between the various 

classifiers. The results for the structured data sets'E and F are 

substantially higher, indicating that the classifiers in these cases have 

reached partitions which show much higher general levels of class overlap. 

Table 7 indicates some 'tentative guidelines that emerge from this research 

regarding the sizes and numerical values for partiti~n agreement coefficients 

based upon the artificial da4a sets. Again, since certain of the coefficients 

ShO'07 a tendency to larger values based purely upon the number of classes, 

present, we reiterate that the present artificial data sets contained between 

one and five classes. "He have divided the ranges into excelleqt, moderate, 

questionable, and poor levels of agreement. TIle relative sizes of the Rand 

" 
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Table. 6 

Measures of Partition Agreement for Pairs of Partitions 
Produced by, Cluster Analysis on the Same Data 

I~n ttl, tion Pnrtition It 0 f groupH I-------... ~ . U 'of outliers! Rand's Jucc. Cramer's 
1 2 ip. _L....l?..!..-2 --

OntH Set U ------
HIKCA-D vs HIKCA-d 6 

HIKCA-D vs NIKCA-D 6 

MIKCA-D vs UPGNA-d 6 

IH-tOOE-d vs UPGMA-d 7 

UPGMA-cos vs UPGHA-c 7 

HNOOE-d vs HNODE-cOE 6 

Dlltn'~et E ------. 
NIKCA-D V" " UPGHA-d 3 

lINODE-d vs upc:aA-d 3 

UPGHA-cos vs UPGHA-( 3 
I-JHOOE-d vs HNOOE-co~ 3 

--.---------'-------1-...--

O'ata Set F ---------_. . 
HIKCA-D vs UPGHA-d 3 

NIKCA-D vs UPGNA-d 4 

HHODE-d vs UpmfA-d 5 

(cosine Hnd d partitions 
not comparable because 
of cluster centered at 
origin) 

6 

4 

6 

7. 

7 

7 

4 

4 

4 , 

3 

r--

3 

5 

5 
, 

• p .. 1 ;:-21 coef. coer. coef. 

0 0 .933 .688 .880 

0 0 .748 .297' .598 

0 0 .791 .330 .603 

14 6 .681 .213 .492 

13 6 .782 .238 .613 

19 27 .687 .150 .524 

. 

0 0 ' .911 .826 .893 

24 0 .885 ,770 .806 

0 0 .761 .566 .774 

24 11' .783 .545 .680 
" . ' •. 

0 20 .884 ,.808 .867 

a 33 .87S .717 .796 

40 33 .886 .743 .741 

--' --m~,· __________________________________________________________________________________ ~~ ________ ---~--

Symmetric 
Lambda 

.,867 

.430 

,532 

• 28l~ 

.451 

',259 

.800 

.765 

.,576 

.530 

.637 

',564 

.732 

. ~. 

, 
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Table 7 

Tentative Guide,lines for Judging- Part~tion Agreement 
Based on Artificial Data Sets Containing 1-5 Clusters 

Agreement Rand's Jaccard's Symmetric Level Coefficient Coefficient Lambda 
Excellent Above .9 Above .75 Above .75 Moderate • 8 - .9 .6 - .75 .6 - .75 Questi?nable ,.7 - .8 .5 - .6 .5 - .6 Poor Belm., .7 Befow .5 Below .5 

Two fac tors shc;'uld be taken 'into accoun,t in using these guidel ines. First, 
Rand's coefficient tends to lncrease as the number of groups in the partitions 
increases. Therefore, the Rand guidelines should be"raised for partitions 
containing mbre than 5 groups. Second, the existence of a large number of 
outliers may affect coefficient values, raising them if the two partitions 
have similar outlier groups, lowering them if one partition has a large 
outlier category while the other assigns most of the outliers to clusters. 

coefficient, the Jaccard co~fficient, and Symmetric Lambda are provided in 

Table 7. These should give SOJlle general-indications of tentative guidelines --.. 

regarding the interpretation of these coefficients in comparative studies,of 

cluster "analytic }Uethod's and ~n validity studies against correct prior 

classification syste~s. " 

Comparing Classifications for Cluster Analytic Studie9 of Real Data: An 
Unknown IiCorrect" Classification 

Our final data set illustrates the multiple analysis of a real data set by 

many classification approaches and the c'omparison of the empirically produced 

classifications. In this case, there is no "known correct" classification 

solution. The analyst'is confronted with a situation in which he must deduce 

from the various clustar analytic results the best or most likely "correct" 

classification. Table 8 shows the results of a number of comparisons of 

classification results. obtain~d from this real data. Virtually all of these 

involve the use of the UPGMA and the RHODE cluster analysis methods with 

either distance coefficients or cosine similar'ity cO'efficients. Additionally, 

! 
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TABLE 8 
.' 

Measures of Partition Agreement fpr JESI 
Comparin~r UPGHA and HHODE Partitions 

II /I Partitions (same sim. coef . .) Clusters~': Outliers Rand 
UPGMA-d (i90) vs. HMODE-d (6)" 7x6' I. , 46 .787 . 
UPGHA-d (190) vs. RHODE-d (6) -4x5 18, 51 .786' 
UPGMA-cos (190) »'S. RHODE-cos .(6) 8x8 3, 40 ,882 
UPGMA-c;os (193) vs. HNODE-cos (6) 6x8 0, 40 .844 UPGHA-r . (19l) VEl. RHODE-r (6) 8x6 0, 42 .742 

Partitions (different sim. coef. ) 

UPGHA-d (190) vs. UPGHA-cos (193) 4x5 18, 6 , 731 UPGlvIA-cos (190) vs, UPGMA-r (192) 9x7 0, 0 .813 

Jaccard 

.457 

.468 

.527 

.476 

.258 

.321 

.321 

Lambda 

.463 

.482 

.664, 

.616 

.385 

,466 

.517 

the 
are 

*-:h7 number of clu.sters at a particular tree-level depends in part on 
m~n~mum number of points required to make a cluster. Smaller groups 
thrown into the "outlier" category. In this table, where the number 
for a given partition changes it is because the 'minimum cluster size 
?hanged, (Treatment of such small nurnbe~s of points has little 

of groups 
was 

~mpact on the 'agreement coefficients.) . 

, 
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the correlation coefficient in its Q analysis sense, was used as a $imilarity 

coefficient. ,A first point to note' about this analysis is the very high 

l~vels assumed by ~he R~ndcoefficient, particularly when eight clusters were 
, , 

present in both classifications. 'n1is high value would be especially 

encouraging to an analyst, although it is clear from our prior results that 

the Rand coefficient tends to increase;with an increasing number'of classes. 

Th,e cla9sification solutions based, on distance coefficients ar~. all slightly 

under a .5 cutoff on both Jaccard a~d Lambda coefficients. The coefficients 

based on correlation ''lith the same cluster analysis methods are substantially 

lower. This would lead the analyst to judge that these positions are 

particularly unst!>!:-1Q_ 'Two 'of the Lambda cO,efficients on this real data set 

are between .6 and .75 and would thus indicate IImoderate ll overl,ip in the 

partidons pl,"oduced. It might be noted here that the substantive interpreta­

tions of the clusters I?roduc,ed by thes~ two analyses were intuitively highiy 

similar in the sense that they gave largely the same kind of psychological 

'profile for each class ·produced. These were the c1assific.ations that wet'e 

produced by both cluster analytic methods when they us~d the cosine similarity 

coefficient. 

CONCLUSIONS 

This research suggests that the Jaccard and Symmetric Lambda coefficients 

appear to be potentially usef~l. We suggest that these coefficients would be 

worth comparing in a much larger and more systematic study of classification 

overlap. The Lambda coefficient may be marginally preferable as a result of 

the clearer expositions o~ its meaning (see Reynolds, 1977). Lambda has 

further advantages in that it seems less aff~c ted by variations in number of 

classes in a partition. It is also clearly associated with a contingency table 
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" 

and the joint use of this co~fficient with the full contingency table is very 

v~luable f;r the dire.ct perception of the type~ ,of overla'p and disagreements 

between the .class!;, of each partition. This contingen~y table, in fact, was 

found t"o be extremely useful in the discovery of the' particular "-styles ll of 

each of the classification approaches that have been used. The Rand 

coefficient seems to be less desirable, partially because of its generally 

very high and potentially misleading levels, its greater susceptibility to 

being enlarged as a result of an increased number of classes in a partition, 

and its very narrow range • 
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EVALUATION OF SEVERAL.CLUSTER ANALYSIS ~mTHODS 
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Introduction, 

Criminologica~ data' generl£l11y' involves measurement~ of social, behavioral 

and psychological variables w'hich may be highly si<:e.wed, intercorrelated, 01" 

. • d 1 'f' t' In this chapter, we will s£mply irrelevant to th~ desJ.re c assJ."J.ca loon. 

. t' f crJ.'m,J.' no10gJ.' cal data that are likely to make the look at the characterlS"lCS,O 

search :for clusters difficult. ~.;re will then attempt to duplicate these' 

charac teristics in artificial data' sets) ,to create data of known structure 

which poses the same chall(mges. Clustering techniques whi.ch perform well on 

such data can then be selected for use in clustering "r~altt criminological 

data. 

Honte Carlo studies hav\~ frequently been used by numerical taxonomipts to 

test and compare clustering 'algorithms. A set of data is artificially created 

by dravling random probability samples from several multiva~iate normal 

populations., Thus the data contains a mi~ture of points from several 

populations, and a clustering m~thod c:an be judg'ed by its' success in fin,ding, 

clusters which match the original populations." Knowing the "correct" cluster 

"assignment for each pdint, it is possible to rate the clu~tering methods on 

, 'l 'f'd" the basis (If a ~riterioll such as "number of pOJ.nts mJ.s,c assJ. J.e • 

Such artificial data sets often have been created to test a particular 

clustering method developed ,by the author (e.g. McRae's MIKCA, Ball's ISODATA, 

Huizinga's mode search). Everitt (1974) used artificial data to compare a 

variety of hierarchical and k-means techniques, and David Wishart (1972) 

Both compared a number of simi lar,ity measures using one clustering algqrithm. 

Evedtt and Wishart confiMd their artificial data to t~yO dimensions, however, 

which is convenient for visual display err result.s but hardly t.pproximates the 

actual data fou, 'n research situations. 

; \ I 

'"' ,------------------------------- .. ,,~, ----
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Blashfield (1976). on the other hand, developed 50 artificial data sets 

w~th a wide'variety of charqcteristics), differing in number of variables, size 

of data set" gizes and ah,apes of cluster's, separation of clusters, and amount 

of correlation between variables. He used them to cOmpare four hierarchical 

clust~ring methods and has made them aval1abl,e for ':lse by other researchers. 

The features of'his data sets were selected randomly within specified ranges, 

however, so the problems posed by each data set were not directly related to 

problems in any particular type of real data. 

In using data sets drat~1 from multi-normal distributions' it spould be kept 

in mind that they are based on a 'points in space' model of similarity. They 

would generally not be appropr~ate for comparing clustering methods when the 

research purpose is to comp .. lre sh-apes of ,profiles. 

Inventing artificid data to represent 'a I shape of' profiles' model is more 

difficult because the concept of 'shape' varies according to the 'topic of 

research. One such data set was created by Bart~o, Strauss and Carpenter 

(1971) to comp?re clustering t~chniques w~ich might be used to, classify 

psychiatric patients. They" argue: "Since there is no statistical test of 

significance of emerging clusters, the choice among various techniques and 

emerging clusters has tended to depend on the meaningfulness and usefulness of 

the actual clusters produced. 1t They fabricated psychiatric symptoms for 100 

archetypal patients, representing five diagnostic categories with 20 patients 
, 

per category. Thus the clusters were,designed to duplicute descriptions used 

in cl'inica1 practic~j clustering teChniques "h~re evaluated based upt'n how tY~ll 

they would duplicate ,clinical diagnose~. (It js interesting to dote that the 

'best' clustering method of those tried was complete tink with Q-correlation 

, 
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as the resemblance measure. Indeed, it was the only technique which 

'reproduced the original input groups. TIle same clustering method used, with 

Euclidean distance produced many'misc1assifica~ions.) 

A. number of sets of real (as opposed to factitious) data, which have known 

'right answers' based on theory, have been used to compat'e clustering 

methods. A simple but popular one is the Fisher-Kendall Iris data, containing 

four measurements made on 150 specimens from three species of Iris (Ball, . 
!?~7; Bezdek, 1973, McRae, r973). Of course, finding the right answer is 
,,,,' 
partly dependent on using a measure of resemblance th'at is appropriate for 

, 
both the data and the theory. 

. Idea11y~ it would be good to create a great many artificial data sets, as 

B1ashfield has done, to comn'are the ability of the clustering'methods to 

handle a variety of easy and difficult situations. Variations in shape, size 

and separation of clusters \{ill affect different algorithms in different ~.,ays, 

for example. The amount of 'noise' in the data and.the amount of correlation 

in the variables are also likely ~o have a significant effect. 

For the purposes of this project, four artificial data sets were 

specifically designed to simu~ate the data structures which are most likely to 

occur in social, behavior~ll, and psychological data. 

Challenges In Criminological Data ., .. 

Measurements. of human behavior often do not fall into neatly normal 

distributions. Distribu~ions of deviant behavior, ,for example, are often 

extremely skewed. The clusters idthin may be very peal(ed or rather flat. 

Thus artificia1}y generated clusters) \'1hich are drawn from multi-normal 

distributions, do not necess~rily duplicate the real-life situation. TIle . 
relationship betwl?en clusters also concerns us. 
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For detecting an underlyi?g structure in a set of data classification 
. ' , 

me,thods must be able to detc.ct two basi~ kinds of clusters: 

t a) Compact, separated clusters who'se boundaries are clearly definable. 

(b)' Modal clusters, ~~h:i..ch may be close enough together that their 

boundHries overlap, yet ,which c'an be. distil!guished by the existence of 

more than one highly dense area (mode). Boundaries between modal 
, . 

clusters are fuzzy, not clearly defined. 

The danger is that a clustering method may instead identify artifici~l 

clusters' based on its o~vn met.hod of cluster-building, imposing arj;ificial . . 
boundaries that are not inherently contained in the data • 

We will focus on the fol tow,ing problems and data structures: 

1. 

that 11 data set m"y t· 1 . 
Q con a~n no c usters, having only minor variations in 

frequency and, perhaps, a single large mode. If the purpose is to uncover a 

natural structure, a cluste~~ng method should no~ artificially partition a 

continuous dis~ributit)n into s~veral arbit,rary b'locks. It may, be equally 

inappropri<'lte to break up some 'of the natural clusters into smaller segments 

or tack two adjacent modes together. Which error is most acceptable depends 

on the purpose of the classification. 

L Ut1clas!ifuble ~ndividuals '. Even ~.,hen there are a variety of 

clusters, a feH individuals are likely to fit .in none c:.£ the categories, 
. 

appearing instead as peripheral points or points in the region between 

dust'ers. A clustering method should recognize the uncL'lssifiable IInoise" 

points in some way, rather than forcing them ipto one of the clus'ters when the 

fit is poor. Furthermore, it should not b~ misled by a few points between 

clusters into m~rging distinct classes. 

II 
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3. DiQ~t'ing Size And Compactness.J2.i Clust~.!.. Data in criminal behavior 

frequently contains n very ~~rge compact cluster of "average" individuals> 

with much smaller and spa1"Ser categories of "deviant" individuals. The number 

of points and the cluster di'arrlete'L's interrelate to. pr.·educe clusters that may 

range. from very compact (many points wit'hin a' small ,territory) to very sparse 

(a fow points s~read over a rather large territory but still identifiable as a 

cluster. because of a background that is even more sparse). 

A clustering method should be able to detect clusters of widely different 

size and compa!Z,tness within one data set. Tree diagram~ from the, hierarchical 

methods should contain signals 1vhich help in id<mtifying compact and sparse 

clusters in the same data> espe.cially when tw'O compa,ct clu~ll:ersmerge before a 

sparse cluster has completely formed. 
. 

~SrnaU S~.E.~ration Or No Separation Between "Clusters. Even co.~pact', 

separated clusters'may be difficult to. distinguish if the separat'ion between 

them is small relative to thfeir diameters, partipularly if a few no.ise points 

happen to fall, in the gap betw~en. 

Much mo.re difficult is the 'task of distinguishing significant modes when' 

there is no. empty gap between, Dnly a lessening o.f de~sity. Yet this will 

occur Y7hen two pDpulation:) occupy territories that overlap slightly. We would 

like to be able to recognize distinctive-b~t-overlapping pepulations, while 

ignoring the minor variations in density which are inevitable in a random 

sample. 

5. Different., <2 tlS,tt'7.r Shapes And Orientations In Sr:.~E!.:. This study will -\ / . 
fo.cUG on clusters ';o7h<?se territDries can be. described as hyper"'spl:ieres and 

hyperellipsoids,' ignoring th€; mD-re esoteric pessibilities sllch as 

hyper~hD-rsesho.es, doughnuts, and teacups. 
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The ellipticity of a cl,uster is determined by the variances 'and 

cDvariances of the variables <?n Po.ints ~ ~ cluster. It is -reasonable to 

expect that covariances may be different for distinct subpopulations within 

,Dne data set. Thus it is important that a clustering method be able to detect 

ellipsoidal clusters at a variety of orientations in space. 

Everitt (1974) argues that certain clustering tec~niques (minimum 

variance, for example) Ylill perfo.rm optimally with spherical clusters and will 

have difficulty recognizing ~llipsoidal clu~ters. 

6. Irrelevant Va,::iab~e~ The categDries within 'a classificatiDn system 
, ' 

are defined entirely on the basis of the variables which were, used to develop 

that system. There is a great temptation, when searching fo.r clusters'to 
, ' 

throw in' every variable o.n whi'c!l measurements are available in hopes of 

finding a classificatl.'on s t th t '11 d' . . ys em . a 1'lJ. 'l.stl.ngul.sh categories o.n as many 

dimensio.ns as possible., (NumerDus examples of such fo.lly can be fo.und in the 

criminological literature: Baer" 1970; Jenkins and Boyer, 1967). 

The inclusionJf extra variabl.es which are irrelevant to. the ~In'atural" 

clusters that presumab~y lie hidden in the data will usually make tho.se 

clusters more difficult to. find. SUPPDse, fDr example, that 5 variables are 

being used when clear-cut clusters wDuld occur on 3 of the variables, while 
,) . 

the Dther 2 variables are uniformly distributed across the entire data§et. 
(I 

Two points which' are ve.ry close together on the 3 c1usterable variables may, 
;1 

simply by chance) be far. apart on the 2 extra varia,bles and thus appear fairly 

distant in the 5-dimensional space. The inclusion of extraneous variables 

distorts boundaries b~tweeu clus,;ers, makin! them less dist~nct. Of course, 

tlfere, may be no way of te lli!l'g in advance which variables will be "relevant" 

to thDse hidden cl.usters. But cautl.·D h ld b 'd" . n s DU e exerCl.se agal.~st l.ncluding 

tDo~many Dr tDD diverse a collection of variables. 

o 
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~7~. __ ~R~e~d~u~n~d_a~n~t __ V_a,~r~i_a_b_l~e~ If two variables are hiehly correlated over the 

,.,.,hole data ~et (say, r> .7) :they are measu,ring essentially the same 

characteristic. If both ~re used in the clustering process that 

characteristic will, in effe'ct, be given double weignt. It is quite possible 

that one of the variables should ,be judg'e.d retlundant and not be used in 

clustering. Preliminary principal c~mponents analysis is sometimes advisa~le 

to determine how much redundancy, exists. Of course, t~vo partially redundant 

variables could be delibe,rate1y retained if ,the user judges that the 

characte~istic they measure in common is so iinportant that it deserves extra 

weight (see, particularly, Morl;'ison. 1967). 

(This problem has not beart nddrelZlsed in our study of artificial data, but 

will be cot'l~idered in the applications to: real data.) 

Challenges Built Into The Artificial Data §~ __ "'t..---.(( 

In the following des~riptions of our artificial data sets we ~ill indicate 

the particular data structures that are embedded, in each data sets. Four 

artificiaidat? sets are constructed, l?AT-D, DAT-E, DAT-F and BAT-U. The 

starred chal1.enge in each case 'is the major structure of each data set. 

Numerical i.nformation on the exact statistical structure of each of the 

1 'h lt t' n The cluster graphs sho~u data sets is included ater loU t e resu. s sec J.O • _ 

later in this chapter indicate the structure of the three sets D, E, and F. 

Starred challenges (*) indicate the major -focus of each data set. . 
1. Set D: Four separated clusters, one of which is spherical in shape, 

the others ellipsoidalwith~ifferent orientations in space. No overlap 

between clusters on at least one variable ~nd no added noise. 
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*Challe.nges fF3, differing compac tness; and {ftS, different clu'ster shapes: 

One cluster is much less comp4ct than the others and is ellip~ical in shape, 

with a great deal of vrithin""7luster covariance., It is quite well separated 

from the other clus~ers. 

Challenge 1/:4: small separation bet~',een clusters. Tvio of the clusters are 

, J t th b t they do not overlap in the sense that all points can qu~te :,ose oge ar, u 

be correctly allocated by discriminant analysis. 

2. S~~ Three ellipsoidal clusters at different orientations in space, 

with additional "noise" points. 

Challenge #2: Unclassifiab1e noise points. 

. Challenge Ift3: Piffering 1ft of points in clusters creating somewhat 

differerit degrees of compactness. 

'*Challenge ift4: No separat~on, a slight overlap betv?een two of the --
clusters at the end of thei~ ellipsoidal territories. 

-A'Challenge fftS: .Dif'ferently shaped ellipsoids, at different orientations 

in space • 

3. Set F: Five spherical clusters which differ greatly in compactness, 

with additional IInoise ll points. Three of the clusters overlap greatly to 

simulate modal clusters with fuzzy boundaries. 

Challenge 4ft2: 'Onclassifiable noise points. 

*Challenge 4"3: Large difference in size and compactness of clusters. One 

clu.eter' contains many more points than the others vd.thin a small terd,tory, 

while two of the other clusters cover very large territories. 

*Challenge 1/:4: No se'paration, considerable overlap of two cluster-pairs. 

Triis ,can be expected to inte,ract with challenge 1ft3, bec.luse the two better 

1 '" '11 t b ftllly formed in a tree diagram separated but less compact c usters W~ noe 

until after the three compact' and overlapping cluste1.·s h.1ve merged into one. 

" , 
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4. Set U: 011e cluster of points dra\vn from a ~lUiformly distributed 

population. 

*Challenge 4fl: . Det~rm~ning the number of clusters in a data set. Which 

clustering methods will tell the uS,er that this data set should not be 

partit{oned into subsets? Results can b(1 used as a basis for comparing with 

clustering results on other data sets., Determining the number of clusters 

will be a recurring challenge in all data sets. 

Limitations On The Artificial Data --.--

Size Of Sample: Sample size is limited by the memory cap~city of the 

computer to be used and by the cost of computer time. The hierarchical, 

clustering programs used in'this study p~n handle a maximum of 200 points. 

Programs for the other clustering techniques can process data set::~ of 500 

points and most,'with minor modifications, could handle up to 1,000 points. 

Because of the size li~itation on hier.archical techniques, all of the 

artifidal data sets in this study contain 200. ,points or less. 

Number Of Variab1y~: Clustering of real crimino10gic?l data will 

frequently involve 15 to 20 variabtes, or more. Howev~r, it is difficult to 
, 

duplicate that situation in artificial data and maintain an accurate 

perception of the character:i:stics of the data set. Therefore, artificial data 

sets in this study involve·from 3 to 8 variables. 

Interval-Level Variables: Most of the clustering methods are designed to 

be used on continuous variables measured on an interval··level scale, so our 

artificial data is all of that type. It may-be possible to use these methods 
., 

on ordinal data when distances between c~tegot>~fs can be assumed to be roughly 
\'\ 

equivalent. Nominal (categorical)· variables hJ~e not been included in this 

project, although the use of Gower's coefficient as a similarity measure wO\lld 

make it possible to do so. 
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Standardization Of Variables: This study does not address the question of 

"lhether to standardize. Al~'variables were standardized before clustering. 

"Point~_ In Space" Hodel Of .. Similarity: By drawing .artificial data from 

mu1tino~mal populations in m:"dimensional space we automatically define tho 

clusters within a "points in spa,c,e ll mode'! (see the ear,lier discussion of 

similarity). Hence this study will not test the ~bility of the methods to 

cluster ,objects according to. similarity in their profile shapes. As a result, 

the potential usefulness of the correlation coefficient, '~hich most c1csely 

measures simila!ity in profile shape, is .like'ly to be ul].derw·rated·. 

Clustering Methods _ ... , ---
Clustering methods to be compared were se1ecte~ from those most widely 

used in numerical taxonomy, plus two mode: seeking methods that ar,e less 
. ~ , 

well-kno~vn but appeared 'tc~ be appropriate for detecting modal c1uste~s. 

K-means methods: The MIKCA computer program (McRae, 1973) was selected 

with two criteria to be optimized. Minimizing trace W; where 1-1 is the 

within-groups ,covariance matrix, is the mo·st common optimization criterion, 

but Everitt (J.974) however argues that it tends to break up ellipsoida,l 

clusters into smaller, more-or-1ess sph~rical parts. According to Everitt, 

minimizing determinant W is more able tQ detect an ellipsoid because the 

covariance \vithin clusters is taken into account by the clustering criterion. 

Indeed, NcRae found that MIKCA performed bette'r when minimizing det W than 

when minimizing trace W. Thus we will use det W as the ~lustering criterion, 

in addition to selected tests of trace W. 

One drawback of K,-means methods is th~t; they must be told in 'advance how 

many clusters to' $''.i.',}h for. With artificial data one has the r·are avantage 

of knowing how many clusters there should be. Since that is usually not the 

,'------ . 
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h 1 a-tl·fJ.·c~al data contains k clusters we will case with real data, w en t)e L ~ 

see ho,,, HIKCA allocates P9ints ,,,hen it ~s 'request k-l, k, and k+l. clust~rs to 

given the wrong number of c1.ust~is. 

. h d Of tl,e many methods that have been devised for Hierarchlcal Mel 0 s: 
_~ I 

. clusters in a hiercrchical fashion, two stand out as agg10meraUng points l.nto 

. (J 

the most successful in the comparisons that have been,done: the unweighted 

g~~up average method (UPGMA) and Ward's minimum variance technique. (see, for 

example, Edelbrock, 1978; B1ashfie1d, 1976; 'Delabre, 1973; Cunningham and 

1972) Hence those two have been chosen for use in this proj,ect. Ogilvie, ' • 

Both are options within the HCLUST computer program, which cor:tains 

hie1.'archical clustering subroutines offered by Anderberg (1973). The result 

of these'methods is a dendrogram (tree diagram) which must be'interpreted by 

, lone 0'" mo"'e 1ev d ls ,of the tree as the basis of a the 'us~r, who se ects ~ L ~ 
, --

classification system. The ,number of clusters, k, need not be known in 

d h t some c1u'e to the number of clusters advance; in fact, lt is'to be hope t a 

can be gleaned from the tree diagram. 

d The h~gh incidence of noise in criminological data, Mode-Se~king Metho s: "-

and the possibility of overlapping modal clusters, creates .:1 need for 

clustering methods which ,rill recognize separate modes (regions of high 

density) within an area of moderate point-density. Wishart (1973) developed" 

. \" 1 l;nk';ng of modes, which. we have such a method, itlVolving a hJ.era~cL1J.ca ... ... 

11 d H"'10DE This produces a dendrogr8ll) shtlwing imp lamented in a program ,ca e L' • 

The linlcages between modes) 01: dense-points, ruther than between all points. 

number of dense-points pt'ovides a maximum for the number of cluaters~ k, which 

the uS,er may then revise dowq{yard if it is determined that some dense-points 

ftrobab1v represent only minor variations in density. are so close together they !". . 
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The second natural Olode,,;,seek.i.ng algorithm definfs modes on the basis of 

density within a fixed radius R, then assigns points to modes using a . 

hill-descending approach. This method, develop~d by Huizinga (1978) in 

program NMODE, produces an unequivocal statement of the number of modes, k, in 

the data--a potentially very useful featur~, if it proves, to be reliable. It 

also recognizes the possibility of II fuzzy" boundal'ies bet~."een clusters by 

printing a measure of the likelihood of each poi~t belonging in each cluster. 

§-ailarity Measures. 

l'he l1eed to match the measure of resemblance to the purpose of research 

wus discussed in Chapters 7 and 8. Because our artificial data is based on 

the,concept of points in space, it would seem most appropriate to use the 

distance;"'based coefficients ,of, similarity (or' dissimilarity),' because they 

utilize all of the information in the data. Our earlier comparisons of 

similarity indicate that thC}re is very 1ittle difference between the various 

coef.f.icients which are based on distances between points in space. Hence in 

the comparison of cluy,tering meth~ds that follo~',S, Euclidean distan.ce ~i 11 be 

most heavily used. Two other distance-based coefficients will be used ~vr 

limited purposes: Gower's general coefficient because of its potential value 

in handling a combination of qualitative and quant~tative variables, and 

Mahalanobis' d'istance in MIKCA ,,,hen min (det W) is the clustering criterion 

because it is more appropriate mathematically than Euclidean distance (see 
• \1 

Everitt) 1974). 

Other rese~rchers hrtve reported success in using the Pearson corre13tio~ 

coefficit'!nt o~ a.rtificial data cre.ated accordinr; to a "points in space" model 

(e..g., Edelbrock, 1978). We doubt: the general applicability of Q ... corre1ation 

because of its sensitivity to the. position of the origin. J>articularly in 
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SQciological and behavioral d.a.ta there is like.ly to be a large cluster of 

II II ' d' 'd 1 d f . 1 1 " average. ~n ~v~ ua S cente~e a~r y c ose to the populat~on mean. Such a 

cluster could' not be detected in one piece. by any of the angular similarity 

coefficients. However, becabs'e of the popularity of the 

correlation-coefficient it ,olill b.e inclu'ded i'n our tests. Its potential 

usefulness would probably be better demonstrated on data in 1vhich clusters 

were to.be defined on ,the basis of similarity of profile shape. 

The cosine> or normaiized vector product> measures similarity in angular 

position of poip.ts relative to the origin,. Its meaning, can be easily 

visualized in a lIpoints in space" model. It also can serve as a measure of 

similarity in proportion. Although, it has not bee~ ,el,tensivelycomparcd with 

other similarity coefficients) it is the only angular coefficient, that is 

• 
easily interpretable as a measure of simil arity between points in sp(lce (see 

earlier discussion'of similarity). 

The table below shows the 'combinations of clt:lstering method and similarity 

measure which are used in this ,study. Some clustering algorithms require the 

use of a particular dlstance me'asure; for example, d2 is an integral p,art of . 
, 

the minimum variance technique. In other cases, the possible combinations of 

clustering method and simila.rity coefficient were limited by the computer 
, 

programs available. Formulas used to compute the sele.cted similarity measures 

can be found in our earlier chapters discussing similarity. 
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CLUSTERING METHODS AND SIMI~RITY MEASURES 

USED ON ARTIFICIAL DATA SETS 

Correlation Cosine GaWel'S Euc lideen Hahal. 

K4neans methods ~HIKCA) 
min dct H 
min trace W 

Hier-1;)~c!~ical methods 
Group .:1verage (U11GMA) 
HiniDlum variance (WARD) 

Hade-seeking met~ 
Wishart IS hierarcld cal (RHODE) 
Huizinga's (NMODE) 

EVAL~ATION OF APPROACHES 

l' 

X X 

X X 

d D2 ---

X X' 
X 

X X 
'X 

X X 
X 

.. 

Each clustering method :t;"equires the user to make a dec:i.sion which 

detel.uines ,the number of clust~rs and may ,greatly affect the c~usters that 

result. MIKCA's k-means algorithm requires that the user set the number of 

clusters directly, and it does not change that number. It does occasionally 

produce a one- or two"':point clustet·, which may indicate that k has been set 

too large or that the single'ton 1.s an extrem.:a out lier. Hierarchical methods ' 

produce a tree diagram; the user selects the ~evel of the tree to be used, 

thereby determining thh number of ci'ii~ters to be considered. (This app lies to 

HHODE. as Wt111 as WARD and UPGHA.) NMODE requires the user to set the 

dense-point radius R~ Although the user does not have any direct control ovel:' 

the number of clusters, the o110ico of R will affect that: number, frequently 

detcrminint~ t·]het:her any cl!lstcr~ are detec,t:ed at all. 

- .......... ----------------.-------------""----------------~--~---~~-
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Prior comparative studies using, artificial data have frequently adopted a 

. standflrd rule which determines cluster se ec lon. 1 t ' For examp1:e, for a 'data ·set 

R (1973) automatically sets ,k=g when testing MIKCA, containing g clusters, Mc aa 

'and Blashfield (1976) looks only at the last g branch lines of the trees he is 

comparing. This is certainly not the procedure that would be fa llow'cd by a 

researcher \v'ith real data, where g.is generally unknown. 

, t f s primarily on the "correct" number Although our evaluat1on, to~" mus ocu 

of clusters, some attention will be given to the types of errors that will 

occur when a different number of clusters is selected. 

fOl: several values of It, NMODE for several values of R. 

MIKCA will be. repeated 

Tree branches will be 

Ilcut" keeping 1n mJ.l1 t e JU gmenc , "d h 'd 'of the l'nterp.reter of real data. 

Interpr~tetion of Tree Diagre.ms, 

, 'f~' dl.'agrams must be done with little prior Usually, 1nterpretat1on a ~ee 

knowledge about the correct'number of clusters. It is based, instead, on, such 

,clue~ as r~lative lengt'hs of: branch lines and numbers of points in the 

developing clusters. In many past studies the classification 'lev~ll may be 

, t' t Thl.· U produ.c~s a series of chosen by a 'straight cut across 'ne ree. ~ 

partitions at v~rious levels of abstraction; i.e~, K, K-l, K-7, ••• K-N, etc. 

While the IIstraight cut ll technique ~y appear to be more systematic and , 

objective, it ignores a valuable resource: the judgment of the uset. 'rhus 

when the best cutting point in a. tree is not obvious we will try several 

possible cuts rather than applying a standard rule.. The objective ~~ill be to 

co·'r,..>.ct classification by'· cutting at points ~~hich gq~t a good tuD.tch with the .._ 

ax,pear naturally in the tree • 

In addition, ver~ small ~lusters (e.g. containing 1 to 4 points in a data 

) '11 b conp,l',dnt'nd OP clusters: their points will be set of 160 points W1 not e _ ~ ~ n 
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classified as outliers. (Edelbrocl~, 1979, points out the unreasonableness of 

, calling a singleton a cluster, in comparative studies,. He demonstrates that 

classification mqy be more ~ccurate when some points a~e left as outliers than 

·when every point is required to be classified.) This is an example where 

'u.ser judgement' may modify the strict application of the 'straight cut' 

techninue. 

Comparing, ,rr:h.~ Selected l'art;,i.tion.s: Criteria For EvaluatiQn 
, . . , 

In a number of studies clustering artificial data, comparison of results 

has been reduced to a rating of each partition based on a single coefficient 

of agreement such as Rand's coefficient (Rand, 1971) or kappa (Blashfi,eld, 

1976) or simply the number of points misclassified (H~Rae, 1973). Each of 

these rept'cscmts a '£j lightly' different definition of "agreement". Purthermore, 

bot'h' counting the number of PQi,g~s misclassified aild computing kappa requires 

prior matching bet'vGcn the tlusters in the correct partition and clusterll, in 

the partition to .be tes'ted. This match is not unique, nor is a "best" match 

always intuitively obvious. " 

Recognizing that some clustering mis takes m.!iy be ~onsidered to be more 

serious than others, and wishing to discover \~hich clustering methods have 

trouble with \\'hich "challenges" t ,~e shall not reduce our comparison to a 

single coefl:icient of a.greement. Rather, we will analyze the cluster overlap 

patterns in some dettlil and reb,to the errors of classification to the 

charac teristics of the data set involved. 

Values of several coef£ici~nts of association (described in Chapter 10) 

have been compu ted: Rand's, Jaccard's, Cramer's V, and Goodman-Kruska1' s 

Latnbua. The numbQr of poil'lts mi,sclassified has also bd~n noted, when a 

l"easonable deteroination was possible. An assessmlmt of the usefulness of 
, 
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" 

theqc summary s.tatistics ,·lill be delayed untU after our judgments on the 

partitions have been pr.onounced. 

Compud,son H,ith Discriminant ~Analysis 

Discriminant analysis on the lIcorrectll clusters ~-lill provide a measure of . ' 

the "difficulty of the clustciring task in each data set. ~~1ere populations 

over lap, some mis class ification of points is to be e1l:pec ted. There fore the 

number of points' misc1assified 'according to discriminant analys is will pro'vide 

an "expected" number of misclassificatiot'ls. Points w·ith less than a .9 

probabi1ity of being correctly classified will be considered to' fall in a 

fuzzy boundary region bet,.,een clusters where some mlsclassification by the 

clustering methods is likely and should be tolerat.ed. 
. , 

(It sho1.lld be cautioned th<xt discriminant analysis is based on measurement 

of distan.ces bet'\veen points. Its use is advisable only When a points-in'""space 

mode 1 of similarity is desired. It could be quite mis leading ~-lhere 

classification is to be baseo upon similarity in profile shape.) 

Evaluation Of Individual Clusters 

Analysis of within-clus,ter ,structure and homogeneity is not generally don,e 

on artificial data w'here structure is known, However, it may provide a useful 

comparison ,-lith real data clusters in later chaptcro. Thereforl'~., individual 

clusters from a few selected' part.itions will be examined. 

R,ESULTS 

DATA ,SET D: /ICLUSTERS OF DIFFERE:-:IT SHAPE Al'ID SEPARATION .... ' 

Data set D contains 80 points measured on 8 variables. TvlCnty points were 

randomly drawn from each of four multivariate normal distribl1tioM. Thus the 

data set was generate.d in the ferm of 4 clusters, all containing the same -
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" 

nllmber of points, .... 0 f tl d' 'b . LW o· le lstr1 ut1cns, represented by clusters #1 and 3, 

had no corre lation betw'een ,the variable's. The other two,' clusters ff:2 and 4 

both had some correlation: between variables, 

Specific parameters for 'tne 4 sub-populations 

Cluster 1 

Centroid.' '(a a a a a a a 0) , , , , , , , 
Standard deviation:: 1 on €!8ch variabl.e 

Cluster 2 

Cen tro l' d', (8 8 8 8 8 8 8 ) .' -, , , , "....;, - , --:8 

Standard deviation:::: 2 on each variable 

Correlation matrix: 

1.0 
•• 8 

,8 
-.8 

.8 
-.8 

.8 

.8 

Cluster 3 

.8 
La 
.8 

-.8 
.8 

-.8 
.8 
.8 

.8 

.8 
1.0 
-.8 

.8 
-.8 

.8 

.8 

-.8 
-.8 
-.8 
1.0 
-.8 

.:9 
-.8 
-.8 

.8 

.8 

.8 
-.8 . 
1.0 
-.8 

.8 

.8 

-.8 
-.8 
-.8 

.9 
-.8 
LO 
-.8 
-.8 

Centroid: (9, -2, -2, 2, 2, 0, 0, 0) 

.8 

.8 

.8 
-.8 

.8 
-.8 
1.0 

.8 

are: 

.8 

.8 

.8 
-,.8 

.8 
-.8 

.8 
1.0 

Standard dCV1"'!:1·OI1S.· 61 -- 3 .-.:::" ... ; 62 ::: 'V 3 ::: 6"4 ::: cTS :: 

Clus ter 4 

Centroid: (18, 4, 4, 4, 4, 4, 4, 4) 

Standard deviations: 01::: 1;02 ~Cr3 =6l~ ~6S­

qorrclatio\'t I'ilatrix: 

1.0 
o 
o 
o 
o 
o 
o 
o 

o 
1.0 
o 
o 
o 

° o 
o 

° 0 o 0 
1.0 .9 
.9 1.0 
.9 .9 
,3 .3 
.6 ,6 
.9 ~9 

a 
a 

, .9 
.9 

1.0 
.3 
.6 
.9 

o 
o 

.3 

.3 

.3 
1.0 

.5 
',:'3 

o 0 
.0 0 
.6 .9 
.6 .9 
.6 .9 
',.5 .3 

1.0 .6 
.6 1.0 

, 
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To completely picture this dat~ set based on all pairs of variables would 

require 28 separate graphs. Only a limited impressi,on can be obtained from 

one; ho~yever, two dimensions, showing typical separatiot). between clusters are 

'plotted earlier in,Figure lD. In the graph, the ellipse dram~ for each 

1 'b d 1 . 1 f h' b' 2 f ' c uster ~s ase on a mu t1.p eat e mean Mahalano loS D rom the pOl-nts to 

the cluster centroid; therefore the ellipse encloses,most, but not all, of the 

points in the cluster. 

Shapes: In unstandardized space, cluster 1 is dra,YU from a population 

which is shaped like a hypersphere, ~Yhereas the other popUlations are, shaped 

like hypere lli psoids.. BeJ:!ause the variables are uncorrelated for cluster 3, 

we may think of it as a hyperellipsoid '''hose axes are parallel to the 

coordinate axes. Clusters 2 and 4, though, are oriented at odd angles in 

space. --
p~sities: The clusters vary in compactness, with cluster 1 being th,e 

,most compact and cluster 2 the least compact. All contain the same number of 

pointf •• 

Separation: 'The four clusters can be clearly dis,tinguished on vB;riable 1 

(see. graph) with clusters 1 and 3 being fa~rly close together on that 

variable. In all of the other variable~, some, clusters overlap. The greate,st 

amount of overlap is between clusters 1 and 3. Cluster 2 is the most clearly 

separated in all 8 variables. 

Discrimine:'Ut analysi's based on the four correct clusters was able to 

clasify lOO~~ of the cases corre.ctly. Although clusters 1 and 3 are close 

together only one point ~f cluster 3 showed leas than a 90% chance of 

belonging thore. l)'igure 2D ·is a plot of the da\':a in discriminant space, using 

the fh'st two discriminant fup,ctions. 
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Clustering Results (Dota set D) 

In this 80-point data set.we require that a group in a partition must 

contain at least 3 points. All 'Other points will be designated "out liers" i.n 

·that partition. 

M!KeA, minimizing determinant H: Partitions containing 3, 4, and 5 groups 

were r~quested. Mahalanobis' D and Euclidean d prod~ced identical results in 

the 3- and 5-group cases, and differed in tlTec placement of only one:point in 
. , 

the 4-group case. Euclidean d misclassified one point, while Mahalanobis' D 

produced a perfect 4-group solution! 

Table ID show's cross-tabulations of the MIKCA partitions ,wit.h the 

"correct" partition, Le" the clusters as generated. ~; It ,can be seen fr.om the 

table that the 3-grOltp partit.tbn merged clusters 1 and 3 into a single group, 

while the 5-group det W partit,ion split cluster 3 between t,v() groups (along --
with one point from cluster'4). similar cluster overlap tabl,es will be used 

'~ 
,to compare cluster analysis partitions with the "correct" one throughout this 

chapter. 

MIKCA, minimizing trace W: Partitions obtained u~ing trace VI are also 

shown in Table ID. At the 3-group level, partitions obtained from trace Wand 

det H are identical. Indeed, it will be seen below thii most of the 

clus tering alogorithms produced the same 3-group partition. The 4- and 

5-group partitions from traCe Ware clearly inferior to those ~rom deteoW, 

hmvcver. The trace W ()riterierg. waS unable to sepavate clusters I and 3 in any 
" 

of the partitions. 

WARD: Figure 3D shows the tree diagram from Hard's minimum variance 
-. .:.';,.-;:; 

me'thod. }fnny short "branch lines occur until the 5-group level. At that time 

branch lines become longer, so a user would be ,mos t likely to sa lec t that 
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Table ID 

1 . . Cluster Overla;' Matrices for Data set D 
MIKCA: 3,.4, and 5 troup Partitions I ( 1 

I 

(~) All MIKCA~ 3-group " ( ~. part~t~ons det tv and trace W) 

MIKCA 
Partition 

1 

2 

3 

Total 

, Generated Partition 
, ..J...- -L -1, 4 To tal - .. ---." .. . 

20' 0 200 40 

P 20 0 0 20 ' 

--.Q, --.Q -.Q 20. 20 

. 20 20 20 20 

(b) det W; Mahalanobis D, 4 groups 
---=----;:------',,:-.-....:.._--------

MIKCA 
Partition 

Generated Partition 
-L -L..1..... -.!L Total' 

1 

2 

3 

4 

Total 

.20 0 0 0 20 

·0 20 0 0 20 

° 0 20 '0 20 

...Q --.Q --.Q ~ 1Q 20 

20 20 20 20 

(d) det W, Mahal. D and Euc-1-id • d~' 5 grollps 

MIKCA 
Partition 

1 

2 

3 

4 

5 

Total 
" 

Generated Partition 
..J...- -L.3 4 Total ------
20 0 0 0 20 

o 20 0 0,20 

o 081 9 

o 0 Ii 0 12 

...Q O...Q J~ 19 

'20 20 20 20 

(I 

(c) tr3ce H, Euclidean d, 6 
r groups 

MIKCA 
Partition 

1 

, 2 

3 
o 4 

Total 

Generated Partition 
1 ~ 3 4 Total 

20 

o 
o 
o 

o 20 0 40 

5 0 0 5 

15 0 0" 15 

o --.Q 1Q 20 

20 20 20 20 

(e) trace tv, Euclidean d 5 t:r , ?roups 

MIKCA 
~tit:i.on 

1 

2 

3 

4 

5 

Total 

i". 

,Generated Par'tition 
_L -L 3 4 Total ------
20 () 0 20 0 40 

o 5 005 

o 15 0 0 'IS 

o ~ a 0 13 13 

.:.Q -..9. -..9. 7 7. 

20 20 20 20 

o 

, 
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Table 2D 
" 

'Cluster Overlfl-p Matric,es fat Data Set D 
Hierarchical Methods ~vith Distance-Based Similarity Coefficients 
'. . 

(a) HARD-d2 , 5 groups 

\-lARD Gerterated Partition 
Partition 1 _2 __ 3_.-L Total 

1 20 0 20 7 47 

2 0 7 0 0 7 

3 0 4 0 0 4 

4 0 8 0 0 8 

5 0 0 0 13 13 

Outliers 1 1 --
Total 20 20 20 20 

.--~ 

(c) '~ARD.-d 2, 4 groups 

WARD Generated Pa~tition 
Partition _.L~~....L-L Total 

1 20 0 20 7 47 
2, 0 15 0 0' 15 

-

3 0 4 0 0' 4 

4 0 0 0 13 13 

Outliers 1 ", 1 ... ,.... 
Total 20 20 20 20 

(e) HARD-d2, 3 groups 

HARD 
artition 

1 

2 

3 

Total 

Generated Partition 
_1 __ 2 __ 3_~.i-. Total 

20 0 20 20 60 

0 5 0 0 5 

.J2 -ll -.9. 0 15 
20' 20 20 20 

(b) UPGHA-d, 5 groups~~ 

UPGHA Generated Partition 
Partition _1 __ 2_ .2_ ..l1_ Total 

1 20 '0 0 0 20 

2 0 15 0 0 15 

3 0 4 0 4 

4 0 0 20 20· 

5 0 0 0 18 

Outliers 1 2 3 

Total 20 20 20 20 

-
(d) UPGMA-d an<;l Gower>, and 

HHODE-d and Go\07er, 4 groups 
, : 

UPGMA!HHODE Generated Partition 
Partition 1 2 3 4 Tota·l _ .. _---

1 20 0 20 0 40 

2 0 5 0 0 ;, 5 

3 0 15 0 0 15 

4 0 0 0 20 20 

Total 20 20 20 20 

(f) UPGHA and RHODE, using rJ. and Go~ver 
. coefficients: 3 group partitions identical 
to those for HIKCA in Table ID (a). 

~~ Other UPG~IA & P.NODE S-group results are 
'verl similar. Differences are: 

UPG~iA-Go~"'Q.r had t,\.,.o more outliers. 
ml0DE-Go~ver misclussified 6 points of 

cluster 3 with group 1. 
HHODE-d misclassifil'd 1 'point of cluster 

3 lvith group 1. 

, 
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level. 'The 5, 4,., and 3-group pattitions from the tree are shown on the left 

side of Table' 2D, for comparison ~qit:h the results of other methods. It can be 

s~en that clusters. i an~ 3'merge into a single 'group at a deceptively early 

stage of the HARD tree, while the ~ighly elliptical and rather sp.:l:rse, cluster 

2 does :not come together into a single group until very late. It w'ould be 

virtually impossible for a user to' recognize clusters 1 and 3 as separate 

groups based upon this tree. 

UPGMA and F~10DE with Distance-Based Similarity Coefficients: The UPGMA 

and ml0DE partitions on set Dusing d and Gmqer I s coefficients are so similar 

that they will be discussed together. They produced identical partitio,ns at 

the 4- and 3-group levels of their respective trees (which were the 'same. as 

the .MIKCA, trace W 4- and 3-group partitions). At the S-group level, 

differences .are mi.nor; hO'vever they differ considerably from the MIKCA S-group 

partitions. 

The trees for UPGMA-d and Gower, and lThfODE-d and Gower are itl. Figures 

',4D-7D. The user looking fOl: as much detail as possible w~ulcl probably select 

the 5-group level of th<.> UPGMA. trees, thereby getting ,clusters 1, 3, and It 

nearly intact (except for a few ~utliers) and two groups representing the two 

ends of the ellipsoidal cluster 2. 1'his partition is shown i.n Table 2D(b). 

It can be considered a. good replicatlon of' the generated partition. However, 

the 4-group partition is not. nearly as good becaus~ clusters land 3 merge 

before the two segments of cluster 2 do. 

The HMODE trees give the impression of' either 4 or 3 groups, phcing 

clusters 1 and 3 in the same group in cl:'ther case. (Recall that RHODE trees 

show only the "secondary clustex:s" or modeq" not the individual points.) 

Of all the distance-based trees, th~ one from UPGMA-d (Figure l+D) 
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Figure 6D 

TREE, DIAGRAN FOR DATA SET,.D 
HIERARCHICAL HODE SEARCH (m-lODE) HITH EUCLIDEAN DISTANCE 

(Tree ShO\1S merges of primary clusters only) 
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certainly gives the most. accurate' impression of the structure of this data 

set. In Table 2D it can be seen that, at each level, the UPGMA and HMODE, 

results are better ,than the WARD results. All three of these methods, though, 

had difficulty caused by the highly, ellipsoidal shape of cluster 2: all split 

off the same 5 points of that cluster into a separate group. This, combined 

with the fact of relatively small separation between the other three clusters, 
'.\ . 

pDoduced the result that other clusters merged before cluster 2 came 

completely togeth~r. 

UPGMA and HHODE "«1ith Angular Simile.ritl' Coefficients:' 'rhe trees ,for 

UPGMA-cosine and r, and IIMODE-cosine and r are given in Figures 8D-IID., 

Again, the trees give somewhat different impressions as to the number of 

groups in thedat.1.l. Likely choices from the separate trees would appear to be 

Tree 

il UPGMA-cosine 
II HMODE-cosine . 

UPGMA-r 
HMODE-r 

which may be compared with 

UPGMA-d 
RHODE-d 

if of groups (contai-ning 
at least 3 points) 

30r 4 groups 
3 or' 5 groups 

. 3 or 4 groups 
2 or 4 groups 

5 groupR 
3 c;>r 4 groups)! 

Thus comparing trees from different methods may give a rough idea, but not a 

precise one, of the number of populations involv€:d' in the data. 

Of al1the hierarchical 'techniques, only UPGHA-cosine produced a perfect 

4-group solution (identical to the X~KCA, det W partition in Table ID(b}). 

The 3-group cosine piartitions from both UPGMA D.nd RMODE were identical to the 

3-grotlp MIKCA partitions. In fact, all methods except WARD and those using 
! 

~he correlation cQeffici~nt pr~d1 .. d the sa.e 3-gro~p partition. 
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Table 3D 

Cluster Overlap Hatrices for Data Set D 
UPGMA Cl.nd HHODE ~vith Angular Similarity Coefficients 

(a) UPG~A-cosine, 5 groups 

UPGMA Generated Partition 
Partition 1 2 3 4 Total 

1 

2 

3 

4 

5 

Outliers 

Total 

20 0 0 0 

o 20 0 0 

o 0 15 0 

o 040 

o 0 0 20 

-1 
20 20 20 20 

20 

20 

15 

. 4 

20 

1 

,(c) UPG}i~':·r, 4 groups 

UPGHA' . Generated Partition 
Partition 1 2 3 4 Total ' ..... -------..::..::..::.::::::::. 

1 20 0 0 0 20 

2 0 20 0 a 20 

3 

4 

, Outliers 

Total 

o 
o 

o 6 19 

o 13 0 

1 1 

20 20 20 20 

25 

13 

2 

(e) UPGMA-r, 3 groups 

UPGHA 
Partition 

1 

2 

3 

Outliers 

Total 

Genera t,ed P arti ti on 
1 2 3 4 Totul -------.::..::..::..::::.:::. 

20 0 6 19 45 

o 20 0 0 20 

o 0 13 1 14 

1 1 

20 20 20 20 

" 

(b) HHODE-co8ine~ 5 groups 

HMODE Gene:ra t~d Partition 
Partition 1.2, 3 4 Total - 1_"'" ______ _ 

I 20 0 1 0 21 

2 

3 

4· 

5 

o '20 

o 0 

o 0 

..J. 0 

20 20 

o 
8 

11 

o 
o 
o 

o 20 

20 20 

20 

8 

11 

20 

(d) IDiODE-II) 4 groups 

IlliODE 
Partition 

1 

2 

3 

4 

Outliers 

Total 

Generated Partition 
1 2 3 4 Total -------'...;....;;;.= 

18 0 0 0 18 

o 20 0 0 20 

o 0 10 20 30· 

o 0 6 0 6 

2 4 6 

20 20 20 20 

.. 

:, 
I 
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Figure 12D .. 

CLU5T:R G R q p 8 3 
2 

D fl r q 5 E T 0 
UP('~lq R 
X:: V R R Y :: V A R ~ 2 

',' 

0 

. 1 

- 2 
- 2 - 1 

.. 

k 

3 

, 

3 
~ , 
~ 

3 3 
3 :£, 

"1 
'3 

,3 
oJ 

~ 

.r/J 

'3 

, I 

o 1 2 .) 
.; 

I 
N 
~ 
0"1 
I 

M 

... 

\ 

(' 
, 



- --~-------------

, ~,\ 

C L U 5 r : R 

o n r q r r T 
j - I 

UP t ~ q 
X = V R R 

, , 

ii 

:' 
c 

G R ~ P H 

Q 
n 
u 

Y = V P R ~ 

3 

2 

o 

. 1 

..: 2 
- 2 

I 
I 

':;1-1 
4' .~_ .' 

-

Figu-re 13D 

- 1 

1 
1 1 

1111 1 
j 1: 

1 i 

u 

o 

,\' 
~ "\ 
1 \ -1 oj 

~ 'ii, 
o ,0 1 I - , 

00 

; 

2 3 

I 
N 
~ 
-..J 
I 

" 

\ 

, 



t ' •. 
l 

( 

-248-

Table 3D shmys a few of the partitions produced by r and cosine. The 

'angular coefficients do not h~,ve the difficulty ~Yith the eI)}i.psoidal duster 2 

that distance coefficients have, 'because cluster 2 does 'not sub tend a large 

,angle in most dimensions. In fact, cluster 2 is completed very early in the 

trees which involve r and cosine. On the 'other cluster.s; however, there is 

considerable differ.ence in results produced by the two angular coefficients. 

Correlation tends to lump point,s from clusters 3 and 4 together, while the 

other coefficients do not. Its results at the 4-grou~ level are reasonably 

good; but at the 3-group level, partitions obtained from r differ markedly 

from those of other methods. 

'Graphs showing the 4-group partitions produced by UPG}~-r and UPGMA-d are 

shown in Figures 12D an.d 13D respectively, to give a visual c'omparison of 

clustering results. 

NMODE: In data set D, 2 modes were found--the same 3 groups identified by 

most 'other methods. Th'e NMODE partition is the same as that in TAble ID(a) 

with the exception that 4 points tvere left as outliers. 

Comparison of the Partitio~~ 

The greatest agreement' between the several clustering methods was obtained 

at the 3-·group level. For some researcil purposes, this 3-group partition­

shmm in Table 1D( a)-might be satis factory. . This result indicates, however, 

that mere agreement between methods is not an adequate ib:dication that all 
, , 

1 ( underlying populations have been found. Indeed, it is quite possible to find 
r 

! the ltcorrectll 4 populations in this data, as evidenced by the success of the 
.1 

I 

'1 MIKCA
t 

det Wand UPGMA-cosine 4-group partitions. If research purposes 

C, stigge;st that too many' c1uste.rs would be preferable over too feYl, then the 
.', 

UPG}l-\-d and IbfODE-d 5-group partitions might also be considered better than 

the 3-group one. 
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• A!l. evaluation ,of the individual clusters obtain~d at the 3-,.4-:" and 
. 

5-group levels will be undertaken in the next section. F.irst~ at .the 4-group 

l~vel, the clusted,ng methods will be rank-ordered according to their success 

in dupli~ating the IIcorrect" partition. The rank-ordering is shown in 

Table 4Dr'cind is based primarily on the number of points misclassified by' each 

method. (In this ~articular data ~el: there was no difficulty in establishing 

a ,"best" match between the lIcorrect" partition and each of ,the C.A. partitions 

-"'a problem Hhich arise€' in other data sets to be discussed later.) 

Table 4D includes values of the four coefficients of partition agreement 

which are described else~vhere. Each measures the agreement bet,(l7een the, 

cluster analysis partition and the generated partition. All four coefficients 

rank. the 4-group partitions in the same order that we did looking at number of 

points misclassified. Also included in Tab le 4D are coefficients of agt"l..iemcnt 

for selected partitions not. containing 4, groups. Within each k-1eve1, the . . 
coefficients agree on the rank-ordering of the par,titions (with one exception 

'. by Cramer I s cae f. at the 5-group leve 1) • 

We are interested in judging tne usefulness of thepe coefficients for 

comparing partitions containing different numbers of groups. The usefulness 

of Cramer's coef. must be questioned, since it gave a perfect agreement score 

of 1.0 to partitions containing 2, 3; 4, and 5 groups. This hardly fits our 

concept of a "perfect match",between partitions, which would reserve the top 

score of 1.0 for partitions that are exactly alike. The 'other thr.ee 

coefficients, although they differ in absolute magnitudes, produce very 

similar rankings of the partitions even ~lhen all of the 1,-levels are 

considered togethet".· Furthermore, they agrne ~Yith our assessment that the 

best of the S-group parti.tions are bettel." than any of the 3-group partitions. 

, 
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Measures of Partition Agr~ement on Data Set D 
with Success Ra~ings for th~ Four-Group Partition~ . 

i .1 

------------------~----------~--~--------~~----~--~------------------.-----,---------------------------4-group partitions, in order 1/ of points ' Pain ts lef t of succe~s in duplicating mlsclassified as the clusters as senerated (minit~um) outliers' 1. UPGNA, cosine and 
MIKCA, det W, Nahal. D 

Rand r s Jaccard ',8 era.mer' S Symmetric 
. coef. coef. eoefw Lambda .=~------.;;.:;;.;;;==.;:;,.,..-------.;:..;:..;:~------.:::.::.;=.;=--.. --,-~ -..:::=;;;...::;.-----=:~..::.:::----

2. MIKCA, det \.J, Euclidean d 
3. UPGMA, r 
4. IIMODE, cosine 
5. lINODE, r 

Upm1A, both d and Gower 
6. HMODE, both d and Gower 

HIKCA., trace \.J, d 
7. HARD, d2 

NNODE, dj no 4-group partition 

0 0 
1 0 
6 2 
9 0 

·10 6 

25 0 

31 1 

1.000 
.988 
.927 
.912 
.884 

.850 

.731 

1.000 
0950 
.736 
.703 
.620 

.591 

.410 

1.000 . 
0984 
,,912 
.89l 
.856 

.816 

<1720 . 

1.000 
.983 
.870 
.838 
.782 

. ~ 750 

.581' 

--------------------------------------------~---~------------.~. ~-----------~----------------
Other partitions, ordered,by 1/ of groups; 1/ of , Rand's Jaccard's Cramer's Syinmetric 
~w~i~t~h~i~n_~tl~la~t~,~r~a~n~k~e~d~a~c~c~o~rd~i=n~g~t~o~L~a~m~b~d~a ____ ~~G~r~o~U~P~S~! _______ ~c~o~e~f~. ______ c~oe~f~.~ _____ ·~coef. ,Lambda 

HNODE, r 2.620 .388 1. 000 -"'-.500 

NIKCA, det Wand trace W 
UPGNA 'with d, Gower, and cos 
I1HODE with d, Gower" and cos 
NMODE, d 
UPGHA, r 
HARD, d2 

UPGHA, cosine 
HNODE, d 
UPGHA, d 
MIKCA, det W, both D and d 
IINODE, cosjne 
MIKCA, trace W, d 
WARD, d2 

UNODE, Gower 

-

3 

3 
3 
3 

5 
5 
5 
5 

.5 
5 
5 

6 

.873 

.850 

.765 

.597 

.975 

.964 

.963 

.961 

.960 

.8'21 
0713 

0899 

.655 

:593 
.464 
.349 

.896 

.854 

.846 

.840 

.837 

.512 

.371 

.637 

1,,000 .BOO 

.801 ,,750 

.717 • 6~'t2 
q707 .4~1B 

1.000 1,958 , 
.984 .941 
.989 .933 
.985 .917 
.984 .916 
.R16 .680 
.720 .505 

.920 .816 

I 
N 
U1 
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" 

Those same 5-grotJlp partitions are also ranked highel!:' than most (;)f the 4-group 

partitions: This, reflects the fact that, while a cluster had tc') be split at , , , 

the 5-group level, there w~re generally, fewer point~~ misclassified at that 
" 

level than at thE~ 4-group level. Therefore, in thi~; data set, ':.re have no 

quarrel with the rankings pt'o'duced by the Rand, Jac<:a:rd, and La'lllbda 

coefficients. 

Evaluation of Individual Clusters 

To assess thja usefulness of several measures intended to ev'aluate 

individual partitions, see Tables 5D-8D. These contain, for 4 partidons, 

Huizinga I s gamma coefficients for cluster separation, and meaStlres of the 

homogeneity of the clusters on each of the variables. Table 51)1 gives these 

measures for the "cor~ect" part:i:tion. The negative gammas for this partition 

result from the small separation between some of the generated clusters, and 

the large diameter of cluster 2. 

Table 6D represents one of th~ 'poorer 4-group 'partitions, that produced by 

UPGMA and HMODE using r as the similarity measure. This partition was shown 
, 4 

in Table 2D(d): clusters 1 and 3 are merged fnto a single grCIUP, while 

cluster 2 is sp lit,. We would consider it a poor repreeentation of the 

structure of the data set, yet the gamma coefficients are higher for this 

partition than for the correct CIne because the m'aximum clustel: diameter is 

smaller and th.e separations bet~Neen groups are larger. Furthl1!rmore, Tables 7D 

and 8D show a 3-group and a:' 5-group partition, both of which gave higher 

gammas than the, correct p<lrtidon. This indicates that the g,ammas, should ~ 

be used to compare tw~ or more partitions, but only to assess compactness and 

separation !,-fter the "bestH partition has been selected by other means. 

The measures of within-duster homogeneity of variables a1:e also shown in 

Tables 5D-8D. They indicate very high homogeneity in all fOUl: partitions, 
. , 

however it can be seen, that, quite predictably, overall homogEmeity tends to 

decrease as the number of groups decreases. 

An assessment of the usefulness of these evaluative measures, as well as 

the coefficients of partition agreemen.t, will be taken up at the end of this 

chapter after other data sets ,have been considered. 

, 



--~---------------------------------~ 

TESTS FOR COMPACT-SEPARATED CLUSTERS 
, I 

Nl. N2, N3 t N4, ... 1053 1347 210 550 
GAMMA -.2006 

GAMMAS -,1225 

GAMMAW -.4474 

MAX. CLUSTE.R DIAr~E:rER 5.3438 MiN. DIST. BTWN BOUNllAfllES .8664 . , 
CLUSTEH DIAMETERS 

1 2 3 4 
i .433 5.344 2.259 3.424 

VARIABLE X CLUSTER HuMU,jEI;IE [ Tl E S 

1 2 3 4 1 .990 .9:38 .902 .985 :2 .965 .753 .933 .828 3 .940 • '/32 .953 .857 ~~ 

4 .915 .044 .849 .773 5 .H34 .5:12 .889 .823 (j .970 .044 .835 .967 7 .9·15 .(112 .90B .967 8 .\131 .775 .852 .976 , 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION RATIO) . 

2 3 4 5 6 7 '8 .P54 .070 .870 .795 .794 .904 .90B .R83 

CLUSTER HOMOGEN I TI E S 

1 2 3 4 .949 .754 .890 .B97 .. 
I. 
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--- ADEQUACY OF THE PARTITION---

TESTS FOR COMPACT-SEPABATED CLUSTERS 

Nt, N2. N3, N4, •• , 

GAMMA 

GAMMAB 

OAMMAW 

.1247 

.3031 

-.2166 

1352 

MAX. CLUSTER DIAMETER 3.4235 

723 

MIN. DlST. aTWN BOUNDARIES 1.1351 

CLUSTER DIAMETERS 

1 
2.833 . 

VARIABLE X CLUSTER 

1 
1 .739 
2 .924 
3 .876 
4 .790 
5 .1331 
6 .·905 
7 .924 
0 .893 

:2 
2.341. 

3 
2.449 

HOMOGENEITIES 

2 3 
.953 .~81 
.04B .947 
.921 .910 
.917 .837 
.569 .890 
.91G .916 
.mi4 .950 
.U49 .906 

4 
3.424 

4 
.985 
.828 
.857 
.773 
.823 
.967 
.9u7 
.976 

425 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION RATIO) 

I :2 3 4 5 
.059 .899 .880 .802 .8:24 

CLUSTER HOMOGENITlES 

1 2 3 4 
.B60 .·066 .917 .897 

• 

\., 

660 

.. 

• 

6 
.923 

. '1'ltblu bll 
UPGHA-d and Gower, arid 

HMODE-d and Gower, II groups 

7 B 
.941 .914 

.;,:" 
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--- ADEQUACY OF THE PARTITI0N---

TESTS fOR C9MP ACT-SEPARATED CLUSTERS 

N 1. N2. N3 I Nil. 1053 947 

GAMMA -'.0323 

GAMMAS .0530 

GAMMAW -.1793 

MAX. CLUSTER DIAMETER 5.3438 
MIN. DIST .. BTWN BOUNDARIES 1.2093 

CLUSTER D1AMETERS 

1 
2.U33 

:1 
5.1144 

3 
3.424 

VARIABLE.X CLUSTER HOMOGEMEITIES 

1 
2 
3 
4 
5 
6 
7 
EI 

1 
739 

. \~V24 
~. 876 
.7'-'0 
.031 
.905 
.924 
.893 

:2 
.930 
.753 
.7:32 
.G44 
.532 
.044 
.U12 
.775 

3 
.905 
.828 
.857 
.773 
.82a 
.967 
.967 

.• 976 

VARIABLE /iCJ/ilOGENEIT IlS (UNIVARIATE CORRELATION 

1 :2 3 4 .850 .U57 .835 .749 

CLUS'TER HO~lOG[;Nl nES 

1 :2 3 
.860 .754 .891 

:.'r 

476 634 

RATIO) 

5 
.754 

_______ ,. __ 1"' .. 

----~----------------------------------------------.--

6 
• fJOS 

'\ ) I 1 I ) 
lUll I ~ I I~ 

~ost frequent 3-group partition 
(Duplicated by HIKCA, UPGMA, and HHODE 
. us~ng all coefficients except r) 

.. 

7 8 
.906 .884 
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--- ADEQUACY OF THE PARTITION--_ 

lEsrs FOR COMPACT-SEPARATED CLUSTERS 

NI, N2, N3; N4, ..• 1352 

GAMMA 

GAMMAB 

CiAMMAW 

. 0241 

.093,0 

-.2245 

MAX. CLUSTER DIAMETER 3.4235 
MIN. QIST. BTWN BOUN~ARIES ' .929~ 

CLUSTER DIAMETERS 

VARIABLE X 

I 
2. 
3 
4 
5 
6 
7 
0 

1 
1.704 

CLUSTER 

.985 

.044 

.933 

.919 
,.920 
.!.l66 
.947 
.927 

2· 
. :2. 341 

3 
2.449 

HOMOGENEITIES 

:2 3 
.953 .981 
.00.18 .947 
.9:.11 .910 
.B17 .837 
.569 .890 
.916 .916 
.B54 .950 
.U·19 .906 

4 
2.259 

4 
.915 
.937 
.951 
.859 
.884 
.833 
.903 
.850 

VARIABLE IiOMOGENE IT I E:S (UNIVARIATE CORRELATION 
1 !2 3 4 .966 .908 .913 .853 

CLU!;TER HO~10GEN 1 TI E S 

1 2 3 ,4 
.9'14 .B66 .917 .891 

266 

I, I 

5 
3.424 

5 
.905 
.828 
.857 
.773 
.823 
.967 
.967 
.976 

RATIO) 

5 
.862 

5 
.897 

-
, . 

,., 

420 

• 

6 7 
.9:22, .913 

I l 
, j 

Table aD 
HMODE-d, 5-group partition 
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. DATA SET E: 

DIFFERENTLY ORIENTED ELLIPSES, WITH MINOR CL~STER OVERLAP 

Description 

Of Data set E originally coritain~~ 200 points measured on 3 variables. 

those points, 160 were drawn from 3 multi-variate normal subpopulations to 

represent 3 clusters of different 'size,s,. while the other 40 were drawn from a 

uniform distribution over the ranges of the 3 variables to .add,."noise" to the 

data by pro~iding some unclassifiable inqividuals. All' 3 clusters are 

ellipsoidal in shape, with different amounts of within-cluster covariance. 

The most isolated 10% of the points, based on their distance from ~ll 

other points, were removed as "outl iers" using program SIMOUT. Thus they 'were 

labelled as unclassifiable and were not included in any of the clustering . 

attempts. Of the 20 removed, 19 came from the uniform "noise" distribution 

and 1 came from cluster' 2. 'i'hiil indi~ates a particular kind of difficul.ty in 

the prior remo,val of unclassifiable individuals. 

When subject-ed to ·cluste.r analysis, then, data set E contained 180 

points: , . 1 1 21 11 • " 3 clusters of 100,'29, end 30 points respect~~e y, p us no~se 

points which mayor may not fall within the territory of the clusters. 

Parameters for the 3 'suhpopulations of the three variables are as follows: 

Cluster 1 (n = 100) 

Centroid: (0, 0, 0) 

Standard deviations: cr~ = 3, (f2 = 2, ~3 

No within-cluster correlation. 

= 1 

, ! 

, . \ 

, I 

" 

, t I' 
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Cluster '2 (n = 29) 

Centroid:' (-6,3,6) 

Standard devial:ions,: '<5",1 = 2, 6" 2 :I 2, 03 

Correlation matrix: 

1.0 - .8 - .1 

-.8 1.8 o 

-.1 o 1.0 

Cluster 3 (n = 30) 

Centroid: (6, 6, 4) 

Standard deviation = 2 on each variable 

Correlation matrix: 

1.0 .8 .7 

.8, , 1.0 .6 

.7 .6 1.0 

= 1 

Figure IE .shows data set E in 2 dimensions" variable 1 by variable 2. In 

',the third variable, cl'uster '2 is separated from cluster 1, while cluster 3 is 

not. 
, 

Shape, Orientation And ,Compactness: Cluster 1 is .an ellipsoid whose .axes 

are parallel to the major axes. It has a higher point density than the other 

two clusters. 

Clusters 2 and 3 are orier-ted at different ang~es in space, with cluster 3 

having more within-cluste~ covariance. 

Separation: Cluster 1 and 3 overlap on all three variables, thus the 

boundary between them is fuzzy. Cluster~ 1 and 2 are separated on variable 3, 

clusters 2 and 3 are separated on ~ariable 1. 

J'--____ ~ 



( 
\.1 ( .1 

CLUSTER' GRAPH 3 

OAT A SET E 
G ENE RAT E 0 ·C l U S 'T E R ~ 
X=~AR 1 Y=VAH 2 

2 

o 

- 2 

-3 
- 3 -2 

- ... '----------------_____ 1 __ 

II 

- 1 

A 
i' 

1 0 

1 D 
1 I 11 1 
3 1 J 1 
ll! 1 

1 U 
1 0 

11111 1 . 
lit 1 

1 4 1 

o 

1 
II 

1 • 

'. ) 

o 

2 

. , . 

i \ 

I 

3 

I 
N 
I.Jl 
00 
I 

" ) 

i 
'i :, 

, 

\ 

-



I,' 

'" 

-

i' , 

i \ ' 

r '\ 

, , 
I , 

= 

':259-

" 

Discriminant analysis based on the three correct clusters was able to ~~~~~~~~~~ , 

c~assify 98.7% of the case~' correctly (not including the '21 unclassified 

"noise ll points). 

Point allocations are shown in the following table: 

Predicted Actual GrouE 

Group - 1 2 3 Noise 
1 100 0 2 7 

2 0 29 0 8' 
3 0 0 28 6 

Total 100 29 30 21 

Most points (95.0%,) were classified in their correct group with at least a .9 

probability. All of six points which were assi&ned correctly but with less 

than a • 9 probability were in the boundar)' region between populations 1 and 3. ' , 

A plot of this data on 'the' first two discriminant functions is shown in . 
Figure 2E. The fuzzy boundary between clusters 1 and 3 leaves membership in 

some doubt for, perhaps, 7 points. One, point from population 3 clearly would 

be more appropriately assigned to' cluster 1. (The 4's in the plot denote 

noise points.) 

Elustering Results (Data Set E) 

M'IKeA, Minimizing Determinant W: Solutions containing 2, 3, and 4 groups 

were requested, using both Mahalonobis" D2 and Euclidean distance' as 

similarity measures. The match between these partitions and the correct one 

is shown in Table IE (a)-(f). 

, 
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DISCRIMINANT ANALYSIS ON StT e, AS GENERATED 79/09/20. 
Figure 2E PAGE 10 

PLOT OF DISCRIMINANT SCORE 1 (HORIZONTAL) VS, DISCRIMINANT SCORE 2 (VERTICAL). . . 
• INDICATES A GROUP CENTROID. 
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" 

MIKeA, Minit!ni~ing Trace W: The trace W criterion was tested on this 

particular oata because of ~verett I s 0,974) evidence that' it would tend to 

split highly, elliptical ~lusters. Soluiions containing 3, 4 t and 5 groups 

were requested, with Euclid~an d as the similarity maasure. The 3 and 4 grpup 

solutions are identical to the corresponding .determ~na'nt W t Euclidean d . 
solutions shown, in Table IE (d) and (f). The 5-group solution is shown in (g) 

of the table. 
, , 

Observations: The 3-group tlolution using Euclidean d is' excellent using 

either d'et W or trace W (Table l~ (d». It allocates the class'if,ied points in 

the same way as discriminant analysis, with minor differences in the 

assignment of the noise points., The trace W' criterion did not have trouble 

with the highly ellipsoidal clusters. Surprisingly, det W with Mahalunobis 
: ' 

D2 had m6r~ difficulty in the fuzzy boundary region between clusters 1 ~nd 

3. Its partition is unexpectedly similar to those described below in which 

cosine was used as the simil~rity coefficient. 

In all of the 4-group solutions, cluster 1 is split while clusters 2 and 3 

are nearly intact. Cluster' 1 is, if anything, somewhat less ellipsoidal than, 

the other two. It is possible that it was ,~lit because of its larger size 

(100 points). The highly ellipsoidal cluster 2 was not split until the 

5-group level (g). 

~: The minimum variance tree is shown .in Figure 3E. Because short 

branch lines occur up to the last stages of the tree, the user would have 

difficulty deciding which cut to make. There is potential for solutions 

containing 2, 3, 6, 8, or 10 groups. The 3 and 6 group solutions' will be 

eXdmined here: they are matched with the ~orrect partition in Table 2E (a) 

and (b). Ji 

I 
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Table IE 

ClUster Overlap Matrices for Data Set E 
MIKCA:' 2, 3, 4 and 5 cluster solutions 

. (a) 2 gli'0ups, det W, Mahalanolis D2. 

MIKeA 
Partition 

1 

Generated partition . 
-1--1--1 Noise Total 

" 

135 .. 
4.;1 2 

90 29 2 

1'0 0 28 

100 29 30 

14 
7 

21 

45 

Total 

\1 (c) 3 groups, det W, Mahalanohis D2 

t . 

MIKCA 
Partition 

1 

2 

3 

T('tal 

Generated partition 
__ 1 --1--1 Noise Total 

85 0 2 

15 0 28 

o 29 0 

100 29 30 

7 

7 

7 

21 

94 

50 

36 

(e) 4 groups, det W, Mahalanobis 02: 

MIKCA 
Partition 

Generated partition 
--l--1~ Noise Total 

43 0 

57 0 

.' 
(b) 2 groups, det W, Eudlidean d 

~lIKCA 
Partition 

1 

2 

Total· 

Generated partition 
1 2 3 Noise Total _._- j. 

100 29 4 

o 0 26 
_ 100 29 30 

17 
4 

21 

150 

30 

(d) 3 groups, Euclidean d 
Identical solutions using'det W & trace W 

MIKCA 
Partition 

1 

2 

3 

Total 

Generated partition 
--.1-1. . ..,2 ,Noise'l'ot.al 

100 0 2 

o 29 0 

o 0 28 

100 29 30 

9 

7 

5 

21 

111 

36 

33 

(f) 4 groups, Euclidean d 
Identical solutions using det l-l & trace W 

MIKCA 
Partition 

Generated ~artition· 
__ 1 -1. --1 Nois~ Total 

53 

'I • 

1 

2 

3 

4 

a 
4 

o 

5 

5 

7 

4 

48 
66 

36 

30 

1 

2 

3 

4 

47 

o 
o 

o 
o 

29 

a 

o 
4 

o 

5, 

·5 

7 

4 

21 

58 

56 

36 

30 . 

Total 

o 29 

o 0 

100 29 

26 

30 
26 

21 Total. 100 29 30 

---~!,~~----------------------------r_---------------------------__ --____ __ 
(g) 5 groups, trace W) Euclidean d 

XIKCA 
. Part:i.tion 

1 

2 

3 

4 

5 

rotal 

Generated partition 
__ 1 -1--1 -Noise Total 

72 0 1 

28 o· 4 

o 17 0 

o 12 0 

o 0 25 

100 29 30 

3 

6 

4 

4 

4 

21 

76 

38 

21 

16 

29 

-----------_ .. _-------------------------- ,-------~. "----"--...---~~-.-~ 

, 



( J 

( 

'/ 

.. 
( 

c 

-263-

Table 2E 

Cluster Overlap ~atrices for Data Set E 
Hierarchical Methods T.vi th Distance-Based Similarity Measures 

(a) WARD, Euclidean d2, 6 groups 

WARD 
Partition 

1 

2 

3 

4 

5 

6 

Total 

Generated partition 
__ 1 -..? -1. Noise 

100 2'2 14 

o 10 

o 12 

o 5 

o 0 

-.Q 0 

100. 29 

o 
o 
o 

21 

_1. 
30 

o 
1 

1 

.5 

o 
21 

(c) UPGMA, Euclidean d, 6 groups 

UPGMA Generated partition 
~rtition __ 1 _1.-1. Noist~ 

,I 10 0 0 4 

2 

3 

4 

5 

6 

Outliers 

Total 

72 0 

15 0 

o 29 

1 

8 

o 
o 0 20 

o 0 1 

3 -.Q 0 

100 29 30 

1 

4 

5 

2 

4 

1 

21 

(e) UPGMA, Gow'er's coef., 5 groups 
UPGMA 
Partition 

Total 

ll8 

·10 

13 

6 

Z6 

7 

Total 

, .14 

74 

27 
.34 

22 

5,. 

4 

(b) t~ARD, EuClidean d 2, 3 groups 

WARD 
Partition 

1 

2. 

3 

Total 

~rated partition 
__ 1 __ 2 __ 3 Noise 

100 29 2 16 

o 0 21 5 

o 0 ~ 0 

100 29 30 21 

(d) UPGMA, Euclidean d, 4 group~ 
UPGHA 
Partition 

1 

2 

3 

4 

Total 

Generated partition 
1 2 3 Noise ----- --

100 0 9 10 

o 29 0 

o 0 20 

001 

100 29 30 

5 

2 

4 

21 

(f) UPGMA, Gower's coef. ~ 3 groups. 

Generated partition 

Total 

147 

26 

7 

Total 

119 

.34 

22 

'5 

1 

2 

3 

4 

5 

~rated partition 
1 2 3 Noise --- Total 

tlP~'1A 

Partition 1 2 3 N6~ Total ----

Total 

83 0 1 

17 0 8 

a 29 0 

o 0 20 

o 0 1 

100 29 30 

5 

5 

5 

2 

...3.. 
21 

, 89 

30' 

34 

2'2 

5 

,I 

2 

3 

Total 

100 0 9 

o 29 1 

-.Q -.Q 20 

100 29 30 

10 

9 

2 

21 
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39 

22 
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The ~ARD tree differs from the other hierarchical trees to be discussed 

below in that' cluster 1 comes together completely while the other two clu'sters 

are still in fragments--('a) in the table. Then pieces of clust,er 2 are joined 

to cluster 1, one at a time, eventually producing the 3-group version (b). At 

no time does cluster 2 appear as a whole, distinct group. WARD was the only 

distance-based method that was unable ,to' at least partially identify cluster 2 

a~ the 3-group level. This could ,be due to either the ellipso~da1 shape or 

the relatively l~w ~ensity of that cluster. 

Because the Ward minimum variance method has been found by other 

researchers to perform well, we will look more closely at what happened' in 

this d,;lta. The hierarchical progression is illustrated graphically in Figures 

4E t,hro1..1gh 6E, \llhich show the IO-group, 6-group, and 3-group WARD partitions. 

These may be com'pared with the correct clusters, shown in Figure lEo In the 

graphs, the ellipse dr.awn for each group i:; based on a multiple of the mean 

Mahalanobis D2 from the points to the,group centroid, theref.ore the ellipse, 

'generally encloses most, but not all, of the points in the group. These 

graphs depict only two variables, of the 3-dimensional ·space, so it must ,be 

remembered that population 2 ic separated from population I in the third, 

variable (Figure IE). 

Throughout the three WARD graphs, the two groups in the upper right-hand 

corner remain the same~ cont'aining pieces of population 3. The large group 1 

is much more densely popu1at.ed than any of the small groups. At each step of 

the hierarchy it swallows up one more of th~ small groups. Likely reas~n: 

When a very small group merges with an adjacent very large group there will be 

little increase in variance in the new slightly larger group. However, if 
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ITEM NAtAli CCUNT 
, 10 S) 

I 63 0) 

I :I 1) 

3 :13 I) 

I 1 3) 

I 2B I) 

I 43 3) 

:I 22 1) 

3 30 2) 

3 8 3) 

" fj 1) 

I 79 I) 

" 3:1 1) 

I 55 I) 

I I 5) 

I 23 3) 

4 9 11 

4 28 I) 

1 16 1) 

1 92 I) 

• I 9 4) 

I 84 11 

I Ii 3) 

1 41 5) 

t 37 5) 

1 11 (12) 

1 I:! (. 15) 

1 III 3) 

I 13 • 3) 

4 21 1) 

I 2 7) 

1 21 4) 

1 4 6) 

1 8 5) 

1 :IS 1) 

4 19 1) 

2 8 2) 

:I 15 2) 

2 23 1) 

2 22 :I) 

4 1 1) 

4 33 :1) 

:I 4 1) 

:I 1:1 2) 

:I 9 4) 

2 G 3) 

2 12 3) 

2 2 9) 

2 '1 1) 

371) 

4 23 1) 

4 12 :U 

4 :I 1) 

3 13 • ( 1) 

3 '6 2) 

:I !! ') 

3 11 4) 

3 31) 

3 11 3) 

:I 4 4) 
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EIICl.lDoAN D1STJ.~'CE ON ,:r~, SUNOAAOI:ED 

10 NO I 2 3 4 II • '1 • Q 10 11 12 13 14 IS I. 17 III III 20 21 122 23 24 25 
10 ~TRT---I' 

I ,I 
as --I 1--1 

1 I 
:I ----I 1--1 

1 I 
152 ------1 1---1 

I I 
'1 STQT--I 1 1 

I I. I I 
2S -"'I 1-----1 1--1 

, I I 
43 ------1 I I 

I I 
151 STRT--I---I I 1------1 

r I I I I 
159 -----1 1-----1 I I 

I' I I 
137 -~----I I t 

1 I 161 .. ___________ .1 , 
, , 

79 ~iRT I 
I ,I 

114 --I------------l l------~ 
58 -- 1---1 I I 

1 I 1 1 
1 ------1---1 I I 1 I 

I I I 1 1 1 
23 ---,-----1 1--1 I r 1 

I I I I 
163 ----------1--1 I t 1 

1 I I 1 
172 -------1 " 1 

1 I I 
16 STRT---I--'------ 1---1 I 

{ I I 
92 ------1 I 1 

1 I 
9 STRT I 1 

I I I 
04 --I I 1 

I I I 
~ -----1 I I 

1 I I I I 
ll1 --, 1--1 1--1 1 

I t I I 
37 -----1 1 1 I 

I 1 I 
11 '5TRT-I--I 1----1 I 

I 1 • 1 1 1 
12 ----I 1--1', I 1 I 

, . 11 1 1 
19 ------1 1--1 I I 

1 1 1 
13 STRT-I---I 1 1 1----1 

1 I 1 1 1 I 
171 ---I I-I 1 1 1 

I I t I 
2 STRT--I---I I 1 1 I 

I 1 I' I t.1 
21 ---I I-I I t I 
Itt 1 

4 --1--1 I I I 
1 I I I 

8 '--1 I I 1 
% I I 2S ------·-----,._1 __ 1 I I 

I I I 
167 -----------1 I 1 

107 5TIIT-1 
1 I, 

114 --I {-----I 
I I 

122 ---I ~-~'----

121 ----I 

I I 
I 1 
I % 
I I 
I J 

1 I I 
I I I 
I I I 
I 1 J 

162 STRT--t------I I------{ I I 
{ I I t { I 

n~ ----I ~ l ' l l r 
103 STRT 1 { I I 1 

t { 1 1 I I 
112 --1-1 I-I I 1 { 

lOB, --l 1--1 ~ l 1 ~ 
I 1 I { { I 

105 ---I, 1-1 % 1-·--------1 1 
{ 1, I I 

It 1 ---I %:-------., I { 
• I • 1 I 

101 ------1 I I 
1 I I 

106 -------1 1 1 
I I 

136 SrRT-I----1 % 1 
I I I { 

y69 ----I {---I { 1 
1 1 { I t64 ----------1 t-------l r 

t . 1 t60 ---------,.... _____ 1 1 

t42 STRT-----________ I 
{ 1 145 -~t I __ 

I.:; ---1---1 ~, 
1 I 1 

140 ---I I-I 
I 

132 ST~T--t { 
2 I r 

t48 --: :--1 

t33 ----wi 

1 
I 
I -----------------.......1 

:Tt1J ~M,te COUNT 1:1 '0 2 3 • 5 , 7 • , '0 11 12 t 3 14 15 " 17 18 III 20 21 :2 23 24 25 . -
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. 
that small group were to merge with an adjacent small group there would be a 

. much greater impact on the total variance, even if the small groups a~e 

somewhat closer together. This can be depicte~ in a diagram: 

A C 

Up to some threshhold separation based on the numbers of points in the 

clu~ters, group B will be joined to C rather than A under the minimum variance 

criterion. 

Thus with little separation between clusters, the gradual "swallowing" of 

-one by the other was caused by the fact that one cluster was both more compact 

and much larger than th,e other. The differences, in size and compactness 

appear to be more imports'at'than the ellipsoidal shape of the clusters •. 
, 

UPGMA With Distance-l~ased Similarity Coefficients: Figure 2! sho~~s the 

tree for UPGMA with EucHdean d J and figure II shows the tree for UPGHA with 

Gower t s coefficient. ~le have predicted (Chapter 7) that these two sim:Harity 

coefficients would prc,duce very similar 'classifications, which certainly holds 

true in this dat,a set. Each tree was cut. in two 'places which might reasonably 
" ' 

be chosen by a user looking at the lengths of the braneh lines. In order to 

be included in the partition; a group was required to contain at least 5 

points. Points not in large enough groups were left as outliers. Table 2E 

(c)-(£) shows the match between eaeh of these partitions and the correct one. 

.. 

, 
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ADEQUACV OF THE PARIITIDN~--

TESTS FOR COM'PACT-SEPMlATED CLUSTERS 

N 1. N2, N3. 1,44 I ••• 10374 

-.U99l.> 

GAMMAB ".999B 

OAMMAW -.9989 

MAX. CLUSTER DIAMETER 5.~908 
MIN. DIST. BTWN eOUNDA~IES .0963 

CLUSTER OIAMETERS 

1 
4.1324 

2 
5. (;91 

3 
5.149 

VARIABLE. X CLUSTER HOMu"tNE'I TIES 

1 :2 3 
I .552 • 1!l5 .417 
2 .397 .'02 .505 
3 .526 • 1'/6 .232 

VARIABLE HOMOGENEITILS (UNIVARIATE cORRELATION 

I :2 3 
.400 .374 .340 

CLUSTE.R HOMOGENITIES 

1 :2 3 
.A92 .1'78 .385 

3 

RATIO) 

(3) Table 7E 
IU10DE..-:r, '3-group' parti ti~m 

NUMBER OF CLUSTERS 3 

5375 CI.USTER CENTERS 

1 2 
1 .368 -.647 
2 .499 .040 
3 -.984 .156 

3 
-.516 
- .171 

.883 

INTER-CLUSTER CENTROID DISTANCES 

1 
2 
3 

.. 1 
o· 

1.533 
2.105 

:2 
1.533 

o 
1.943 

3 
2.105 

• 1.943 
o 

COSINE OF iH~ ANGLE lAT THE ORIGIN)+ BETWEEN CLUSTER CENTROIDS I 

1 
2 
3 

1 
1.000 
-.302 
-.762 

2 
-.a02 
1.000 
-.3'f!7 

3 
-.762 
".307' 
1.000 

DISTANCE BETWEEN CLUSTER BOUNDARIES 

1 
2 
3 

CLUSTER 
, 1 
2 
3 

TOTAL OF 

1 
o 

.096 

.177 

SQUA.RED 

SQUARED 

:2 
.0'16 

o 
.3!;!7 

DEVIArlON 
112.1342 
120.0'/8 
95.987 

DEVIATION 

3 
.177 
.327 

o 

SCORE AND NUMBER OF ELEMENTS 
75 
50 
53 

SCORES- 329.706 

• 

N ..... 
'I 

" 

, 

-
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2. 2 

2 :I 

:I 1 

a II 
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2 

:I 13 

:I d 

:I 9 

:I 12 

4 '1 

4 33 

2 22 

3 7 

4 23 

4 12 

4 :I 

59 

4 :12 

I 28 

43 

7 

I 10 

3 2;1 

3 27 

3 

3 6 

4 G 

I 13 

4 21 

9 

12 

11 

1 11 

8 ( 

I 23 .( 

4 

5 

84 

1 ~5 

1 37 

t 22 

1 19 

4 9 

1 16 

1 92 

4 19 

11 

3 16 

3 

:I 17 

3 a 
:I : 

13 

CQUNT 
9) 

01 

II 

:1) 

2) 

II 

II 
1) 

~I ., 
31 

II 

2) 

31 

I) 

11 
2) 

1) 

2) 

I) 

11 

3) 

3) 

5) 

11 
3) 

7) 

1) 

2) 

1) 

3) 

4) 

11 
4) 

7l 

71 

12) 

5) 

:p 

's) 

6) 

11 

II 

7) 

6) 

2) 

3) 

1) 

1) 

I) 

1) 

1) 

4) 

2) 

7) 

3) 

t) 

4) 

II 

COUNT 

-'l.I'L.-

C: .. ERS COilHICIEN\' 0:-1 !'T E. STANDARDIZED 
Figuro!! SE 

10 NO 1 2 3, 01 5 6 1 8 9 10 II 12 13 104 15 16 17 18 II) 20 21 22 23' 24 25 
101 STRT-----I 

I 1 
102 ---I I-I 

I I 
106 ------1 1--1 

I I, 
101 STRT-I 1 1 

1 % 1 1 
114 --I 1--1 1---1 

I I, • I 
122 -----I 1 1 

1 I 
103 STRT---I I I 

1 t X I 
112 ---I 1---1 1 

t t 
lOS --1--1 I 1---1 

I I I I I 
108 --I 1---1 I I 

I I I 
III -----1 I I 

, 1 I 
162 STRT-l---- -1 1 1 

I 1 1 1 
17!S ----I 1--1 1-------------1 

1 I I 
121 ---------------1 1 1 

1 I 
13G STRT---I------l I 1 

I I I 1 
169 ----I 1------1 1 I 

1 1 1 1 
164 ---------:--1 1----1 1 

1 1 
16~ -----------........ ---1 I 
~B STRT---------- 1 1 

1 1 1 
174 --I 1 I 

I I 
28 $TRT--l 1 1 

1 1 1 1 
43 --1 r-----:---~ ~ ~ 

--1--1 1 1-----1 1 
1 1 1 1 r 

.10 --I 1----1 1 I 1-------1 
1 1 1 1 1 1 

lSI 5TIIT--I-------I % 1 1 lEI 
1 I 1 I 1 I 1 I 

155 -------1 1--1 1 I I 1 r 
,I I 1 I I I 

3 ----1--1 I 1--1 1 1 1 
1 1 • 1 1 1 1 1 

152 ----I 1----1 I I 1 1 
I I I I I 

131 ----I I I I I 
I I 1 I 

161 -------·---"'"-~ ....... -I I 1 1 
l 1 1 

13 STRT----I I 1 I 
I I I 1.1 

~1 --I 1--1 I I I 
1 I I 1 I 

171 -----1 1 I I I 
1 1 I I 

9 'STRi-~ . r-~ ~ ~ ~ 
la --1 r-t ~ ~ t--- --I ~ 
11 --I-I I I 1 ~ ,~ • 

17 --l l---~ l I I 
I I I I 

STRT--I I I I 1 
1 I I 1 I I 

23 --I 1--1 1---1 I 1 
I' I 1 I I 

2 ----I I I I I 
I I I I I 

4 ---~I I I I 1 
I I 1 I 

6 $TRT----I 1 I I I. 
1 1 I t I 

94 --I 1---1 I 1--1 I I 
I 1 I I 1 I 1 

25 -----1 I-I '\ 1 1 1 
1 1 1 I I 

37 -------1 I I I I 
I I 1 I 

STRT--I-.--I I 1 1 I 
I I I I I I 

22 ----1 I t 1--1 ~ 
• tIl I 1 

19 -----1 I-I 1 I 

163 --------1---·-1 l I 
1 1 I 

172 --------1 I I 

16 STRT-----------I l I 
1 I I I 

92 --I :---1 I 
167 --~----.---I l 
I~O STRT-----I l 
145 --l 1 . I 

I . I 
132 -~I-~! 1-----1 I 
14& --i l--1 l I I 

1 I I 1 1 
135 ----I I-I 1------------------------,1 

I 
133 -----: . --------1 

2 l a 1 a 1 0 11 12 13 '" I S Ie 11 I fl 19 20 21 22 23 24 25 

• 

. , 
! , 

... 
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2 2 
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2 3 

:I 15 

:: s 
2 3 

2 4 

4 3 

" 12 

7 

20 

11& 

1 39 

3 22 

10 

I S:Z 

3 3 

3 6 

3 :I 

3 19 

3 4 

4 35 

3 

1 70 

1 !SO 

3'23 

4 23 

sa 
79 

~ 32 

9 

'I 91 

1 46 

1 59 

5 

13 

1 54 

1 92 

~2 

1 23 

90 

9 

n 
117 

I 20 

4 

1 19 

I as 
I 92 

6 

1 2. 

41 

1 63 

2 

31 

1 7$ 

4 33 

" 31 

BB 

.( 

.( 

( 

(. 

COUNT 
81 

0) 

5) 

6) 

5) 

1) 

I) 

1) 

21 

2) 

2) 

I) 

2) 

1) 

:I) 

2) 

13) 

6) 

:I) 

t) 

8) 

1) 

3) 

" 3) 

1) 

1) 

1) 

1) 

1) 

I) 

3) 

3) 

2) 

3) 

2) 
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1) 

4) 

21 
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3) 

9) 

3) 

S) 

3) 

13) 

IV .. 

1) 

2) 

2) 

1) 

4) 

6) 

3) 

I) 

1) 

1) 

II 

CC~Nr 

COSINE eN :E:- E, STANCARDIZED 

10 NO 1 2 3 " 
101 STRT 

I 
104 --1-1 
102 --I ~---I 

I I 
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1 • • 10 

114 -----1 1-'------"'.'--1 
I 1 

105 STRT--I I I 

<'igure 9E 

" 1:1 13 14 15 16 17 Iii III 20 21 22 23 24 2S 

I 1 I I 
108 --I 1---1 1---.....:.---·-----------1 

I I I 
103 ---I I 1 

160 

164 

I 1 ..------':"""I.l----l----l 1 
I I 

·~ ... ----------1 I 
7 ~RT I 

I I 
28 --I-----~ I-I 

16 --! 1---,...--·--------_1 l ~ 
I 1 1 I 

39 STlIT--1 I I I 1 
I I til 1 

151 --I 1---1 I I 1 
1 I I I 

10 --1-1 I 1 I 
1 I I I 

82 --I 1 1 . I 

1~2 STRT---I' 
I I 

135 --I 1--1 
1 I 

131 STRT I I 
t· I I 

1 1 1 
1------------~-----------1 I 
I I 
I I 
1 I 
1 I 

148 --1-1 1 I I 
I I I 

133 --I I 
1 I I 

I 
1 I I 
I I I 

177 ------! 1----1 I 
1 I 

3 STRT--I I I 
I I I I 

70 --I. :---:---_-: : ~ 
50 ----I I-I I 

t 1 
152 STRT------I I I 

'169 --1 t---1 l 
I I 

50 -I I I 
1 I I 

174 
==I--'------~--' ~ 

8 STRT---I 
i' 1 

91 ---I I 
I 

41\ STRT 1--1 
I I I 

S9 --f-~' ~ . ~ 
--1 I I I 

I I I I 
13 ---I I-I I 

I I 
54 STRT I I 

1 ! . I 
,62 ---1--[ , %-----1 

1 I 1 
42 -- I I 

I 1 
23 STRT 1 I 

I I I 
90 --1--------· 1 I I 

I I I 
I I 1 I --I 
I , I I 

9 STRT--l 1---1 I 
1 1 1 I 

12 ---I I t 1 
I I I 

17 STRT 1----1 1 

I 
I . 
I 
1 
I 
% 
1 
I 
I 
I 

. I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I I I' I. 

:to --[-:-'-1 1------------....."...-----1 
: --I I I 

I I 
19 ----I 1 

as STRT---I 
1 : 

92 --I 1-----
I 

6 STRT---l 1 
1 I I 

25 --I 1--1 
I 

41 --1--1 

I 
'1 
I 
1 
I 
1 
I 
I 
I 
I 

I 1 
53 --I I 

I 

I I-

----I 
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1 
I 
I 

~7 STRT-------I 1 
I 1 I 
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1 1 I 
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I 
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I 2 5) 
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1 43 5) 

:I 1~ 2) 
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I B:l 5) 

I 5 2) 
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1:1 .( 2) 

1 29 4) 

1 s 3) 

1 13 5) 

1 65 :1) 
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1 =~ 3) 

I 1 4) 
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1 19 4) 

1 45 2) 

I 14 5) 
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4 3 t) 
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~ 23 I) 
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1 18 3) 
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1 e 2) 
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I 74 2) 
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3 1& 11 

2 e 2) 

2 " 4) 

I 23 2) 

I 58 3) 

I 52 2) 

2 4 4) 

\,76 3) 

2 \2 1) 

1 31 4' 

2 8 4, 
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10 NO I 2 3 4 II a 7 • \I 10 " 12 13 14 15 1& 11 10 U all ::11 22 23 24 .25 
7 STRT 

1 
16 --I 

31 --1----1 
1 I 

1411 --I I 
I 

2 STRT 1 

1 t ------1 20 --I 1-- 1 
'\ I 1 

43 STAT 1 1 
1 I 1 143 --t-I I 1 

27 --I ~ ~ 1 
1 1 1 1 

82 --I 1---1 f 
1 1 5 STRT I I 

21 ---II i f. 
ea -- -I f 
II 1 

1 f----------_I 39 --I 1 1 

3 STRT 1 I 
1 I I 

29 --1-1 f f 
1 1 I 8 -- 1--------1 1 1 
I lIt 13 STRr 1 1 1 

I 1 1 1 
65 --1--1 1 f f 
12 --I f f ~ 

1 I 1 I 
40 ::1 ~ ~ ~ 
32 ~ 1 1 1 

7 --' 1--------1 1 5 • 1 1 
11 STitT 

I 

38 -.f----, 
I 

IS --I 
I 

64 --I 

"1 
- 1 
• I 

I 
1 
I 

19 --1 1----
! 

:: ::1 
! 
I 
I 

. I 
1 

93 STRT---I I 
1 • 1 I 

160 --I I-I 
I 

&1 STilT 1 

16: ::i--~ 
1 

18 '--I 

" 

1 I 
1 I 
I 1 
1 I 
t • . t 
1 ~ 

I 
I 
t 
I 

I 
I 
I 
1 
'I 
1 
I 
1 
1 
1 
I 
1 
t 
1 
I 
1 
I 
1 oil STRT 1 

1 1 
121 -l--~ I 

e --I 1 f 
1 1 I 

24 -I I ( 

114 --I l--·---.t l 
I -I 1 63 STRT tIl 

1 1 . I 1 
14 --I l l l 
aO' --1--1 I 'I 

I ' 11---.. ---________ 
1 145 --

IQS ST~T 
1 

110 --1--1 
I I 

25 ---I I 
I 1 so ---I 1 

1 
52 ST~T 1 

1 I 
103 --I I 

76 -l-i ~ 
I 1 I. 

III --t 1--1 
I 

37 STilT I 
1 I 

107 --1-1 

I 
I 
I 
I 
1 
t 
I 
I 
I ---I 

I ao ;) 50 --I 
I 

2 7 5). lOG --I 

I '0 2) 4; --I 
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The 6- and 5-group solutions both show the emergence of a group containing 

'a mixture of points from clusters 1 and 3 in the fuzzy boundary region between 

those two clusters (group 3 in ('c) t group 2 in. (e)). There may be the 

,appearance of a mode where two clusters overlap. The hybrid group eventually 

merges with the group corresponding to cluster 1. 

In (d) of Table 2E, the "extra" fourth group contains mostly noise 

points. The same group appears using both Gower's and distance, but maintains 

its separateness longer in the distance tre'e. At the 3-cluster level these 

two trees produce identical partitions. 

UPGMA With Angular Similarity Coefficients: The UPGMA trees which 

resulted from use of cosine and Q-correlation, r, are shown in Figures 9E and 

lOE. Again, trees were cut:wh,ere the branch lines were long; keeping in mind 

that'we are most interested in partitions containing approximately 3 groups. 

The reSUlting groups are compared with the correct partition in Table 3E (a), 

(b) and (c). HMO DE res'ults using cosine and r are also included in Table 3E 

because they B.re strikingly simil.ar to the UPGHA results. 

The characteristics of the similarity coefficients had a marked effect on 

the clustering of this ,data. The grand centroid of the data set (and 

therefore the origin in Euclidean space after standardization) falls very near 

the boundary of cluster 1, and that cluster subtends a large angle in space 

(measureJ at the origin). Thus in early stages of the hierarchical clustering 

process using cosine, cl~ster 1 is fragmented into small pieces. Some of 

those pieces are closer, in an angular sense, to cluster 3 than to the main 

body of cluster 1. Since there is no empty space to provide a boundary 

between clusters 1 and 3, sonie of the fragments are. assigned to the group 

------."------~~--------------------~------------~--------- '"'---
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Table 3E 

. , Cluster Overlap' Matrices for Data Set E 
UPGMA and HMODE w~th angular similarity coefficients 

(a) UPGMA, cosine~ 5 groups 
UPGMA 
Partition 

1 

2 

3 

4 

5 

Total 

(c), ill10DE, 

HMO DE 
Pat'tition 

1 

2 

3 

4 

5 

6 

Outliers 

Total 

~erated partition 
1 2 3 Noise. ----

61 0 1 

21 ·0 0 

7 O' 28 

11 0 1 

--.Q12.-<l 
100 29 30 

4 

3 

D 

..£ 
21 

cosine, 6 groups 

Generated partition 

Total 

66 
24 

'43 

12 

35 

1 2 3 N'D"'i'Se" To tal ---
76 0 1 5 82 

3 0?-7 6 36 

7 0 

4 0 

4 ,0 

o 29 

~ 

o 
o 
1 

o 
1 

100 29 30 

o 
1 

1 
4 .. 

4 

21 

7 

5 

6 

'33 

11 

(e) UP GMA , r, 3 groups 
UPGMA 
Partition 

" 

(b)UPGMA, cosine, 3 groups 
UPGMA 
Partition 

. Generated partition 
1 2 3 Noise ---1 . 

2 

.82 

18 

o 1 

o 29 

7 

8 
3 --9. 12. 0 6 • 

Total 100 2~ 30 .21 

(d) HMODE, ,cosine, 3 groups 

HMODE Generated partition 
pdrtition 1 2 3 Noise 

~--

1 80 0 1 .6 

2 14 0 28' 7 

3 0 29 0 4 

1 Outliers 

Total 100 29 30 

(f) HMODE, r, 3 groups 

....i 
21 

Total 

90 

55 

35' 

Total 

87 

49 

33 

11 

1 

2 

3 

Generated pat'tition 
1 2 3 Noise ---

59 0 8 10 
Total 

77 

50 

53 

HMODE 
]>artition 

Generated partitio~ 
1 2 3 Noise Total ---

27 0 19 4 

14 ~ -2 7 
Total 100 29.30 21 

1 

2 

:3 

Outliers 

Total 

58 0 8 9 

27 0 19 4 

14 29 3 7 

-1. 
100 29 30 

1 

21 

75 

50 

53 
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containing cluster 3. The same pattern occurs when.HMODE clusters .this data 

using cosine, 'shown in Table 3E (c) and (d). The two clustering methods' 

p~oduce very similar 3-group solutions. 

Q-correlation fragments cluster, 1 even further, because the points of that 

cluster. which are nearest the line x = y = z have "shapes" ~hat are 

more-or-less randomly distributed around'a flat profile. (The danger of using 

Q-correlation with nearly-flat pro,files is discussed earlie'r)." In data like 

this, clustering pas~d on shape cannot b~ expected to duplicate, clustering, 

based on position in space. However there is remarkable agreement between 

UPG~1A and HMODE on what the three shape-clusters should be: (e) and (f1 in 

TAble 3E show identical partitions except for the two outliers left by HMODE. 
7 

Clearly, the characteristics of the simila~ity coefficients far outweighed 

any differen'ces between the clustering methods in determining the clusters 

that were produced here using cosine and r! This highlights the importance of 

selecting the similarity coefficient ~1;lich most; nearly measures the aspects of 

'similarity that are important in a particular res~arch project. No single 

similarity measure should be conf?idered the proper choice for al1 purpos~s. 

HMODE With Angular Similarity Coefficients: The trees from HMODE using 

cosine and r are shown in Figures lIE and 12E. The resulting partitions have 

been discussed in the preceding section. 

A note IOn the interpretation of HMODE trees: .These trees only show 

linkages bettween secondary c,lusters, or modes. The "!te~ Name ll at' left is the 

label from the most-dense point in that secondary cluster. Linkages be~ween . 
individual points are not shown. The point count in parentheses gives the 

number of points in that secondary cluster ~t the time the clustering process 
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was terminated. The lette~ S printed on the tree shows the similarity level 

'at which a secondary cluster was init~alized (not printed for cluster& 

initialized at level 1). 

HMODE With Distance-Based Simi~arity Coefficients: ,mODE trees using 

Euclidean d and Gower's coefficient are in Figures 13E and 14E. The 3-cluster 
, ---

partitions from those trees may be examined in Table 4E (a) and (b). The 

large number 0 f outliers is governed by a parameter set within the RHODE 

program. The assignment of 'points to secondary clusters is terminated 
. 

whenever all o~ the modes have been linked into a single primary cluster, 

provided that a specified proportion of the points has been classiHed. That 

proportion was s'et at .8 for all HMODE runs on data set E. Points that remain 

unclassified become outliers. Note in Table 4E that many of the outliers are 

noi'se points in the generated partition., 

The HMODE results in TaQle 4E should be compared with the UPGMA tables 

showing d and Gower's c~ef., Table 2E (d) and (f). Except for the existence 

of outliers in the HMODE partitio11, the UPGMA and HMODE results are' quite 

similar. In the ,llHODE~ d, partition a point-by-point investigation of the 6 

"outliers" that had been generated in cluster 3 shows that only one of those 

points was classified correctly into g~oup 3 of the UPGMA parfition. Perhaps 

it is best that questionable points are left in an outlier category, rather 

than being misc1.assified. Therefore the HHODE partition could be considered 

slightly preferable to tpe UPGHA partition in this ,case. 

NMODE: Thiiee modes \ .. ere detected using the default value for the 

dense-point ra¥.lls R. (See Table 4E (c).) Surprising1Yt only half 'of cluster 
" 

2 was identified as a 'separa~e groupt while most of the other half was 

'~ssigned with the points from cluster 1. Thus NMODE, like TtJARD, .was unabre to 
~/~) 

.. 
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Table 4E 

Cluster Over~ap Matrices for Data Set E 
Mode-Search Methods with Distance-Based S' "1 . ~m~ ar~ty Measures 

(a) 'RMODE, Euclidean d, 3 groups 

RHODE 
Partition 

1 

2 

3 

Outliers 

Total 

Generated partition 
--l 2 3 Noise Total -- . ...;.;;..;;...::;.;:;;;:, 

98 a 4 3 105 

o 27 0 

o 0 20 

2 2 6 

100 29 30 

2 

2 

14 

21 

29 

22 

24 

(b) RMODE, Gower's coefficient" 3 groups 

H}fODE 
Partition 

1 

2 

3' 

Outliers 

Totp,l 

, ,Generated partition 
1 2 3 Noise ---,-

-- 98 0 6 3 

o 26 a 2 

o 0 20 2 

2 3 4 14 
~ 

100 29 30 21 

Total 

107 

28 

22 

23 

(c) NMODE, Euclidean d, default R'(3 groups) 

NMODE 
Partition 

1 

2 

3 

Outliers 

Total 

\ 

Generated partition 
1 2 3 Noise -----

98 12 7 5 

o 15 0 1 

o a 22 2 

2 2 1 '13 

100 29 30 21 

Total 

122 

16 

24 

18 
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create the correct boundary between populations 1 and 2. The NMODE result may 

be considered superior to the WARD result, however, because the correc~ number 

of modes is specified and the th~ee modes do corresp~nd to the three 

populations (albeit with 19 points misclassified). 

Comparison of the Partitions 

From the preceding tables and discussion, the 3-group partition from each 

method can be evaluated by considering numbers of points misclassified, along 

with some of the preferences. discussed abciv~. To determine the number of 

points misclassified it was necessary to match each of the groups in a . . 

partition with one I,f the pop·ulations. ~his was done in the way that would 

max~mize agreement and minimize the number of misclassifications in each 

case. Since many of the clustering methods leave some points. unclassified, 

the·number of outliers must be considered along with the number of 

--misclassifications. On the judgment that it is generally worse to misclausify 

a point than to leave it unclassified, a partition containing outliers was 

considered better than a similar one with no outliers if at least half of 

those outliers were misclassified by the latter partition. 

In table SEt the 3-group partitions are rank-ordered according to their 
, . 

success in duplicating the generated clusters. Partitions grouped together in 

brackets are quite similar. The five top-ranking partitions can all be 

considerEld good ,based on a comparison with discriminant analysis, which 

suggested that some misclassifications are to be expected in the fuzzy 

boundary region between clusters 1 and 3. The remaining 7 partitions show 

considerably more blurring of cluster boundaries. 

The four coefficients of ,partition 'agreement are also shown in table SE, 

in each ease comparing the C.A. partition with the correct partition. FOI: the 
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Table 5E 

'v,'J 

Measu~es of Pa~tition Ag~eement on Data Set E 
with Success Ratings fo~ the Th~ee-G~oup Pa~titions 

3-group partitions, in 
order of success in 
duplicating the clus­
ters as generated 
1. MIKOA, Euclidean d 

(both det Wand Trace W) 
2. HMOOB, d 
3. HMOOE, Gower's 
4. UPGMA, 'd - (II th grI? 

(conside~ed outliers) 
5. UPGMA, Gower's 
6~ MIKCA, Mahalanobis 02 
7 • HMOOE" cosi ne 
8. UPGMA, cosine 
9. NHODE: d 
10. WARO"d2 

11. UPGMA, r 
12. HMOOE, r 

Other partitions, o~dered 
by # of groupsi within that, 
ranked according to Lambda 
MIKCA, Euclidean d, det W 
MIKCA, Mahalanobi5 02 , det W 

MIKCA, Mahalanobis 02 , det W 

II of points 
misclassified 

(minimum) 

2 
4 
6 

9 
10 
17 
15 
19 
19 
38 
52 
52 

MIKCA,' Euclidean d (both det & t~ace) 

, UPGMA, Gower's 
UPGMA, cosine' 
MIKCA, d, trace W 

HMOOE, cosine 
WARD, d2 

UPGMA, d 

~ , 

cluste~ P,ts. 
left as 
outlie~s 

o 
1q 
9 

1 
C 
o 
7 
o 
5 
o 
o 
1 

# of 
g~oups • 

2 
2 

4 
4 

5 
5 
5 

6 
6 
6 

Rand's 
coef. 

.897 

.904 

.891 

.8!13 

.835' 

.803 

.795 
~790 
.789 

.• 650 
.636 
.637 

Rand's 
,coef. 
.630 
.619 

.766 

.766 

.829 

.747 

.793 

.802 

.8110 

.800 

Jaccard's 
coef. 

.778 

.778 

.754 

.690 

.680 

.587 

.554 

.562 

.608 

.503 

.326 

.3~·1 

Jaccar"d t S 

coef. 
.495 
.446 

.465 

.462 

, .604 
.420 

, .511, 

.537 

.677" 

.510 

Crame~'s 
coef. 

.901t 

.787 

.777 

.722 

.825 

.800 . 

.679 
',.798 
·702 
.635 
.537 
.445 

, 
C~ame~'s 

coef. 
~855 
.735 

.• 725 
.725 

.743 

.695 

.723 

.731 

.743 

.756 

..;..~-------------------~-~~----~,~-~-~-, .... 

Symmetric 
Lambda 

.752' 

.729 

.712 

.660 

.631 
. '.,584 

.578 

.576 

.536 

.416 

.301 
, .297 

Symmet~1c 

Lambda 
.436 
.352 

, 

'-557 
.554 

.591 

.567 

.533 

.612 

.592 

.565 
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.' 

purpose of computing the Rand and Jaccard coefficients, outliers were treated 

as a single' category; that ~s, all outl~ers are in the same group. These 

measures tenq. to rank-ord.er the 3-group 'partitions in very much the same way 

that we,did; in fact, lambdll; qrders them exac,tly as we did. Where reversals 

occur, they are not consiste'nt over the .four .coefficients. Note' that the 
, . . 

values of all four coefficients are generally lower than they were for data 

set D. That is because of the extra "noise" category, whose points tend to be 

distributed over all three groups. Only the methods which provide for 

outliers' (mainly RHODE and NMODE) could provide a category which might 

correspond to the noise group. 

The coefficients of agreement are shown also for some of the partitions 

that did not contain 3 groups, again comparing each partition with the correct 

3-clustet one. Discussion of these results will be taken up at the end o,f 

this chapter in an, evaluation of the four coefficients. Two brie.f 

observations: Rand's coefficient shows a tendency to increase as the number 

of clusters in the partition increases, and ranks a 6-group partition as 

highly as some 0 f the IIgood ll 3"'group partitions. Cramer I s V, on the other 

hand; shows a preference for the 2-group partitions) ranking one of them 

better than all but on'e 0 f the 3-group partitions. 

Evaluation Of Individual Clu~ters, 

Two 3-group partitions were ,selected for analysis of individual clusters: 

One good partiticm (RHODE with Euclidean d) alld one poor partition (mIODE ~dth 

correlation, r). These partitions are depicted graphically in Figures IS! and 

16E, and may be cDmpared with the correct par~ition in Figure 1E~ Zeroes in 

these plots denote outliers or noise point~. 

, 
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Table 6E shows measures of cluster separation, compactness, and 

homogeneity for the HMODE-d partition; table 7E shows those measures fpr the 

.. HMODE-r partition. Becausa the three original ,populations actually overlap 

,slightly, the gamma measures are predictably low even fot" the "good" HMODE-d .. 

partition. However, the gammas are. nearly -1 for the HMO.DE .. r partition, 

indicating that 'the clusters have virtually 0 separation (GA..'1MA B) and that at 

• 
least one cluster has a diameter nearly equal to'the diameter of the entire 

data set, hence is anything 'but 'compact (GAl1MA H). The truth 0 f this can be 

seen by examining the HHODE-r graph (Figure 16e). A 'comparison of cluster 

diameters and distances between boundaries for the two partitions gives 

similar information. 

The 'homogeneity of the yar;tables offers another basis for' c.omparison. It' 

too'is relatively high (over .6 in most cases) for the HMODE ... d partition, and 

low (under .5 in most cases) for the HHODE-r partition. 

It should be noted .that the tests for cluster separation, compactness t and 

homogeneity were all designed wit? a points-in-space model of similarity in 

mind. If the similarity coefficient r had been chosen because the researcher" 

was interested only in profile shape then these tests would not be 

appropriate; indeed, some measure of separation and compactness in shape 

should be devised. 
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ADEQUACY OF THE PARTITION---

TESTS FOR COMPACT-SEPARATED CLUSTERS 

N 1. N2. N3. N4. • •• 2556 3437 

GAMfM -.3636 

GAtllMAS -.1470 

GAMMA~I -.5765 

MAX. CLUSTER DIAMETER 3.1425 
MIN. DIST. BTWN BaUNDARl~S .7444 

CLUSTER DIAMETERS 

1 
3.142 

or. 

VARIAOLE X CLUSTER 

1 
1 .668 
2 .545 
3 .859 

:2 
2.413 

3 
1.980 

HOMOGENEI TI ES 

:2 3 
.B67 .948 
.681 .913 
.871 .• 727 

(\ ( , 

ml011it:-d 

1291 . 4806 

-
~, 

I) 

Taple 6E 
3-group partition 

NUMBER OF CLUSTERS 3 

CLUSTER CENTERS 

1 
:2 
3 

1 
-.040 

-1.237 
1.542 

2 
-.508 

.163 
1.717 

3 
-.654 
1.395 
1.084 

INTER-CLUSTER CENTROID DISTANCES 

1 2 3 
1 0 2.466 3.236 
:2 2.466 0 3.199 
3 3.236 3.199 0 

COSINE OF THE ANGLE (AT THE ORIGIN). 

1 2 3 
1 1.000 -.610 -.777 
:2 -.610 1.000 -.024 
3 -,777 -.024 1.000 

DISTANCE BETWEEN CLUSTER BOUNDARIES 

1 
:2 
3 

CLUSTER 
1 
:2 
3 

TOTAL OF 

j 

1 
o 

.744 
1.150 

SQUARED 

SQUAkEP 

:2 
.744 

o 
2.536 

3 
1.150 
2.536 

o 

DEVIATION SCORE AND 
96.478 105 
16.278 ' 29 
8.661 22 

DEVIAfION SCORES .. 

~m __________________ ~ __________ ~ _______________________________________________________________________ ~ ___________ ~~~ ______ __ 

() 

BETWEEN CLUSTER CENTRQIDS 
I 

NUMBER OF ELEMENTS 

121.416 
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DATA SET F:. 

OVERLAPPING CLUSTERS OF DIFFERENT COMPACTNESS 

Description 

Data set F, like set E, started with 200 points, 40 of which were 

uniformly distributed "no ise". Again, the most isolated' 10% 'tolere removed as 

unclassifiab1e "outliers". All 20 points removed came from the 40 original 

noise points, while the clusters remained intact. 

The part of data set F that was subjected to cluster analysis, then, 
. . 

contained 180 points measured on 4 variables. T\Y'enty points represent "noisen 

from the uniform distributio~, while 160 points were drawn from 5 multivariate 

nor)11al subpopulations to represent 5 clusters. A compact central cluster 

contains 80 points and the per.ipheral clusters contain 20 points each. All of 

the clusters are hyper-spherical in shape. 

Parameters for the 5 suppopulations are: 

Cluster 1 en = 80) 

Centroid: (10, 12, 10, 12) 

Standard deviation = 1 on each variable 

Cluster 2 (n = 20) 

Centroid: (8.5, 10.5, 8~5, 10.5) 

Standard dev.iation = 1 on each variable 

Cluster 3 en = 20) 

Centroid: (12, 14, 12, 14) 

Standard deviation ~,; 1 on each variable 
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" 
Cluster 4 (n =, 20t 

Centroid: (13, 15, 7, 9).-

Standard ,deviat.ion = 2 on each variable 

Cluster 5 (n = 20) 

Centroid: (7, 9, 13,15) 

Standard deviation = 3 on each variable 

Figu're 1 is a p1,ot of data se.t F in two dimensions that show ,the greatest 

separation between clusters. The ellipses indicate the "territories" occupied 

by each of the clusters. 

Size and cocnpac tness: Cluster 1 is much more dense than the others. 

While c1uste~s 2 and 3 cover approximately 'the same sized territory as cluster 

1, they contain only 1/4 as many points. Clusters 4 and 5 cover'much.larger 

territories ,-lith only 20 po:i:nts each, hence they, are much less compact than 

the first 3 clusters. 

Separation: Each of the four surrounding clusters overlaps slightly into, 

the "territory" of cluster 1, with cluster 2 having the most overlap. It will 

be a pa:t;'ticular challenge to the clustering algorithms to ide,ntHy 3 separate 

modes in clusters 1, 2, and 3, because the regions between those modes contain 

. large numbers of points 'Y'ith only a reduced d~nsity to indicate a fuzzy 

boundary. From visual' inspection of the 2-dimensional plots, it is not 

obvious that there are 5 modes in this data. 
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Discriminant analys is qased on the five correct clusters was able to 

'classify 90.6% of the cases cc;>rrectly (not including the 20 unclassified 

"noise" points). Point allocations are" shoYm in the following table: 

.. 
U 

Predicated Actual Group 

.Group 1 2 3 4 5 Noise - -
1 73 1 1 1 0 0 C :J 

2 5 1'9 0 . 1 0 4 

3 2 0 19 1 3 10 

' \ 
4 0 0 0 17 0 2 

·5 0 0 0 0 17 4· ., 
• 

( ! Total 80 20 20 20 20 .. ~ 

Thus 'every cluster over-laps slightly with some other cluster. The fuzziness 

i \ of the boundaries is even more obyious ~vhen correct classification 'with at 

least a .9 probability is required. 

Cluster Proportion of points 

classified correctly with 
.-;. 

,::0 at-least .9 probability 

17/80 == 21% 0 1 
\; (I 0 

2 11/20 == 55% 

3 17/20 == 85% 

4 17/20 = 85% 

J6/20 = 80% 
'':: 

5 -
, ' 

J \ I I 
:"1) 

.11 
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D1SCRIMINA'NT ANALYSIS ON SE:r F, AS GENERATEO 
Figure 2F 79/09/20. 14.16,59. PAGE 

PLOT OF DISCRIMINANT SCORE 1 (HORIZONTAL) VS. DISCRIMINANT SCORE 2 (VERTICAL). ... INDICATES A GROUP CENTROID. 
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" 

The boundaries 'between clust~rs 1 and 2 and between clusters 1 and 3 are 

. 
particularly fuzzy. 

. 
A plot of data set F,in the space of the first two discriminant functions 

is shown in Figure 2F. (The ~'s Ln the plot are noise points.) , 

Clustering Resu1t~ (Data Set F) 

In this 180-point data set we require that a group in. a partition must 

contain at least 5 points. All other points will be designated "outliers" in 

that partition. 

MIKeA, Minimiz:i.ng Determinant 'W: Partitions contai,ning '3: 4, and 5 gr,?ups 

were requested, using both Mahalanobis' D and Euclidean d. The matches 

between these partitions and the correct one are shown in Table 1F. Neither 

of the S-group resu.lts are. very satisfactory. The Mahalanobis D,S-group 

partition (Table U(c») is probably the worst of the t~70, containing, one' group 

which combines nearly equal numbers of points from four of the origin.a1 

populations, and linking sUDstantial parts of po,pulations 2 and 4 into a -

single group. The Euclidean d, S-group so~ution (Table IF(f)) -is easier to 

understand,! with popUlations 3; 4 and 5 fairly w-ell identified but 13. wrong 

. 
division is made between populations 1 and 2. 

The best MIKCA results were obtained in the 4-group partitions, if one 

accepts the idea that it is 'reasonable to see clusters 1 and 2 a~ a single 

group. Furthermore, the two distance measures, D and d, produced very similar 

results at the l~-group level: populations 1 and 2 were merged, while clusters 

3, 4,' and 5 were clearly identified. 

At the 3-group level, D and d aga:tn di~agreed in the partitions produced. 

Mahalanobis D gave the result that an observer might expect looking at the 

( 

.. 

-

\-

'---------------------------------------------.----------------------------~~-
/; 
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Table 1F 

Cluster Over-lap Matrices fol" Data Set F 
MIKCA with Mahalanobis D: 3, 4, and 5 Gl"OUp Partitions 

I 

I 
1, 

(a) det W, D, 3 gl"OUPS 

MIKCA Generated Partition 
Partition 1 2 .l 4 .l 'j 80 

Noise Total 
20 20 T 2 -a-

2 0 
134 o .. 0 16 0 4 

3 20 
0 0 0 0 18 8 

Total 80 20 20 
26 

20 20 . 20 

(b) det W, D, 4 gl"OUPS 

MIKCA Generated Pal"tition 
Pal"tition 1 2 .l 4' -~ . 1 77- ._- Noig Total 

20 0 
2 

2 0 3 102. 
3 0 20 

3 
0 3 9 35 

0 0 0 18 0 
4 0 b-- 0 

3 21 
0 11 .2. Total 80 . 20 20 

22 
20 20 20 

( c) det W, D, 5 groups 

MIKCA Generated Partition 
'Pru:tItion 1 2 3 4 5 Noise 

1 73 -4- -1- T -1-' Total 

2 4 
0 82 

·0 8 5 3 3 
3 3 16 

23 

4 
0 10 0 4 33 

0 11 2 
5 

1 7 21 
0 0 0 -9. 15 6 

Total 80 20 
21 

20 20 20 20 

( ) 

I 

o 
1\ 
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Table 1F(continued) 

Cluster Overlap Matrices for Data Set F 
MIKCA \o1i th Euclidean d: 3, 4 I and 5 Group Par'ti tioos 

(d) det W, d, 3 groups 

MIKCA Generated Partition 
Partition 1 2 + 1 f6 20 

2 4 0 16 
3 0 o· , 0 

Total 80 
,-' 

20 20 

( e) det W, d, 4 groups 

MIKCA Generated Partition 
Partition 1 2 _3_ 

78 1 20 1 
'2 2 0 19 

3 0 0 0 
4 0 0 0 

Total 80 20 -.. 20 

(f) 'det W, d, 5 groups' 

MIKCA Generated Partition 
Partition 1 2 3 

1 0- 0- 0-
2 19 0 5 
3 61 20 0 
4 0 0 0 
5 0 0 12. 

Total 80 20 20 

4 2... 
2 0 
0 20 

18 0 
'20 20 

4 2-2, 0 
1 3 

17 0 
0 17 

20 20 

4 5 -0- 15 
2 4 
1 0 

16 0 
_1 1 

c=' 20 20 

Noise 
5 

12 
.3. 
20 

Noi~ 
.3 

9 
3 
5 

20 

Noise 
5 
2 

'2 
2 

-2. 
20 

Total 
107 

52 
21 

Total 
-104 

34 
20 
22 

Total 
20 
32 
84 
18 
2'6 

-. -----------

.. 

-

-~~--------------------~--~-----------------------------------------------
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" 

discriminant plot: populations 1, 2 and 3 merged into a single group, an~ 
, . 

populations' 4 and 5 identif~ed separate,ly. Euclidean d, however, formed one 
, ' 

group from populations 1 ,and 2, another 'group combining populations 3 and 5. 

Hoping to 'Gee the best possible results that could be ~thieved by a 
,'i 
'\ 

clustering method on set F and wishing also to cons~der tht;\. problem of local 
,', 
• I 

minima in MIKCA, one further experiment was .tri.ed. Usually, MiKCA begins by 
, 

selecting 3 possible sets of starting centroids from among the data points, 

using a Monte-Carlo technique, then chooses that set which gives the best 

criterion value. To give MIKCA the best possible start, in thi's ,test we gave 

it the correct centroids of the 5 populations to use as starting ce.ntroids. 

The results were, indeed, much ,better than any of the other cluster~ng 

attempts on this data. The partitions ob.tained using both Mahalanobls D and 

Euclidean d are shown in Table 2F. They ate remat'kably similar to the results 

of discriminant analysis. Hahalanobis D produced sUghtly few'e.r ·misclassified 

points than did Euclidean d; {~(1 
,~, . 

The clustel:ing criterion was minimization of the determinant of the 

within-group covariance ma~rix. Criterion values for the. 5-group solutions 

we.re. 

MIKCA with Mahalanobis D 

Random start: det W = .376 x 106 

Centroids given: det W = .280 x 106 

~~ MIKCA Wl~p Euclidean D 
"'-'>,- )) 

\';,: - ~/ 

Random start: 
. 

del: W ~ .314 x 106 

Centroids given: det W = .286 x 106 
(\ 

(;'.> 

) 

, 
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Table 2F 

Cluster' Overlap Matrices for Data 'Set F 
MIKCl with Correct Centroids Given 

(a) det W, D, 5 groups (star;';:ct with oorrect centroids)' 

MIKCl 
-£carti tion 

1 
2 
3 
4 
5 

Total 

Generateq Partiti0n 
1 2 3" 

72 -1- T 
8 19 . 0 
o 0 19 
000 
000 

80 ,20 20 

4 
2 
o 
o 

18 
o 

20 

l 
o 
o 
3 
o . 

17. 
20 

(b) det W, d, 5 groups (started with correct. centroids) 

!:!IKC! 
Partition 

.. , -\\1 
2 
3 

co 4 
5 

Total 

[\ 
Cl \./ 

" . 

Generated Partition 

o 

1 2 --"3 () 
71 0 }72 

9 ?o - .. 0 
o a 18 
000 
000 

80 20 20 
.' 

. : 

4 
2 
o 
1 

17 
o 

20 

o 

c 

l . Q 

o 
3 
o 

11 
20 'i 

r.' 

(( 
'f 

Noise 
1 
3 
8 
3 

.2 
20 

Noise 
2 
2 
8 
3 

.2 
20 

Total 
77 
30 
30 
21 
42 

Total 
77 
31 
30' 
20 
22 

1\ 
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Clearly both of the random starts prod~ced criterion values that ~o1ere merely 

local minima. 

In many cases nothing' b~tter than a random start is available. But if 

-;tpproximate centroids can be obtained either theoretically or by preliminary 

clustering u?ing some other algorithm (perhaps on a subset pfthe data) they 

should certainly b~ tried as starting centroids. The criterion value can then 

be compared with that obtained using a random start. 

HARD: The WARD ,tree from set F shown in Figure 3F looks re'(l1arkab ly like 

its counterpart for set U, the uniform distribution. A fewl.Jma~.i groups do 

begin to form at an early stage of the set F tree, but they look like mere 

minor variations in density' which are s~o1allowed up one at a time by the large 

cent'ral groupo This demonstrates to an extreme degree the tendency that we 

noted in the' dis'cussion of data set E above: Wh,en there ~s one large, compact 

cluster, the minimum v,ariance crit~r:l,cin allows that one to dominate and 

s,01allow up any nearby smaller clusterS! " 

No re~sonable 5-group partition could be s~lected from thiB tree; inde~d, 
, , ii 

the most reasonable conclusion tq be drawn from the tr'ee would be that tpe 

data has no significant structure and can be seen as a single cluster. F.or 

purposes of comparison with' other metllOds, however ,c the 3-group partition is 

shown ::'n Table 3F (a). At'that level, all of the populations haveL)een 

absorbed into the l$l.rge group, with the two small ,groups ctlntaining mostly 

, . 
fragments of popu1aticn 1. '" 

I) 

The results of HMID on sets E and F throw serious doubts on its use~u1ness 

(.; cY' ., 
for clus tering criminological data', which frequently contains a large central 

cl~'ter and ''laUer "deviant" groups that mpst be diIPerentiat~d •. 

o 
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Figure JF 
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Table 3F 

. . Cluster Overl~p Matric~s for Data Set F 
H~erarch~cal Methods with Distance-Based Similarity CoeffiCients 

(a) WARD .,.. d2 , 
WARD 
Partition 

1 
2 
3 

Outliers. 
Total 

3 groups 

Generated 
1 

67 
8 
5 

80 

Partition 
2 3 

20 17 
o 3 
b 0; 

20 20 

(b) UPGMA - Gower's, 5 groups 

UPGMA 
Partition 

1 
2 
3 
4 
5 

Outliers 
Total 

Generated Partition 
1 

7~ 
7 

'0 
o 
o 

~ 
10 . 
o 
9 
o 
o 

-1 
20 

.l 
1 

19, 
o o . 
0" 

(c) UPGMA - Gower's, 3 grou~s 

UPGMA 
Partition 

1 
2 
3 

Outliers 
Total 

, -

Generated' Partition 
-L -L .l. 
80 20 20 
o 0 0 
o ,0 0 

20 20 

4 
20 
o 
o 

20 

4 
T" 

1 
o 
8 
o 

10 
20 

4 
"'2 
18 
o 

20 

5 
2c) 
o 
o 

20 

2... 
o 
o 
o 
o 
7 

13 
20' 

5 
"'2 
o 

14 
'4 

20 

Noise' . 
18 
o 
o 

,I 2 
20 

Noi~ 
o 
1 
o 
o 
o 

19 
20 

Noise 
1 
2 
2 

12. 
20 

Total 
162 

11 
5 
2 

Total 
85 
28' 
9 
8 
7 

43 

Total 
125 

20 
'16 
19 

() 



-:0304-
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t Table,3F (cont.) 

" 
Cluster Overlap Matrices for Data, set F 

Hierarchical Methods with Distance-Based Similarity Coefficients 

. 
(d) UPGMA-d, 5 groups from selectee!, tree branches, 

UPGMA Generated Partition 
Part,ition 1 2 -L 4 l Noise Total 

1 76 11 3 2 0 0 92 

2 3 0 17 0 1 ,1 22 

3 1 9 0 0 0 0 10 

4 0 0 0 17 0 2 19 

5 0 0 0 0 15 '2 17 

Outliers' 1 4 .12. 20 

Total 80 20 20 20 20 20 
( 

(e) UPGMA-d, 5 groups from straight cut of tree b'ranches 
'I ~! 

UPGMA Generated Partition 
Partition 1 2 _3_ ' 4 "_5_ Noise Total, 

1 77 20 3 2 0 0 102 

2 3 0 17 0 1 1 22 

3 0 0 0 5 0 .0 5 
4 0 0 0 8 0 1 9 

5 0 0 0 0 8 1 9 

Outliers ..2. .ll .1l 33 

Total '80 20 20 20 20 20 

. 
(f) UPGMA-d, 3 groups 

UPGMA Generated Partition 
Partition 1 ,-L _ 3_ 4 _5 _ Noise Total 

1 80 20 20 2 1 1 124 

2 0 0 0 17 0 2 19 

3 0 0 0 0 15 2 17 

Outliers _1 4 .12. 20 ---Total 80 20 20' 20 20 20 
- 1 ' 
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UPGMA With Distance-Based Similarity Coefficien,ts: The UPGMA trees 

obtained usin'g Euclidean d and Gower1s coef. are in Figures 4F and SF. With 

some relief, we observe. that they do show the existence of structure in set F 

and do not look like the corresponqing trees from the uniform d:Ls tr,ibution. 

The twe? similarity coefficients produced very similar trees, therefore our 

discusslon will focus on just the Euclidean d result, Figure 4F. 

The trees as shown are incomp~ete, only showing the last 60 branch lines 

to allow a reaso~ab~y compact display of·results. The number of points that 

had already been merged into e'ach branch line be.f.o-li"$ printing began are shown 

in parentheses to the left of the branch line~(';{;:lte: The count is taken one 

step too far, so that the 56 on the first bran.ch of Figure 4F actually 

repr.esents the sum of the points on the first two branch lin4?ls.) Many of the 

early merges, be'fore printing of the tree began, took place within population 

1. The first long br~nch line at the ,top ?f Figure 4F combines 6 small' 

branches which represent a total of 92 points ~group 1 in Table 3F (d)). 
. 

Figure 4F is a good example of a tree containing clus.ters of quite 

different compac tness. Branch lil1.es f or the groups th.at best represent 
, . 

the 

original 5 popUlations are marked. Visual inspection.of th,t) tree clearly 

shmvs the development of groups corresponding f'o populations 4 and 5, but 

these groups are not fully- formed until after the points from populations 1, 

2, and 3 have merged into a ..single group.' Although it may not be possible: 

without prior kno~qledge of ~he generated partition, to be confident of the 

separateness of population 2, it is certaihly possible to recognize groups 

corresponding to popUlations 1 and 3. Tnerefore it should be possible to 

select: groups based on branch lines from dd,.ffer,~nt levels of the tree, 

providing that those branch lines meet certain criteria. }fore wod: Meds to 
n . " 
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EU~lIOEAN ~tHAl'CE ON SET' F. STANDARDIZED Figure 4F 

10 Ne I 2 3 4 5 8 7 II'! 10 11 12 13 14 IS 18 17 IB 1\) 
I ST~T " 

1 
11 -~t-1 CD 
2 --I 1-----� 

1 t I 
5 --I 1 1 

I 1 
10 --1--1 1--1 

I 1 I 
43 --I F.;\ I 1 

Vy I I 
23 -----t---;.-:-.;--I I 

I I I 
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I I 
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I I 
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1 I 1 
103 --1-----1 1 I 

I I I 1 
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1 I~ I I 
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124 STRT-----I---------...... --I ( 

1 1 1 . 
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- Figure SF C::::SRS C05FHCtE,NT ON SoT F. STANDARDIZED 

10 N? STR; 2 3 " S 6 7 Q 

I 

a 10 13 14 15 111 17 

5 --1_· ____ • 1 

--1 I-I 
I I I 

14 --I I 1 

02 -----I-------l : 
1 1 88 --__ I I 

I 8,3 --_. _______ 1 ...... -.-_1 
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lel3 -·-1 1---1 I I 

I I 
3 ----__ 1 I I 

I I I 
2~ ______ 1 1 I 

18 I 9 20 21 

1 I_I 
141 STRT---I-----______ 11 I I 

, • ---- I I 
157 --........ -1 I. : 
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be done 'to determine those critel"ia, however they would probably be based 

primarily on the relative lengths of branch lines and the number of points in 

tl;te groups. 

A 5-group partition selected in that way is shown in Table 3F (d). It 

provid~s the best match with the generated clusters of any of the methods 

tested.' Hm.;rever, it should be viewed with seme scepticism, since the 

selection was made with prior knowledge of the structure of the data. 

Partitions resulting from the more conventional approach, using only 

branches at the same level of the tree, are shown in Table 3F also: (e) and 

(f) are from the UPGMA-d tree, while (b) and (c) are from the UPGMA-Gmq~r's 

tree. In the S-group partitions, populations land 3 are separated ,qhile illost 

of pppulations 4 and S remains unclassified or split into small groups. The 

3-group partitions show populations 4 and 5 reasonably well, but the 

distinction between po.pulat;i.ons 1 and.3 is lost. Clearly some provision for, 

modes of different density is needed. 

UPGMA And HMODE Wi'th Angular' Simila,rity Coefficients: The tree diagrams 

from UPGMA and HMODE using cosine and correlation as s.imilarity measures are 
. 

in Figures 6F-9F. As in data set E, the partitions obtained are influenced 

more by the similarity coefficient than the clustering method. Therefore the 

5-group partitions created. using' cosine are shown together in TablS 4F, while 

the partitions created by r ~ce shown in table SF. 

After standardization of variables, the centroid of popUlation 1 js quite 

near the origin, Cluster 1 sub tends a 360~ angle, therefore the angular 

coefficients must split it into many fra~ments. Under both UPGMA,and HMODE, 

the cosine identifies modes for each of the. other four populations and assigns 

points from cluster 1 to each of those modes, as ~qel1 as to extra sma~l 
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COSINE ON S., F. STMIOAROlZED FiSUt'O 6F 

10 NO I 2 ~ 4 5 e 7 8 
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Table 4F 
. , 

Cluster Overlap Matrices for Da t1i.t Set F 
Partitions using Cosine as Similarity Measure 

UPGMA-cos, 5 groups 

UPGMA Generated Partition 
Partition -L 2 _3_ . -L _5_ Noise 

19 O· 2 0 3 
1 32 

6 5 0 14 0 1 2 
18 0 3 '. 3 17 0 5 

4 9 0 0 0 17 6 
17 . 1 1 0 2 2 5 

20 20 20 Total 80 20 20. 

HMODE-cos, 5 groups 

HMODE Generated Partition 
Noise 4 2-Partition 1 2 -L -- --8-18 17 0 1 0 19 

19 18 0 0 0 2 2 

0 7 1 0 0 1 3 

5 4 6 0' 0 0 16 
' 0 1 2 ·2 0 l' 5 

2 3 28 1 3 Outliers 
20 20' 20 80 20 20 .. Total 

. 

h 

Total 
56 
26 
43 
32 
23 

Total 
62 

39 
9 

27 
6 

. 37 

CJ 

, , 

---,. 

i 
I 
i 

') 

(a) 

(b) 

I 

J 
1 

I'"~ 

I , 

I 
1 ! 

, 
I 
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" 

.. Table 5F 

Cluster Overlap Matrices for Data· set F 
Parti tions Using Correlation as Simi,lal'i ty Measure 

UPGMA-r<, '5 groups 

UPGMA Generated Partition 
1 L -L -L l Noise Partition, 

O. '5 0 0 5 
1 12 

20 "J. 2 0 2 '3 
2 

4.l' 

4 3 27 10 6 17 0 " 4 12 3 4 Q 18 '1 -2 4 -l. -l. 0 1 
5 

20 20 
Total 80 20 20 20 

HMODE-r, 5 groups 

HMODE Generai;ed Par,tition 
, Noise ,_L . . 2-Partition 1 _L + -

0 1 2 
1 11 1 
2 4 0 0 0 0 3 

4 29 12 8 20 0 3 
4 8 1 1 0 1 ·2 

4 0 18 7 
5 10 2 

2 18 4 -l. Outlier) 

20 20 80 20 20 . 20 Total 

!'-~~-

Total 
22 
30 
64 
44 
20 

Total. 
.19 

7 
73 
13 
41 
27 

, 
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fragments which c!;lntain mostly cluster 1 points. (~lthough the HMODE-cos 

5-group partition lumps cluste:r.s 3 and 4 together,' they existed as separa·te 

m~des throughout m~ch of the tree.) ~~e major difference between UPGMA and 

HMODE is in the large number of outliers and "cluster 1 fragments" left by 

HMODE, :while UPGMA assigns all points to cluste'r-sized groups at an earlier 

stage. ' 

WhHe the cosine will only fragment clusters whose centroid is near thl?) 

origin, r will fragment any cluster that .is along the line 

Xl = x
2 

= •.. = 'x
m

: these are 'the points with nearly flat prufiles. In 

Table 5F it c.~an be seen that clusters 2 and 3, as well as cluster 1, ar.e 

spread over several of the 5 groups for the above reason. Clusters 4 and '5, 

whicp do not fall on the line of equal coordinates after standardization, were 

tecognized a.s separate modes but were then mixed with many points from the 

three fragmented cluste~s. As a methqd of clustering points in space, this is 

clearly a. disastrous failure. If the correlation, r, is to be used to find 

',clusters of points "in 'space ,it would seem essential to first remove all points 

whose profile-shape is neariy flat~ 

Similarly, 'if points are to be clustered using the cosine it would be wise 

to also cluster using distance, to detect and .perhaps eliminate a group 

centered near thft origin. . 

HMODE With Distance-Base~ Similarity Coefficients: The HMODE trees using 

Euclidean d and Gower's coefficient are in Figures lOF and 11F, w~th the 

resulting 5-group partitions summarized in Table 6P. The large number of 

outliers in the partitions is governed b~ the setting of a parameter in the 

HMODE program (described in our discussion pf the HMODE results in data set 

E). The allowable proportion of outliers was set at .8 for both sets E and' 

• I) , 
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Table 6F 

Cluster Overlap Matrices for Data Set F 
HMODE with 'Dis tance-Based Similarity Coefficient 

(a) HMODE-d~ 5 clusters 

HMODE Generated Partition' 
Partition 1 2 ...L 4 i Nois~· 

1 74 19 5 5 1 ' 1 
2 2 0 11 0 1 0 
3 4 1 0 0 0 0 
4 0 0 0 8 0 1 
5 0 0 0 0 6 1 

Outlier's 4 ...1. E .11 Total 8'6 20 20 20 20 20 

(b) HMODE - Gower's, 5 clusters 

HI-10DE Generated Partition 
Partition --L 2 ...L -L 5 Noise 

1 77 20 ' 7 3 "1 -:-T 
2 .3 0 l' 2 0 0 
3 0 0 10 0 1 0 
4 0 0 ·0 8 0 , 

" ;/' 5 .0 0 0 0 6 1 
Outl~ers 2 1 12 .11 Total 80 20 ,20 20 2d 20 

(c) HMODE-d, 4 clusters 

j { HMODE Generated' Partition 
Partition 1 .L. ..:L 4 ..L Noise 

1 78 20 5 5 1 1 
2 2 0 11 0 1 0 
3 0 . 0 0 8 .0 1 
4 0':) 0 0 0 6 1 

Outliers 4 ,~. ...1. 12 17 
Total 80 20 20 20 20 20 

.. 

ICi. 
i 

(. -

!.~. 
105 

14 
5 
9 
7 

40 

Total 
- 109 

6' 
11 
9 
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38 
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110 
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40 
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F. Sinc's approxj.rp.ately 10% of the points in each OF theoe sets is added 

noise, this sbtting allows some of ~he points from the generated clusters' to 

also be left al3 out liers.· . 

The result in set F is that Inal1Y of the points in the sparsely populated 

cluste~s 4 and 5 are relegated to outlier status. Small modes were detected 

among tne points of clusters 4 and 5, but such small groups are often 

unstable, not as convincing evidence ~f the existence of separ~te popula'tions 
. '. 

as we would like. Thi.s points u?a danger in allowing too many outliers: If 

clusters differ greatly in compactness, then the "outlier" category may 

contain large segments of the least compact, clusters. Clearly in set F. the 

assignment of points to groups was terminated too soon. (The UPGMA 5-grotip 

part.itions obtained when all branches w'ere cut at the same level also left. 

much of clusters' l~' and 5 in the out lier category.) 

Using both d and G.o~qerls coef., HMODE :vas unable to detect a separate 'mode 

in the vicinity of cluster .2. The points of cluster 2 were joine,d to . 
'secondary clusters dominated by points of cluster 1. It appears that the two 

modes are too close together to be 'recognized as separ,ate populations under 
~ 

the HHODE criterion. . 
A distinct mode was detected within cluster 3, however. 

Since clusters 1, 2, and 3 were all drawn from populations with equal 

variances, 62 = 1, this may give' som~ indication of how far apart 

populations must be to ~.~ di.stinguished by HMODE. We compute the taxometric 

distance, T=d/JiU where m = number of variables, between the centroids of these 

popUlations: 

; 
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1', 
12 

= 1.5 

In this vet, simple case, then,we see an indication that centroids of two 

populations must,be separated by at least 2 standard deviations in each 

variable in order to be detl:1c ted' as separate modes by HMODE., This a,grees, with 

Wishart,' s (1973) theoretical discussion of the one-variable cas,e, in which he 

points out that' a mixture of two normal distributions is unimodal wblen the' 

means are separated by less than 2 standard deviations. 

Because HMODE distinguished only 4 of the 5 populations, the 4-group 

partitio~ from the HMODE-d tree is included in Table 6F .and ~hotlld be compa'red . ' 

with the MIKCA 4-group partitions in Table IF. Alt~~~gh a mode was aetected 

corresponding to a part of c.1uster 3, HMODE misc1assified more of the boundary 

points between clusters 1 and 3; therefore its results may be considered 

inferior to both ,the UPGMA S-group partitions and the MIKeA 4-group partitions. 

~ODE: Using the default dense-point radius, R, only tvlo modes were 

founc;!, one combining virtually all of clusters I, 2, and 3, the other 

containing just two points ~f cluster 4~ There were 58 outliers." including 

most of cluster 4 and all of cluster 5. It appears that NMODE defines modes 

more strictly than HMOpE dop-s, requiring greater separation between them and 

allowing less difference in compactness. 

Both larger and smaller values of the dense-point radius were tried. 

However, at both I.S'R and 0., R only one mode could be found. 

If it is important to the researcher to detect over1app,ing modal clusters, 

NMODE should certainly not be the method chosen. 

i 1 

• .I 

i I) 
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Comparison of the Partitions 

Data set F posed a difficult challenge for all of the clustering methods. 

None of the methods were particularly successf~l in separating clusters 1 and 

,2 (except when correct centroids 'were fed into MIKCA, which virtually 

constitutes giving away the right answer). The hint of a mode containing 

cluster 2 points can be seen in the UPGMA-d and UPGMA-Gower trees. However, 

the decision to call it a mode must be a tentative and subjective one on the 
, . 

part of the user, particu1ar'ly because of the relatively' small number of 

points it contains. 

Our ranking of success of the 5-group partitions is shown in Table 7F, 

baliled on the above discussion as well as on the smallest estimate of numbers 

of points misclassified and:the number of outliers. The rela'tive positions of 

the' two MIKCA random start solutions (f16, and 117) should be justified, since 

--
they do not correspond to toe number of points misclassified. Here the type 

of misclassification wa's considered'more important than the number of points 

misc1assified. The partition fro!ll MIKCA-d is a much better reflection.of the 

underlying popUlations than is the partition resulting from Mahalanobis D. 

Th.e four measures of partition agreement again correspond reasonably well 
, 

Our rankings were established without with our ranking of the partitions. 

reference to the agreement coefficients, so it is interesting to note that 

Lambda and Cramer's coefficient agree with our relative positions of the two 

MIKCA random start solut,ions, while the Rand and Jaccard coefficients do not. 

Furthermore, only lambda agrees completely with our rankings in positions #5, 

6, and 7. The difference,s in coefficient values are large, indicating that 

they ~ay reflect a basic di~ference in the interprel;ation of "partition 

agreement." All of the coeffidents reverse our plal,:ement of the HMODE-d' and 

-,~,---,.---
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5-group partitions, in 

Measures of Partition Agreement on Data Set F 
with Success Ratings for the Fiv~-Group Partitions 

order of success in # of points 
duplicating tho clus- misclassi~ied 
ters as enernced (minimum) 
1. HIKCA, D(eentroids given) 15 
2. MIKCA, d(centroids given) 17 
3. UPGHA, d (branch lines 

individually selected) 21 
4 • U P(;HA , Cower 20 
5. UPGt1A, d (all branches 

cut at senne level) 34 
6. HIKCA: d(random ,start) , 53 
7. MIKCA, D(random start 40 
8. mIODI~, d 37 

,9. m10])E, Gmver 38 
10. UPGMA, cosine 75 

BHODE, cosine 'Ie 

UPGNA, r ~'e 
I1NODE, r )~ 

WARD, d2: No reasonable 5-group partition 
N~~DE, d: No 5-group partition 

cluster pts. 
left as 
outliers 

o 
o 

5 
23 

16 
a 
o 

23 
21 
a 

34 
o 

25 

Rand's 
coef. 
.887 
.877 

.864 

.841 

.811 

.777 

.844 

.748 

.757 
• .102 
.685 
.649 
.639 

Jaccard's 
coef. 

, .642 
.616 

.611 

.559 

.536 

.419 

.549 

.443 

.469 

.228 

.212 

.167 

.169 

Cramer's 
coef. 
.825 
.811 

.772 

.700 

.667 

.699 

.647 

.563 

.579 

.557 
'.479 
.362 
.347 

Symmetric 
Lambda 

.695 

.~75 

.681 

.585 

.562 

.500 

.470 

.434 
'.444 
.304 
.252 
.125 
.140 

. 
# of Rand's Jaccard's Cramer's Symmetric 

Other partitions, ordered 
by # of groups; within,that, 
ranked according to Lambda 
UPGNA, d 
UPCHA, Cower 

.groups coef. coef. coef. Lambda --------------~~~3~~------~ .• ~7~2~4~-----.~4~67~------~.~8~~~1~-----~~.~5~7~7~ 

3 .718. tl62 .'825 .574 HIKCA, Euclidean d, det W 
MIKCA, }~halanobis D, det W 
WARD, d2 

NIKCA, Mohalanobis D, det W 
HIKCA, Euclidean d, det W 
llWlDE, d 

3 .744 .466 .851 .514 
3 .642 .402 .823 .425 
3 .318 .221 ,.246 .017 

4 
4 
4 

• 8 III 
.810 
.755 

.• 550 

.5l17 

.473 

.844 

.828 

.629 

.624 

.608 

.447 

* In these partitions, no meaningful match with the 8,enerated clusters can be def.ined. 
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.' 

HMODE-Gower partitions, howeyer the difference between these two partitions is 

minor. 

Table 7F- also lists l.:he 3-- and 4-group partitions that have been 

discuss'ed, with measures of -their agreement with the' correct 5-group 

partition. Cramer's coefficient rates inost of the ~-group partitions as good 

as or better than the best 5-group partitions. A quick comparison of some of 

the cl~ster overlap table demonstrates that the ratings by Cramer's coef. do 

not coincide with the intuitive idea of which match is better. (For example, 

Cramer's rates Table IF (d) higher than Table 2F (a)). ,Cranier's.coef. app~ars 

to incorporate a strong bias in favor of the partition with the smaller number 

of groups. This was noted alsQ in the discussion of data set E. 

On the other ha:nd, each of the 4'-gro':1p partitions listed is rated higher 

than its 5-group counterpart by all four of the agreement coefficien,ts (with 

one exception: Rand's coefficient on MIKCA-D). This near-unanimity 

substantiates our awn judgment that the 4-group .partitions are superior, 

indicating that 4 clusters are the best oue can reasonably expect to find in 

this data, with population~ 1 ind 2 seen as a single cluster. 

TI1at Rand's coefficient provided the one exception is probably no 

coincidence. We no'ted in data set E that Rand I s coefficient tends to increase 

as the number of groups in the partition increases. Thus in this case there 

may be a bias in favor of the 5"'group par'tition. 

Evaluation of Individual Clusters 

Three of the better partitions will be examined, involving different 

levels of coverage of the data set: 

I 
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# groups ',# outliers £overage 

UPGMA-d, straight cut· of branches 5 33 82% 

UPGMA-d, selected branch lines, 5 20 89% 

MI~CA-Mahalanobis D 4 o 100% 

Plots of these partitions are sho~offi in· Figures I2F-14F, and may be compared 

with the. generated clusters in Figure IF. 

Measures of cluster separation, compactness, and homogeneity for the three 

partitions are in Tables 8F-lOF. It has been determined in the preceding 

discussion of clustering results that the UPGMA-d 5-group partition inv.olving 

selected branch lines is superior to the partition obtained from a straight 

cut ,of branches at one level. Comparing Tables 8F and 9F, though, one might 

COme to the .0pPo·site conclusion. The gamma values show more separation 

between t;:lusters in. tl1e "straight-cut'! par~ition, and the cluster 

homogeneities in that partition are high. In ~ontrast, the "selected" . 
. partition reflects the existence of two voluminous but sp~rsely populated 

clusters, showing two groups that are not particularly, homogeneous - groups 4 

and 5. However, the greater homogeneity in the straight cut partition is 

primarily due to the lower coverage of the data set; the thirteen more points 

classified in the selected- parti~ion greatly enlarge the spatial territory of 

the clusters. 

Table lOF describes a p~rtition involving complete coverage: the- MIKCA-D, 

4-group partition. The incorporation of "no-ise" points into the groups 

greatly enlarges their territories, so ~luster homogeneity decreases 

tremendouE' .. y. Unless a high degree of homogeneity is required for theoretical 

reasons, comparisons of homogeneity between partitions should probably be 

confined to those that involve· the same amount of c·ovt.rage. 

-------------~~"~.-~.-.----
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UIJ Gt1A-d 
Straight cut, 5 groups 

(33 outliers) 
ADEQUACY OF THE PARTITION---

TESTS FOR COMPACT-SEPARATED CLUSTERS 

N 1, N2, N3, N4. .., 1479 3788 

GM-IMA -.6984 

'GAMMAS -.4384 

GAMMAW -.9491 

MAX. CLUSTER DIAMETER 3.0260 
MIN. DIST. BTWN BOUNDARIES .4063 

CLUSTER DIAMETERS 

VARIABLE X 

1 
2 
3 
4 

1 
3.026 

CLUSTER 

1 
.794 
.839 
.790 
!820 

:2 
2.186 

3 
2.079 

HOMOGENE I TI ES 

2 3 
.858 .692 
.744 .491 
.854 .022 
.825 :689 

4 
2.246 

4 
.681 
.852 
.727 
.868 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION 

1 :2 3 4 
.795 .804 ' .790 .812 

CLUSTER HOMOGENITIES 

1 2 3 4 
.81.1 .820 .673 .78:l 

139 

5 
2.497 

5· 
.833 
.'688 
.680 
.698 

RATIO) 

5 
.725 

( , 

,5325 

( l I , 

NUMBER OF CLUSTERS 5 

CLUSTER CENTERS 

1 2 3 4 
1 -.124 -.101 -.183 -.300 
2 .595 .523 .630 .595 
3 1.554 .B83 -1.320 -.280 

,4 .939 1.497 -1.504 \ -i.406 
5 -2.099 -1'.024 .834 1.273 

INTER-CLUSTER CENTROID DISTANCES 

1 2 3 4, 5 
1 0 1.539 2.254 2.579 2.874 2- . 1.539 0 2.370 3.102 3.106 3 2.254 2.370 0 1.434 4.903 4 2.579 3.102 1.434 0 5.313 5 2.874 3.186 4.903 5.313 0 

I COSINE OF THE ANGLE (AT THE pRIGINH' BETWEEN CLUSTER CENTROIOS~ 
00 1 2 3 4 5 I 

1. 1.000 -.-927 ~050 .410 -.158 
2 -.927 1. 000 .148 -.139 -.153 
3 .050 .148 1.000 .849 -.901 4 .410 -.139 .849 1.000 ".866 5' -.158 -.153 -.901 -.866 1.000 

DISTANCE BETWEEN CLUSTER BOUNDARIES 

1 2 3 4 5 1 a .406 .821 1.526 1.038 2 .406 0 1.566 1.971 1.768 
3 .821 • 1.566 0 .884 3.142 
4 1.526 1.971 .884 a 3.604 5 1. 038 1.768· 3.142 3.604 0 

CLUSTER SQUARED DEVIATION SCORE AND NUMBER OF ELEMENTS 
I 76.419 102 
2 15.102 22 
3 5 • .225 5 
4 6.977 9 
5 8-.810 9 

TOTAL OF SQUARED DEVIATION SCORES .. 112.533 

----------------.--------------~-.----
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Table 9F 
UPGHA-d 

--- ADEQUACY OF THE PARTITION---
Selected branches, 5 groups 

(0 outliers) 

TESTS FOn COMPACT-SEPARATED CLUSTERS 

1147 680lf 

GAMMA -.7978 

GAMMAS -.7115 

GAM,MAW -.9417 

MAX. CLUSTER DIAMETER 3.7159 
MIN. OIST. aTWN BOUNDARIES .40e3 

CLUSTER DIAMETERS 

VARIABLE X CLUSTER 

1 
1 .B46 
2 .882 
3 .844 
4 .841 

:2 
2.18e 

3 
2.277 

HOMOGENEITIES 

:2 3 
.858 .832 
.744 .B14 
.854 .841 
.""' ....... .767 

4 
3.629 

4 
.667 
.379 
.527 
.399 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION 

1 2 3 .:; 
.780 ;729 .770 .761 

CLUSTER HOMOGENITIES 

1 :2 3 4 
.853 .820 .014 .493 

4630 

, . 

5 
.417 
.224 
.489 
.554 

RATIO) 

!J 
.421 

-

NUMBER OF CLUSTERS 5 

CLUSTER CENTERS 

1 
2 
3 
4 
5 

1 
-.050 

.595 
-.812 
1.267' 

-1.636 

2 
-.036 

.523 
-.694 
1.367 

-1.053 

3 
-.106 

.630 
-.B89 

-1'.151 
.B79 

INrE~-cLUSTER cENrR~IO DISTANCES 

1 
2 
3 
t4 
5 

1 
o 

1.413 
1.345 
2.329 
2.883 

:2 
1.413 

o 
2.721 
2.655 
2.953 

3 
1.345 
2.721 

o 
2.962 
3.092 

4 
-.258 

.595 
-.694 

"'1.054' 
1.689, 

4 
2.329 

. 2.655 
,2.962 

o 
5.091 

, } 

5 
2.883 

,2.953 
3~092 
5.091 

0" 

costNE OF THE ANGLE (AT THE ORIGIN). BETWEEN CLUSTER CENTROIDS 

1 .. 
,2 
3 
4 
5 

1 
1.000 ' 
-.801 

.759 

.406 
-.527 

2 
-.801 

-.997 
.041 
.01 i 

3 ' 
.759 

-.997 
1.00Q 
-.062 

.029 

4· 
.406 
.041 

-.062 
1.000 
-.953 

5 
-.527 

.011 

.029 
".953 
1.000 

DISTANcE aETWEEN CLUSTER BOUNDARIES 

1 
2 
3 
4 
5 

1 
o 

.406 

.511 

.720 
1.038 

CLUSTER SQUARED 
1 
:2 
3 
4 
Il 

2 
.406 

o 
1.393 
1.378 
1.473 

DEVIATION 
53.369 
15;102 
6.711 

36.510 
37.042 

3 
.51.1 

1.393 
. 0 

1.983 
1.425 

4 
.720 

1.378 
1.983 

o 
3.016 

5 
t.038 
1.473 
1.425 
3.016 

o 

SCORE AND NUMBER OF ELEMENTS 
92 
22 
10 
19 
17 

TOTAL OF SQUARED DeVIATION SCORES. t4a.154 

\~ )\,~ 

, ) 

I 
1,.0.) 
N 
1.0 
I 

"' 

\ 

, 

; 

.... 
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'tubJe lUI!' 
MIKCA-D 
4 groups 

--- ADEQUACY OF THE PARTITION--- (0 outliers) 

TESTS FOR COMPACT-SEPARATED CLUSTERS 

Nl. N2, N3 , N~ •••• 355 95GB 

GAMMA -.9518 

GAMMAB -.9284, 

GAMMAW -.9893 

MAX. CLUSTER DIAMETER 5.6528 
MIN. DIST. BTWN BOUNDARIES .2110 

CLUSTER DIAMETERS 

1 
. 5.024 

VARIABLE X CLUSTER 

1 
1 .751 
:2 .768 
3 .739 
4 .706 

:2 
S.65~ 

3 
,4.60:2 

HOMOGENElTl E5 

:2 3' 
.528 .644 
.204 .433 
.331 .028 .. -'. .389 ... 1-

4 
.406 

-.266 
.353 
.088 

33 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION RATIO) 

1 :2 3 .; 
.653 .50B .530 .491 

CLUSTER HOMOGENITIES 

1 2 3 .., 
,.741 .339 .373 .145 

(i 

, . 

u ( j (I ( i 

NUMBER OF CLUSTERS ., 
CLUSTER CENTERS 

1 :z 3 4 
1 -.187 -.131 -.241 -.299 
2 .823 .476 .889 .'704 
3 1.243 1.348 "': 1 • 383 -1. 111 
4 -1.630 -1.436 1.025 1.327 

INTER-CLUSTER CENTROID DISTANCES 

1 :2 3 4 
1 0 1.916 2.489 2.834 
:2 1.916 0 3.064 3.175 
3 2.489 3.064 0' 5.268 
4 2.834 3.175 5.268 0 

COSINE Or THE ANGLE (AT THE ORIGIN). BETWEEN CLUSTER CENTROIDS 

1 
1 1.000 
:2 -.970 
3' .225 
4 -.123 

DISTANCE BETWEEN 

1 
1 0 
:2 .271 
3 .821. 

'4 1.038 

CLUSTER SQUARED 
1 
2' 
3 
4 

:2 3 4 
-.970 .22S -.123 
1.000 -.091 -.045 
-.091 1.000 -.979 -.... -. '" \ .... -.979 1.000 

CLUSTER BOUNDARIES 

:2 
.271 

0 
.720 

1.545 

DEVIATION 
104.7:/6 
89.896 
50.136 
71.812 

3 4 
.8'21 1.038 
.720 1.545 

0 3;016 
3.016 0 

SCOltE AND NUMBER 
102 

35 
21 
22 

OF ELEMENTS 

TuTAL OF SQUARED DEVIAtION SCORES- 316.569 

I 
w 
w 
0' 
I 

\ 

, 
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DATA SET U: 

~ UNIFORM DISTRIBUTION 

The preceding d.ata, set J)!1 involved populations which overlapped so much 

that a question was raised as to whether two of the populations should be 

identified as separate modes at all. Yet most of the, clustering methods 

partitioned the data into groups II Can they tell us that a data set should be 
, " 

regarded as a single large g:roup, with no significant modes? 

Data set U contains 150 points, randomly sampled from a single pOp'ulation 

which is uniformly distributed on 8 va~iables, each having me?n = 0 and 

standard deviation = 1. Variations in density are random and small in 

magnitude. Thus the "correc·t" 'number of groups in this data is 1. 

Clustering Resul ts 

MIKCA, Minimizing Determinant W: Partitions containing 4 groups and 6 

groups were requested, using both Mahalanobis D and Euclidean d. MIKCA 

obligingly created them, giving~' clue that the data is uniformly 

distributed. Group siz,es were reasonable, and the paz:titions produced by D 

and d at the 6-group level were strikingly similar. The cluster overlap 

matrices in Table lU (a) and (b) show the matches between three MIKCA 

partitions. The matches are certainly not ,bad enough to discourage an. 

intrepid cluster~seeker. 

WARD: The WARD tree,' shown in Figure 1; cle~rly depicts a single 

population, with one or two points being added to the single large group at 

each,level of the tree. Unfortunately, WARD produced a very similar tree for 
, , 

data s~t F: mUltiple modes t,hat were not well-separated appeared also to be a 

single popu10tion. We conclude that this stairstep pattern in a WARD tree may 

{ \ 

, ) 
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Table 1U 

Cluster Overlap Hatrices for Data Set U 
" Matches bet,ween MIKCA and UPGMA-d Partitions 

(a) MIKCA, det W, 6 group partitions using D and d 

MIKCA-d 
6 groups 

1 

'2 

3 

4 
5 

6 

Total 

MIKCA-D, 6 gr6ups, 
1 ..2.. 3 

22 

I' 

o 
o 
1 

1 -
25 

1 

15 
1 

o 
o 
o 

17 

'2 

o 
32 

2 

2 

1 

39 

5 -, 
o 0 

o 0 

o 0 

34 ' 0 

2 1 

~, 18 

36 19 

(b) 'MIKCA, det ~'" D: 4 and 6-group partitions 

HIKCA-D 
4 groups 

1 

2 

3 

4 

Total 

MIKCA-D, 6 groups 
-L, -.b.. 3' 
1·7 2 3 

1 

o 
7 

25 

11 

.:3 

1 

17 

o 
34 

2 

39 

4 

o 
18. 

4 

'J:..L 
36 

5 

(') 

2 

17 

o 
19 

(c) HIKCA-D vs. UPGNA-d, 6-group partitions 

UPGMA-d 
6 groups 

1 

2 

3 

4 

5 

6 

Total 

MIKCA-D, 6 group.§.. 
1.23 - -
502 

518 

2 

I 

12 

o 
25 

f' __ 

o 
1 

14 

1 

17' 

3 

26 

o 
o -

39 

-.i.. 
o 

30 

4 

o 
1 

1 --. 
36 

-L 
1 

1 

o 
1 

o 
16 

19 

6 -
o 
o 
o 
o 

14 

o 
14 

6 

6 

3 

3 

2 

Total 

25 

16 

33 

36 

20 

20 

Total -'--
28 

35 

61 

26 

14 

6 Total 

9 

11 56 

o 9 

o 29 

1 28 

1 19 

14 

-

I 
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:,.~~ NAME CCUNf 
I 3 811 

I 7' 01 

I 90 JI 

I 48 II 

I 54 II 

1 , !) 

I" 0 I I 

I '99 II 

I 56 II 

I 9 I II 

i 1'; (. II 

. I 99 ( . I I 

I 27 I I I 

I 39 I 2) 

tl37 I) 

, 61 (. I I 

, 78 II 

It 22 I) 

1150 I I 

I 22 21 

I 64 21 

I I II 

1 11 I I 

1104 II 

I 3:1 I) 

I 82 '0 

I 08 11 

I 55 1 I 

I 20 II 

1119 II 

I 62 I I 

1 74 11 

I 40 II 

1131 1) 

I 63 II 

1 79 21 

I I~ 1) 

'136 I) 

I 93 21 

1101 1 ) 

I 15 2'-

1'26 I I 

1 61 II 

tl23 I) 

1139 21 

I 3S 21 

1 91 2 J 

1 $9 21 

I 16 21 

I 17 II 

• 37 I I 

I-E~ .~A"E COli'll 

EUC~IOUI'I 0 SQ ON OAru. STANO~R01:EO 

10 NO I 2 4 5 6 a '.I I~ 11 12 13 101 15 1o 17 18 19 20 2'1 22 ,:j 24 25, 
3 ST~T 

I 
7~ ---1---1 1 I 
')0 ---I I 

I 
48 -~-----I 

I 
54 -------�---� I I, 2 -------1 1-- t 

I I I to -----------1 .l' 
90 -----·-----~---t~--E I ·1 

56 -------------1 I' I 
at ----------------1 I 76 --______ -----------1---1 

I I 
99 -----------------1 I 

I' 
27 ---------------~------- :---,: 

99 ---------------------1 :---1 I I 
131 ________ -------------------1 I 

• I 
61 - ______ ----------------------1---1 . I I 

78 -----------------~------------I I I 122 ________ -----______________________ 1 ___ 1. 

" ' I I 
150 ___________________________________ 1 I 

. I 

22 ---------------------------------------:---: 64 ________ - _____________________ ~-------,l l---: 
I _________________________________________ 1 ! 

I 

II ----------------~--------------------------l 104 _________________ ; ________________________ 1 ___ 1 

I I 

33 ------------------.--------------------------1 : 
82 ---------------.-~---------------------------------:---I 
88 ----------------~-----------------------------~I I , I 

S5 ,-----~-----------------------------------------------.l--~: 
20 ------------------------------------------------~~-I ! 

, I 

118 _______ -------------------------------------------------1--1 , I 62 _______________ ~ _____________________________________ r I 

. I 

~4 -----------------~----------------~~--------~---~7---------owl-owl 
40 - ________ ~_---------~-~---------------------_--_--~-----------: I 131 ____ ~ _______ ..: ____ ~ ____________________________________ ~ ___ -------:---1 

, I I 

63 ------------------~--------------------------------------~--------1 I 
79 -----------------------~---:-------------------------------------------:---1 '" ______________________________________ --------------------... ---- [ I 

I 

136 ----------------------------.---------------------------------.-----------:~--} 
83 ----.--------------------------~-----------------------------------------··1 I 

I 101 -----------------!.-----------------------------:.--------------------------1---I 
II 

IS ---------------------------------;--------------------------------------------1 : 
126 .. -------------------------------------------------"-------------------------------1---1 ' I I 

5 I ----------------------------------------------------------- ------------______ c'_I' I 
I 

123 ------------------~------------------------------------------------------------------1---1 I I 
I J8 -----..,....------------------------ --------.---- ------------------------------------------ I • 

• 1 35 __________ ~ _____________________________ M ______________ ----------------------------~------I---I 

, ' I I 

,91 -------------------------------------------------------------------------------------------1 1---1 • 1 I 

59 ------------------------------,-----------------------------------------------------------------1 1 ~ 16 - _______ ---________ ~ __________________________ ~ _________ --_______ ••• _________________ ~--------_-----t 

, I 
11 ________ -~ ______________________ • _______ i ___ M ____________ -------------------------$-"·~·-·---·-----t 

. I 37 ________________________ .-_______________________________________ -----------------------------1 

'. 9 10 " .12 13 14 IS '11 17 III' I~ 20 ;1 :; :3 ;4 ;~ 

TREE DIAGRAM FOR DATA SET U 
HARD HETHOD HITH EUCLIDEAN DISTANCE 

(Last 50 levels of the tree only) 
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indiC<l.te that there are ~,O substantial empty spaces between clusters, but it 

,does not preclude the exI~tence of ' multiple modes. If well-separated .clusters 

are desired, then this tree is excellent proof ,of their absence. However, if 

,data contains heavy background noise and/or closely spaced modes a more 

sensitive approach is needed. 

UPGMA (all similarity coefficients): The UPGMA trees have a surprisingly 

similar appearance for all four similarity measures on this data. Figures 

2U-5U show -the trees using d, Gower, cosine" and r, respectively. Each figure 

gepicts only ,the last one-third of the tree; that is -99 merges have occurred 

before printing of the tree began. At the left of each branch line, the 

numper of points already merged on that branch is given in parentheses. In 

each t~ree, the early merges :oc~urred fairly u~iformly so that· points are 

dis·tributed more evenly over the branch lines than in UPGMA trees for our 
-.. 

other data sets. The many ~mall clusters come together at regular intervals 

along the tree. Thus b.ranches are rather evenly' spaced, making it difficult 

to single out a particular k-level as the "right" number crf c1uster.s. ,Most 
" 

importantly, the last six to eight branches I:lerge within a fairly small 

simila,rity ra,nge, indicating ,that there is no great distinction between them. 

There is clearly a difference between these UP~1A trees and the ones 

produced for the other, more structured, data sets. But the difference is 

subtle and could easily be ignored. Ther~ is a danger that this method would 

be used to partition a uniforln distribution into approximately 6 clusters just 

as MIKCA did. 

In Table 1U (c), the UPGMA-d 6--group partition is matched with the MIKCA-D 

6~group partition. Tnere is 'a good match between the two methods on 4 of the 

6 groups. This is not altogetqer surprising, since any arbitrarily drawn-

.. 
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~IJ OUTLIERS ~EMOV£O 

ITE~ NMM£ COUNT 10 .. 0 1 2 ~ 4" 6 7 Q 9 10 11 12 Il 14 15 16 17 18 10 20 21 1~ 23 2. 25 
1 17 21 

1 '14 ~I 

75 I) 

2~ ., 

17 " 
lQ .:) 

l1 2) 

79 ., 

1127 " 

20 3) 

2'.1 .( ., 

67 ( 2) 

10 ( 5) 

3) 

1- SI] 21 

I 26 21 

1137 1 I 

, 3) 

73 2) 

2) 

1106 1) 

18 5) 

27 I) 

'2 .) 

44 2) 

30 9) 

2 S) 

63 1) 

99 2) 

12 .) 

43 2) 

G4 3) 

20 4) 

3~ 4) 

36 .) 

40 ~) 

U 6) 

15 5) 

~I .) 

• 3) 

8) 

HI 2) 

1130 II 

21 

33 2) 

11 2) 

3) 

2) 

711 21 

56 3) 

1122 2) 

:T£~ NAME COUhT 

11 srRT----·-~-------"------------, I , 

.44 ---I :.------.-----------------~----------------[ I 15 . __ .. __________ c __ ~----- .. --.. ----! , 
I 
I 

2:1 S I ~ 1-.. -1---------------1 1---------------1 
I I I I 

77 --~----I ,---------------------------1 I I I 1 1 1 
13 .. -----~--,,---.-------I 1--·'-----------------1 I 

I I 
SfAT--------I-----------------------1 I 1 I' I 1 I 

79 ------------1 1------1 I 
I I 

127 -------------------------------------1 I 
I 

28 SIRT---I-------------1 I I 1 I 29 -------1 1---------------1 I 
67 

1 1 1 -------------·,-------1 1-----------------'------------1 I 
I I I 

--------------------------------~---I I I . I I, 

STR T-------I--------------'--------------------------1 1---------1 1--1 
10 

I I I t I I 
59 -----------1 I I I I 1 

I I I 1 I 
28 STRT---------------------------------------I I I ! I I 1 I I I 1 I I 

137 --I 1-----------1-----------1 I I I 
I 1 I I I 

8 -------1------------------------1 I 1 I 1 I I ' t· I I I 1 I 
7:1 -------1 1-----------I I 1 I I 

1 1 I I I ------1-------------------------1 I I I I 
I I I I I 

106 -"-----1 I I 'I I I I I I 
18 STRT-------------------I---------------------------I I I I I I I I I I I' 

---------------.:.----1 1 I I 1 I 
I I I I I 

STRT---------I-----I 1------1 I I I 
I I I I I I 

44 -------------1 1----------1 I 1-------1 t 
I I ' 1 I I --------------------1 1-----.--------1 t I 

1 I I 

2' ----------------------------------1' I I I I 
63 STRT-------------------------l I I l' '1 I I 

---I 1---.1 I I 
, I I • I I 

12 -1----------------1 1---------------------------1 I 1--1 , I • I I ,/ 
4:1 ---I I I 1 I 1 

l, 1 ' I I I 
64 --------~---------------.--------I :--·--------1 l: 

STRT----------·I--.:..-----------------------I I I I t 

34 
1 I, 1 I 1 I ---·----------1 1-----------------------1 I I I 

I 1 I 1 
JG -------------------1-----------·----------1 I I I I I 1 I 

"----------------1 1 I I I I I 
13 STRT---I----------I I ,I I 

I I I I I 
15 -------1 1----------------1 I 1 I 

I I I I 
61 ------------------.. ---1 1---------------... ~----------1 I 1 I 

t I I I 1 
a _ .. -____ ..... ______ .. __ .. ___ .. __ .. · ... __ -; ___ .. · ....... ·r ~-- .. - .. -r ~ ~ 

SIRT----·-------~--I-----------··----------·---------I 1 1 I I 1 I I I 
IG -_·---------------1 1-------------------1 I I til 

---------------------------------"--------------------1 I I . I I 

STRT------I-------I 1 I l I • I I 
33 ---------1 1---------------------------------------------------1 I I 
11 ------------------.{ : .. ---.------~ .... "--l .1 

I '/ 

-----------------------------.------------~--~----------------------------1 I I 
Srq r----------I I 

I I 
76 --.-~---·------l------------------------.--------------I t ./ 1 I ------------·-1 1----------------------------------------1 

I 
, 22 --... ----.. -----.. - .... ---------.---.. ----...... --.. ------: 

Il) 110 :I o 9 10 I~ 12 Il " 15 I'; 17 IU 19'2021" 2:1 24 25 

TREE DL\GRAH FOR DATA SET U 
GROUP AVERAGE HBTHOD t-lITH EUCLIDEAN DISTANCE 

(Last 50 l~vels of the tree only) 
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!I 

l' 32 

3 

JO 

13 

35 

III 

8 

IS 

77 

HI 

B2 

39 
44 

25 

OJ 

2 

20 

112 ( 

12 

.1110 

43 

03 

4 

53 

1127 

I, 7 

59 

27 

40 

:20 

5\1 

711 

1\22 
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110G 

9 

67 

75 

1137 

17 

37 

79 

16 

110B 

1130 

I :10 
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ITEM NAME 
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5) 

0) 

4) 

.2) 

2) 

ill 
3) 

5) 

6) 

6) 

4) 

1) 

3) 

2) 

7) 

5) 

3) 

3) 

1) 

0) 

2) 

6) 

1) 

2) 

3) 

3) 

3) 

1) 

4) 

3) 

2) 

1) 

2) 

4) 

3) 

2) 
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!II 
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I) 

2) 

I) 

1) 

4) 

2) 

2) 

1) 

5) 

1) 

COUNT 
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GCWERS COEFFICIENT ON ~1tT U NO OUTLIERS R~MO'IED 

10 NO 2 3 4 5, 6 7 a 9 10 It 12 13 14 15 16 11 10 19 20 21 ~2 23 24 :Ill 
23 STRT-------~------~--------t I 'I 64 --- I I ________ w __ ! 

1" I S -------'1-----------.--1 1--------------, .. ---[ 
1 I I 

32 -----------1 I t I I 
3 $TRT------------... ---------------------I I 

1 1 
30 ---I 1-------------------1 

I I 
13 5T~T---[------... -----~-----I I 1 

J I I I 
35 ------1 1---------------1 I I 

I I 1 t 
15 -------------------------~-I· I------------------~I 1 1 I 
a ------.. --~· .. ---.. --...... -----------------l t 

1 
o STRT---1-------... --------------I t 

I 1 ' I 
77 -------1 1------~-~-----... -------------------I I 

1 I I 
19 -----------1---:--------... -----1 I I tIt 
B2 -----------1 1---------------1 1 1 ,39 STRT--------.. --I-------------------- "------1 I I 

I I I I 
44 -------------------1 1---------------1 1 ... -----1 

I I 
25 stRT"--I-----------1 I 1 

I I I 1 83 ------1 1----------------------------·1 t 
1 ' 1 

2 ---~-----... - ... -----I 1 
I 

20 STRT------... -------1--------------------------1 t I I I 
62 ------------... -----1 t t 1-------1 

I I 1 
12 STRT---I---I 1----------...... -----------------... --1 1 1 I 1 1 

110 -------1 1------... -----------1 1 I 
I 1 I I 

43 ----------1 1------------.·.:.-1 I 
I 1 

6'3 ---------.-... --------... -----1 I 

4 .------------------------------------~---------------------------------_______________ ~ ____ ~ 
53 

121 

7 

59 

27 

40 

20 

515 

78 

122 

29 

lOS 

9 

67 

75 

137 

17 

37 

79 

16 

lOB 

130 

36 

t06 

10 NO 

STR T--.... ,· ... -----I-----------------~·I 
, I I -------... --... -1 1-------- -----------1 

1 I 
-----------------------------------[ [-------------------------------1 

I 1 
STRT ... ---[ ... -------~-------------------I 1 I 
Ii.' I I 

-----.. --~~-I l-------~---I 1 1 
I I l 

STRT------~------------~~I I 1 J 
1 tIl 1 --1 1---··--n

----.. t I-_~ 
1 t 1 

------------".. ... ----1 1 I 
I 1 
1 1 
1 1 
1 t 

STRT------------------------------I 
I ' I 

---I t------------~------------------------_I I 1 
1 1 ' 

t . 

~-------------------------~--------l 1 1 I 
STRT------------------l 1------------------1 t 

1 I I I 
--I I------.. -.. -.. ---·, .. ----... --.. ~---I I t 

I I r -----------------... '--1 1---------... --1 , 
• 1 1 

--.... ,""'" ....... -----------------... -----........ --;----.. --------[ t 
1 
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I I 
STRT---I-----------I I 1 

t I I 1 
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cartets (boxes) in space will gro'up near neigh~ors ~ogether. However, it does 

illustrate that a moderate agreement between clustering methods does not ' 

~arantee the exl.stence,of'lInatural" boundaries in the data. 

HMODE (All Similarity Co~fficients): The HMODE trees produced using the 

four s~milarity measures are in Figures 6U-9U. Like the UPGMA trees, they 

could easily be interpreted as if there were clusters in the data. Again, 

there is a subtle difference between the trees for set U and those for our 

other data sets'--not in the visual appearance of the- trees but in the 

similarity ranges covered by the trees ~ The follo\v-ing table shows the ranges 

within which all secondary modes merge into a single group, for each of,our 

artificial data sets. (Distance has been divided by ~ in order to compare 

data. sets of different dimensions.) 

d/ J:;; , Go:wer Cosine Corre la t,io'n 

First Last First Last First Last First Last 

Merge Merge -Merge Merge Merge Merge Merge Merge 

',Set D .22 1. 65, .96 .60 .99 -.04 .99 -.24 

Set E .16 .43 ~97 .92 1.00 .91 .99 .95' 

Set F .16 .63 < 98 .92 .95 .87 .98 .92 

Set U .65 .78 ~. 85 .82 .7.3 .66 .76 '.70 

It can be seen that merges of secondary modes in set U begin at a much lower 

similarity level (or higher distance~ than in the other data sets, yet the 

merges are completed within a very narrow similarity range. The similarities 

given are those between nearest neighbors. Those 'for set U indicate eveB­

,<iJpacing between J;-pe secondary modes with no regions of high density ~ 
'" 
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Figure 6U 

TREE DIAGRAH FOR DATA SET,U 
HIERARCHICAL MODE SEARCH (HMODE) WITH EUCLIDEAN DISTANCE 

(Tree shows merges of primary clusters only) 
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:r:able 2U 

Cluster Overlap Matrices for ~ata, Set U 
Matches between HMODE and UPGMA Partitions 

(a) UPGMA·~s. HMODE, both with Euclidean d 
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" 

If this rath'er sketchy eV~dence is ignored and part'itions are elected from . 
these trees, partitions frotlt. 'several met,hods might be comp~red. Table 2U 

shows the mat'Ches between 'sl~veral HMODE and UPGMA partitions based upon 

distance and cosine. These matches are much poorer than those in Table 1U, 

indicating that boundaries betwee? the "groups" are !Iuite unstable--an 

excellent clue tnat there may be no true boundaries at all. 

This, suggests that partition matching can be a useful tool in evaluating 

partitions. While agreement between two methods is not sufficient evidence 

that "natural" clusters have been, found (as in Table lU),' the inaQilitx of ~wo 

similar methods to find similar partitions may be good evid~nce that natural 

boundaries do not eX,ist. This wo\tld only hoid, however, when the clustering 

criterion and sim:i.larity measure used in ~he two methods are comp~t'able. 

(Distance and cosine cann.ot be expec ted to agree on a clus ter centered at the 

origil), and the correlation coefficient is even more likely to produce 

different results.) 

NMODE: This method produc~d the strongest evidence that the data is 

uniformly distributed. It was unable to find any dense points, therefore it . 

refused to search for clusters. 

Comparison Of The Clustering Methods 

Both NMODE and WARD provide clear indications that this data contains only 

1 group. In contrast, the results of MIKCA, UPGMA, and HMODE, regardless of 

which similarity coefficient is used, 'are apt to be extremely misleading, 

encouraging an arbitrary partitioning of data in which no natural boundaries 

are present. 

W2 recommend the use of NMODE for preliminary screening of a data set, 

because it so clearly estab lishes the lack' of any dense regions in a uniform 

_____ ~ __ ~ _________________ L:.'___"_.~_ ... 

I 
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distribution. Unfortunately, though, it defines dense points and modes very 

strictly, tending to underestimate the number of populations in a data. set 

(e.g. sets D and F). Thus the search for modes, should probably be done by a 

more sensitive method. 

The use of partition matching as a cross-check on the' partitions produced 

by several clustering methods was discussed above. For any cluster overlap 

matrix, the partition matching coefficients can be computed and may provide a 

useful measure of how well two C.A. partitions agree with each other. Table 

3U gives the Rand, Jaccard, Cramer, and Lambda measures of partition agreement 
, 

for the cluster overlap matrices shown in Tables 1U and 2U. For purpose of 

comparison, it also shows these measures of agreement for some analogous 

partitions in data sets E ano. F. Even though both sets E.and'F are quite 

naisy, and set F in particular has fuzzy.baundaries between populations, still 
-... 

their measures of partition.agreement do not drop nearly as low as those for 

set U. Unfortunately, sampling distributions for the agreement caefficients 

are unknown, so we cannot te 11 wh~ther the differences we see here are, 

statistically significant. They can only be treated as one clue to whetper 

there are natural boundaries in a data set. 

Evaluation Of Individual Clusters 

Measures of the compactness, separation, and homogeneity of gtoups far 

three different 'partitions of set U are shown in 'Tables 4U-6U. Two of the 

partitions are 'based upon Euclidean distance, the third is b:ased on casine as 

the similarity measure. In all three partitions, the cluster evaluatian 

statistics show very paarly-defined "clusters". The gamma meaSl,lres are all 

below.-.95, group diameters are large, while separation between groups is 

relatively small. Furthermare" the variables show low hamogeneity within' 
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Table, 3U 

Measures of. Partition Agreement for Pairs of Partitions 
Produced by Cluster Av.alysis on the Same Data 

~artition Partition II of groups Hof outliers/Rand's Jacc. Cramer's 1 2 1 P. 

Data Set U , 

MIKCA-D vs MT.KCA-d 6 

MIKCA-D vs MIKCA-D 6 
MIKCA-D vs UPGHA-d 6 
HMODE-d vs UPGMA~d 7 

UPGMA-cos vs UPGMA-c 7 

HMODE-d vs HMODE-co~ 6 

Data Set E 

MIKCA-D vs UPGMA-d 3 
HMODE-d vs UPGMA..;d 3 
UPGMA-cos vs UPGMA-d 3 

HMODE-d vs HMODE-co~ 3 

. 
Data Set F -

MIKCA-D vs UPGHA-d 3 
MIKCA-D vs UPGHA··d 4 
HMODE",d VB UPGHA-d 5 

(cosine and d ar . p titJ.ons 
not comparable because 
of cluster centered at 
origin) 

D. 2 

6 

4 

6 

7 

7 

7 

'4 

4 

4 . 
3 

' 3 

" 
1 5 

P. 1 P. 2 1 coef. coef. coef. 

0 0 .933 .688 .880 . 
0 0 .748 .297 . .5.98 
0 0 .791 .330 .603 

14 6 .681 .213 .l.92 

13 6 .782 .238 .613 
19 27 .687 .150 .52l. 

0 0 .911 .826 .893 
24 0 .885 .770 .806 
0 0 .761 .566 .774 

24 Ii .783 .545 .680 
., 

'0 20 .884 .808 .867 
0 33 .875 .717 .796 

40 33 .886 .743 .741 

.... L ' ..... _____________________ ... _______________________________________ .~_.~ ____ _ 

Symmetrj,c 
Lambda 

.867 

.430 

.532 

.284 

.1+51 

~259 

.800 

.765 

.57{5 

.530 

.637 

;564 

.732 
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ADeQUACY OF THE PARTITION---

TESTS FOR COMPACT-SEPARATED CLUSTERS 

Nl, N2. N3, N4. . .. e 6600 34 
GAMMA -.9925 

• GAt.1rt1AB -.99Bl 

GAft.MAW -.9735 

MAX. CLUSTER DIAMETER 6.5719 MIN. DIST. BTwr~ BOUNDARIES 1.5892 

CLUSTER DIAMETERS 

1 2 3 4 5 5.273 6.572 4.397 5.142 5.661 

0 

v t.rl I AB t.E X CLUSTER Hor.lOGENE I TIES 

1 2 3 :-;4 5. . -.701 .034 .521 .261 .278 2 .499 • 141 .814 .254 .·697 3 .60t .337 -.349 ,c:/ .268 .260 4 .(;86 .179 '.720 -.147 .120 5 -~167 .3::0 -.168 .516 .102 6 .416 .014 _,432 .145 .244 7 .577 .3U6 .605 .643 .258 a .364' .213 .789 .276 .135 

VARIABLE HC'lMOGENEIT IES (UNIVARIATE CORRELATION~RATIO) 
. 1 2 3 4 5 .127 .366 .329 .141 .• 301 

CLUstER HOMOGE't~ IT 1 ES 

1 :2 3 4 5 .309 .20& .420 .217 .262 
Size 9 56 9 29 28 

c. 
(P 

() 

Q 
0 

-C, 
==' 

'2533 

6 
.5.410. 

6 
.179 
.434 
.694 

-.132 
.588 
.122 
.644 

-.16'l 

6 
.145 . 

6 
.!2~~? 

19 

" . . ~ 

V ,{ 
_:~, t-., _~ 

(1') 

Table 4U 
UPG~~-d, 6 groups, no· outliers 

Partition of Uniformly Distributed Data 

7 
.469 

0 

0: 

.S 
.204 
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ADEQUACY OF THE PARTITION---

lESTS FOR COMPACT-SEPARATED CLUSTERS 

Nl, N2, N3, N4, ••• 6082 

Gf..tt.MA -,,9911 

GAMr,1.A.8 -.9997 

GAMI.1AW -.9742 

MhX. CLUSTER DIAMETER 6.9b06 
MIN. 0IST. BTWN BOUNDARIES 1.6662 

CLUSTER DIAMETERS 

VARIABLE 

1 
2 
3 
II 
5 
6 
7 
8 

1 
5.691 

X CLUSTER 

1 
-.206 

.561 

.658 

.605 
-.072 

.174 

.079 
-.068 

2 
3.C05 

3 
6.901 

HOMOGENEI TIES 

:2 3 
.865 .182 
.539 -.089 
.049 • 111 
.3::8 .112 
.841 .160 
.u4::i .059 
.332 -.0·59 
.1338 .100 

4 
4.299 

4 
.256 
.568 
.099 
.773 
.812 
.470 
.720 
.592 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION 

1 :2 3 4 .239 .170 .328 .243 
(\ 

CLUSTER HOl\10GEN 1 TI ES 

,.. 
3 4 "' .226 .650 .072 , .536 

Sizt;.> 16 .5 75 12 

0 

40 

5 
5.952 

5 
.• 818 
.034 
.880 
.52~ 

-.016 
.1S6 
.570 

-.142 

RATIO) 

5 
.241 

5 
.351 

12 

() ., 

3057 

6 
4.120 

6 
.920 
.575 
.440 

-.440 
.692 
• '/98 
.755 
.031 

G 
'.223 

6 
.471 

6 -
~ 

{i il 
,'! 

Table 5U 
HMODE-d,.7 groups,' 14 outliers 

Partition of Uniformly Distributed Data 

7 
4.5:36 

7 
-.058 

.747 

.713 
-.104 

.403 

.082 

.944 
-.062 

7 
.205 

7 
.408 

10 

8 
.107 

• 

I 
VJ 
.po 
\0 
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\ 

, , 
i 

\ 
" 

f) 

.. 
\ 

() 

l" 

""-

; 



.... 

.. 

/ 
1/ 

-

--~ ADEQUACY OF THE PARTITION---

rESTS FOR COMPACT-SEPARATED CLUSTERS 

NI, N.2, N3, N4 •.•. 177 9358 
GAMrIf,\ -.9655 

GAMMAS -.9629. 

G./IMMAW -.9805 

MAX. CLUSTER DIAMETER 5.6913 
I. MIN. DIST. BTWN BOUNDARIES 1,.4397 

CLUSTER DIAMETERS 

VARIABLE 

I 
2 
3 
4 
5 
6 
7 
e 

X 

1 
5.691 

CLUSTER 

1 
.366 
.705 
.191 
.254 
.095 

-.26b 
.345 
.195 

.2 
5.370 

3 
,5.523 

HOMOGENEI TIES. 

2 3 
.710 .597 
.016 .181 
.596 .146 
.224 .041 
.~e1 .CG3 
.064 .255 
.279 .300 
.679 .512 

4 
5.339 

4 
.222 
.454 
.219 
.649 

-.429 
.215 
.726 
.535 

VARIABLE HOMOGENEITIES (UNIVARIATE CORRELATION 
1 

.470 

CLUSTER HCMOGEN IT I ES 

1 
.236 

Size 27 

2 
.394 

2 I" 

.356 

20 

3 
.338 ' 

:; 
.~62 

29 

4 
.383 

4 
.324 

25 

16 

5 
5.056 

5 
.382 
.280 
.839 
.755 
.318 
.174 

-.522 
.394 

RATIO) 

5 
.157 

5 
.328 

21 

... 

1624 

6 
4.887 

6 
.330 
.400 
.129 
.635 
.801 
.784 
.603 
.261 

6 
0164 

6 
.493 

15 

, I 

Table 6U 
UPGl~-cosine, 7 groups, no outliers 

Partition of Uniformly Distributed bata 

7 
4.142 

7 
.816 

.• 867 
•. 342 
.257 
.425 
.170 
.204 
.500 

7 
.283 

7, 
.448 

13, 

B 
.438 
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" 

groups. Knowing that these groups are not IInatura1" modes, but merely 

segments of a uniform dist:t;-ibution, we 'can est.;tb.1ish som~ guidelines for 

interpreting the degree 6f homogeneity of clusters in other data sets. 

In 'most cases, the groups' with the highest overall homogeneities have the 

smallest number of points: In these three p'artitio.ns, the only groups with 
, ' 

cluster homogeneity above .5 contain 5 and 12 points respectively. All groups 

contai~ing 20 or more, points hav.e cluster homogeneity below .4. Most of the 

larger groups are fairly homogeneous (over .5) on .. one or two variables. The 
'., 

partitioning process itself creates a certai~ amount o~ homogeneity. , . 

Therefore, homogeneity on one or two variables does not necessarily imply that 

the group is a "natural" mode •. 

It will be instructive to ,compare th~ cluster homogeneities for data set F 

with those for se't 11. Set F contains a very comp~ct cluster as well. as two 

spread-out, sparse'ly-popu1ated clusters. Obtaining cluster homogeneity 

figures from tables 9F and 10F, we have: 

From Table 9F (11% outliers) From Table 10F (no outliers) 

Cluster , Cluster 
GrouE Hom08eneitx Group Homotl;eneitx 

1 .853 1 .741 
2 .820 2 .339 
3 .814 3 .373 
4 .493 4 .145 
5 .421 

These measures illustrate that cluster homogeneity measures are relative to 

the overall homogeneity of the data set. Inclusion of noise points lowers the 

homogeneity of all c+usters. Also, the exJstence of a large, highly 

homogeneous cluster '(oli11 lower the homogeneities of the sparser clusters. 
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Because the homogeneity measures will vary ~ith the number of groups and 

the re1a.ti ve sizes of the groups, no t ff . f " cu -0 po~nts or acceptable" . 

homogeneity levels can be eS,tab lished. F d " or escr~pt~ve purposes~ though, 

.homogeneity can be ,a useful concept. W ld e wou suggest that homogeneity below 

.4 should be considered relatively low, and that homogen~ity above .6 might be 

consid~red relatively hig· h.. Furth . f 11 ermore, ~ ~ groups in a distance-based 

partition have low homogeneity one may suspect that the data is uniformly . 
distributed. 
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CONCLUSIQNS 

The Use Of Partition Comparison 

The: ~ontingency table, or cluster overlap matrix, showix:gthe match 

between 'partitions is extremely useful. It gives a much more complete picture 

of· the match than can be obtained ,from any single coefficient o,f agreement. 

Frequently so~e ~lusters match we11 and others do not. A single 

coefficient cannot differentiate that situation from one in which none of the 

clusters match well. It can be clearly seen in the contirigency table, 

however, and may indicate toat some small groups are simply unstable 

collections of' outliers, or may direct attenti~n to partition differences 

caused by the use of different similarity coefficients in clustering. Thus 

information from the c9~tingenc; table· can .lead to refinement of a typology 

produced by one clustering method based upon co~parison with the results of . 
"another clustering method. 

Agreement between partitions obtained from different methods should not be 

given too much weight in determining the correct number of clusters, however. 

In set D, the greatest agreement between partitions was obtained at the 

3-cluster level despi te the fact 'that' the data was draWll from 4 populations. 

Thus agreement between clustering methods is not a~ adequate indication that 

all underlying populat10ns ~ve een recogn1ze • . h b • d Furthermore, in the uniform 

data, set U, substantial agreemertt existed between the UPGMA-d and MIKCA, 

Thus 6-group partitions even though the data contains no natural boundaries. 

agreement between methods might be regarded-as a IIgood sign" b~t certainly not 

as convincing evidence of natural boundaries in the data. . The absence of -
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~greement between methods which use similar clustering criteria and, in 

'particular, comparable simila,rity measures, is perhaps a stronger indication 

of the absence of natural boundaries in the data. For example, in set U the 

,agreement between UPGMA-'
d 

and FIMODE-d was very low 1 while on the other three 

data sets, agreement between these methods was quite high. 

Coeffi?ients of ~artition Agreement 

For our three structured artificial data sets, four measures of similarity 

between the cluster analysis partitions and the correct classification were 

computed: the Rand, Jaccard, Cramer, and lambda coefficients. Ostensibly, 

each coefficient should tell us which partitions are "most. s~mi1ar" to the 

cort'ect one. Yet each uses a somewhat different criterion for determining 

similarity, therefore sonte disagreement is to be expected. Rankings by these 

coe'fficients were then compare,d with our, own in-depth analysis of how well the --
cluster analysis partitions, re-cI'eated the correct one. 

The Rand, Jaccard, 'and lambda coefficients ail agreed quite well with our 

rankings of the success of the cluster analysis partitions, even wnen ' 

partitions containing different numbers of classes we?=e compared. (Numbers of 

classes did not differ by more than 2 in our comparisons, however.) Lambda 

agreed with our rankings slightly more often than the other two. Rand's 

coefficient showed a tendency to increase as the number of groups in the 

partition incre~sed - a possible defect which should be taken ~nto account 

When using that coefficient to compare partitions of different sizes. 

Cramer ',s coefficient was judged unsat.:is factory because it.: can attain its, 

maximum. value of 1.0 even when the t~o partitions are not identical. It also 

shbwe~ a decided tendency to, 'give a hi.gher ranking to the partition with the 

smaller number of clusters, whether warr.anted or not. Even in comparing 

------..:....---.:....---------"'--~~~~~-~.-----
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partitions of the same size, i~ deviated from our rankings more than did the 

other three coefficients. 

It: should be cautioned that 'while rankings' produce~ by the Rand, Jaccard, 

. and lambda coefficients ca.n be compared, their actual value.s cannot. Usually, 

for a given pair of partitions the Rand value is higher than the Jaccard and 

lambda values. It is quite possible for lambda and Jaccard coefficients to 

take on a value of zero, thus they have a true range of 0 to 1. But it is 
, , 

virtually impossible for Rand's coefficient to drop to zero since that would 

require a = d = 0, i. e., no pairs of points placed together in both p.artitions 

~ no pairs Clf points placed apart in both partitions. In Qur tests so far, 

the' minimum v~llue attained by Rand's coefficient is .318 and seldom has it 

rl'i'opped'below .6 even ~1hen a match is poor. Thus its effective range is small. 

. We cautiously advance som~ !ery tentative guidelines for judging the level 

of agreement between two partitions on the basis of agreement coefficien~s., 

It should be rec~gnized that these are derived from a study of artificial data 

sets that contain relatively s~~1l numbers of variables and 3 to 5 'clusters 

plus a set of uniformly distributed data. Whether th~ guidelines are 

transferable to real data remains to be seen. Their tentative nature will be~.:,i. 

. \( emphasized by the fact that it is quite possible, for example, to have 

"excellent" agreement according to Rand and only "moderate" agreement 

according to Jaccard and lambda. 

• 

Agreement 

Level 

Excellent 

110derate 

Questionable 

Poor 

-

-356-

Tentative Guidelines for Judging Partition Agreement 

Basf'~d on Artificial Data Sets Con,taining 1-5 Clusters 

• 

Rand's Jaccard's Symmetric 

Coefficien::: Coefficient Lambda 

A:bove .9 Above .75 Above .75 

.8 - .9 .6 - .75 .6 .75 

.7 - .8 .5 - .6 .5 .6 
Below .7 Below .5 Below .5 

. Two factors should be taken into account in using these guidelines. ...... 
First, Rand's coefficient t~nds to increase as the number of groups in the 

partitions increases, therefore the Rand guidelines should be raised for 

partitions containing more than 5,.groups. Second, the existence of a large 

number of outliers may affect coefficient values, raising them if the two 

partitions have similar outlier groups, lowering them if one partition has a 

large outlier category while the other assigns most of the outliers to 

clusters. 

The cluster .overlap matrix (cross tabulation) for the two partitions will 

still be an important re~ource, revealing outlier e.ffects and other systematic 

differences between the partitions which can be explained and perhaps lead to 

adjustments in one or both partitions • 

.. 
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" 
Cluster Evaluation Coefficients 

For comparing partition~' to select the one that 'best reflects the 

• h h ' coeff~cients nor the homogeneity structure of. a data set, .nel.t t~r t e gamma ... 

measures are appropriate. . tess will be achieved by ijJ.ghe~ scores on compac n 

partitions that break ~p a iarge sparse.cluster into piece~; higher scores on 

separation will. be received by a partit~on that merges two closely-spaced 

modes into one group (as in data set D). 

the other hand, -these ~~asures tan be For descriptive purposes, on _ 

useful. The gammas measure over~ll compactness and separation 'o~ groups in a 

partition. They are not entirely satisfactory because they rely on maximum 

cluster diameter and minimum cluster separat'ion, possibly being overly 

influenced by one cluster of large diamet.er or one close1y-space~ pair of 

clusters: These measures were designed with an ideal 6f compact, 

1 . ~~nd--an ~deal that is seldom even approached by well-separated c u~ters J.n ~ ... 

II 

II 
II I: 
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" 

1. In any partition, homogeneity will tend to increase as the number of groups 

increases. Thus hom()g~~eities should usually only be' compared for 

partitions of the same size. 

2. If outliers are allowed; homogeneity will vary depending on the propol"tion 

-
of the data set that is assigned to' clusters, "lith homogeneity tending to 

decrease a~ coverage increases. 

3. The partitioning process creates a certain amount of homogeneity. Even on 

uniformly distributed data most groups are homogeneous on one or two 

variables, therefore, such evidence is not adequate. proof of· the exis tance 

of a natural mode. 

4. The overall measures of Itcluster homogeneity" are computed relative to the 

homogeneity of the data set as a who~e. Thus the existence of a heavily 

. . populated and highly homogeneous cluster wl.ll lower the homogene~ty 

measure of a sparser cluster. 
the criminological data within our experience. 5. 

These homogeneity measures are intended for clusters defined in a 
In particular, when separation between clusters is very small, gamma 

within groups (GAMMA W) app'roaches -1, yet it has little meaning because the. 

- . d b 1 k of separatl.· on between two of the clusters rather low score J.S cause y a ac 

" f h 1 t Thus we doubt that the than a lack of compactness in any 0 t e c us erSt 

gamma measures will be appropriate for most criminological data. 

The homogeneity measures giv~ a much more .complete picture of cluster 

compactness, including'the homogeneity of each cluster 

well 'as overall homogeneity' for each cluster and each 

on each variable as 

variable. If compact 

. . ould potentially be used to clusters are require~, the homogenel.ty mea~ure.s c 

establish minimum acceptable homogeneity levels. Several factors should be 

taken into'account in interpreting the homogeneities, however • 
.. ' 

,-

; IF II 

1 
• I 

, , 

points-in-,space model of similarity. -They are not appropriate for 

evaluating clusters based on profile-shape. Measures of compactn~ss and' 

separation for such shape-clusters need to be developed possibly using 

correlations bet,~een cluster centroids. This ,~il1 be important in the 

classification of psychiatric data since similarity of profile shape as 

measured by the correlation coefficient is frequently used in 

classification based on such common psychiatric tests as th~ 16PF and M}!PI. 

GIven all the above qualifications, wC{.~uggest very loose guidelines for 

the use of the homog~neity measures for de~criptive purposes: Ho'mogeneity 

below .4 can be considered relatively low, and homogeneity above .6 ca.n be 

, 
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considered relatively high, Furthermore, if all groups in a partition have 

'low homogeneity (within a poipts-in-space model) then there is some reason to 

suspect that the data is uniformly distributed. 

,Evaluation Of The Clustering Mechods 

From the detailed discussion above of, the performance of each clustering 

method on each artificial data set, some key characteristics of the clus'tering 

methods can be seen. 

K-means (HIKCA) 

1. Number of clusters K must be known in avance. MIKCA cannot adjust it, and 

gives no clue if the ~Yrong number is selected. 

2 •. When the correct number of clusters K is provided, clustering results are 

generally good. The dete~inant W criterion performed better than t~e 

, trace W criterion on set D. Contrary to predictions both determinant W 

and trace W produced excellent results on ellipsoidal clusters at 

different orientathms in SPaC~ (set E). 

3. MIKCA may converge on a locd.minimum rather than findihg the b'est' 

4. 

" 

solutioti'. If estimates of ,cluster centroids are available from some other 

source it is worthwhile to provide them as a'start for the clusters, then 

compare the results with tpose produced by the random start proced~re. 

The choice between Mahalanobis D and Euclidean d for use with the 

determinant ·W criteria is notj:clear cut. In set E, Euclid~an d did 

better, probably because of the different orientations of the ellipses. 

In other sets they did about equally well. McRae (1973) argues that 

Mahalanobis D is more' appropriate theoretically with the det W criterion. 

The advan\~ages of'Mahalan'obis D would be more likely to show up in a data 
,~ . 

set which had some highly correlated wariables-not r:2rue of any of the 

sets tested here. 
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5. No provision for out liers. All points are assigned to clusters. 

Minimum Variance (WARD) o 

1:. Results on the: three 'structured data sets were I~' This ,method is 

apparently unable to distinguish two pclosely-spaced clusters, particularly 

if, thre is considerable di££erenc~\f'~ their densities (described under 
1 ( , 

, ~ 

data set E). This makes it inap1Prite ~or many criminological 

applications " 

2. If research. purposes require clearly'separated clusters, the Ward method 

might be ~p'.Copriate. Other researchers have found it useful for other 

appclications. Furthermore, when there are(l.",no empty spaces between 'groups 

it produces a tree diagram with a distinctive stsirstep pattern that 

.clearly implies only one group. 

Hierarchical Group Average (UPGMA) 

1. Clustering results. using Euclidean d ap.d Gower's coefficient are generally 
(I 

good. Results using cosine as th~, similarity measure ar.e also good, 

except on aoclusteF which contains the origin (the grand centroid in 

standardized data). 
, _.j 

o '~ .. 
0' 2. Although the precise number of clusters cannot always be determined from 

'\:,' 

the t~ee, a good approx~ation\J can be obtaIned. The UPGMA tree gives a 

very complete picture of the structure of a data set.. To use it 

effectiv~,~y requi,res considerable experience at interpreting tree 
~~, ~I ,', 

diagrams, h~we~ Rel~tively long branch lines indicate separate 
" 

clusters. Alternatively, evenly developing groups with short branch lines 

at the last ~ages of the tree indic~te uniformly distributed data. 
I', 

3. "When ctuste-rs differ gre~t1y in density', in order to find ,them all it may 

be necessary to select branch lines from different levels of the tree. 
\'/ 

(See discussion 6~)data set 

, • Co ~ ~\M_i ____ ~ ______ d~ ____ ' ______ ~ ____________________________________________________________________ , ____ ~ __ ~' ____ ~~_ 
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4. The most d~~tant outliers ca~ be easily recognized as the singletons and 

very small groups remaining at the last stages of th~ tree. This tends to 

~esult in a fa;rly small number of outliers in our experience, howe,'er. 
~ " 

In set E, most of the added noise points were assigned to clusters by 

UPGMA. 

Wishart's Hierarchical Mode Search' (HMODE) 

1.. Clustering results, using d, Gower's coefficient and coaine are generally 

good, except when cosine is used on a cluster centered at the brigin as 

mentioned above. HMODE ana UPGMA usually produce very similar results 

when using the same similarity coefficient on a structured data ,set,. Our 

observations indicate that HMODE tends to misclassify s lightly more points 

.than UPGMA and MIKCA in the fuzzy boundary region between closely-spaced 

modes, u,nless the outlier-threshhold allows such points to be left as 

outliers • 

.. 2. It is often difficult to determine the correct number of clusters from 

HMODE trees. The ·numb~r. of secondary clusters provid~s a maximum for the 

number of modes, but this tends to be much greater than the actual number 

of cluster;. Evidence that a data set has no cluster structure is unclear 

because the tree looks similar to some obtained from structured data. 

3. Two very closely-spaced modes may be placed in the same secondary cluster 

and thus be impossible tp detect sepat"ate1y. 'cHowever this only happened 
~, 

with 11l0des so close that most other methods could not separat~ them 

either.) 

4. HMODE has a good, flexible provisio~ for outliers, allowing the user to 
(J 

specify the minimum number of points that must Be class.ified and allowing 

the program to continue assigning points beyond that time i.€ the 
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hierarchical ~erging of secondary clusters is not complete. Very small 

secondary- clusters that form later in the tree' can also be designated. as 

outliers. In ~he data'sets containing added noise, most noise points were 

left as outliers. Care should be taken not to set the threshhold so as to 

a1~ow !££ many outliers, since a large part of the sparsest cluster may 

then be left among the outliers. A requirement that 90% of points be 

classified before point assignments are allowed to stop seems safer than 

the 80% level used for sets E and F •. 

Huizinga's Mode Search (NMODE)' 

1. Clustering results ,are poor for closely-spaced clusters, but reason.ably 

good for separated clusters. In effect, NMODE defines modes Olore strictly 

,than HMODE, requiring more separation between them and allowing less 

\) difference in compac tness. NMODE would not be appropriate for 'finding 

overlapping modal c1ust~rs. 

2. NMODE tends to uriderestimate the number of clusters in a data set -in two 

ways: two closely spaced clusters are often identifi~d as one, and a very 

sparse cluster may go unrecognized and be left in ,the outlier category. 

3. Often too ~any points are left as outliers, since ,only dense-points· ~re 

assigned to clusters. Points in the sparse outer region of a cluster may 

t:lot be assigned t.o it., 

4. .NHODE can be recommended, for preliminary scr.eening of a data. set, because 

it appears to provide a lower bound for the number of clusters.. It also 

provides valuable information about the lack of structure in a data set, 

when no dense points .can be found. £owever, it is not accurate enough on 

closely-spaced clusters to provide a final clustering solution. 

, 
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!~w'tanc~ Qi..'The &l1~mLS,..~ffici~ 

Four 13imi,lax-if.!y coe.fftdf'mf~s, Eu(;1idean d, Gower's coefficient, cosine, 

alld cox-relation, wer'e tried with' b(')th the UP~ and the HMODE dustering 

prolgram~l. ThUfJ jOl-nt comparison of fJimilarHy measut'es and ClUB tering methods 

is pos~lible. 

F<nr: each struc'tut'ed data ~l;('?)t, 'but not for the uniform one, clustering 

r(~su1..t:,s using d ar~d Gower 1 s ct1efEicient I~.re very similar. This result was . . . 
predicted by our study of similarity coefffcients in Chapter 7, and he~ps to 

~o1ia.ify thoE?e fi:nding!s. 

Irb.e cosine (or 110rmalized vector product) measures similarity in angular 

pos,ition. It pl:oduCI,~d partl~tions very similar to those of d and Gower, except 

for one' cluster in each of 9,at,a sets E and F which contains the grand centroid 

of 'the data set within it;s boundal.':tes~ However, the "growth pattern" of the 
...... 

clusters to be seen in the f!osine tree,s is. clearly different from that in the 

d ElUd Gow1ar tt'ees. this (lan bE~ seen by comparing cosine and d partitions 

produced at several tree levels. 

Correlation, ,~"hich me\:lsure,s similarity in profile shape, differs much more 
') 

from the other coefficients, :pardcularJ.Y,in sets E and F. This should not be 

surprising since those dJiJ,ta s~ts cont,ain the type of clusters that correlation, 

cannot identify in otle piece:: rand6m devif.tions from a nearly flat profile. 

• /I 
In all of the d3ta sets j the growch pattern of the correlation tt'ee is quite 

diffe,rent from that of illlPY of the other trees. 

Yet in each data set, including the uniform one, agreement between 

partitions produced by lJPGMA and HMODE ~.,hen both use correlation is relatively 

high. The same is t'rt:1E1I when 'both use cosine. And it is true for all data 
\'; 

sets except the uniform one whe:n both clustering methods use d or Gower. 

• 

, __ ~_~ __ , _____ ~ ____________________ .. ________________________ s"'", 

, , 
I 

l 

I' 
I 
I 
I 
I 
1 

j' 
Ii 

1 

j, 
r 
I 
i 
I 
j 

~,l 
it 

I 
1 

'.. )~,.a 
~ , " 

I I 

II Ii 

11~' 
i in 
I· 

-364-

Furthermore, comp~rison of cluster "growth patterns" usually shows similar 

cluster development within UPGMA and HMODE wh~m the simHarity measure is, the 

same for both. 

Thus when two similarity coefficients genuinely measure different aspects 

of similarity they can be expec ted to produce con.iderably different partitions 

on some' d~ta sets. The difference's at.tributable to the similarity measures in 

st"lch data will tend to. overshadow any' differences between the UPGMA and HMODE 

algorithms. 

Determining The Number Of Clus'ters 

No truly satisfactory solution has been found to the problem of 

determining the number of clusters in a set of data. Of the clustering 

metl10ds considered here, UPGMA provides the most infot"mation about the 

structure o~ the data set, and its tree is probably the best guide in the 

choice of partition siz'e. Several lil~ely tree levels may be selected, to-be. 

evaluated in terms of the research purposes. Also, branch lines at different 

',levels of the tree may be used, possibly representing clu~ters of different 

density. 

The t~\TO mode-search methods appear to provide a bracket for the correct 

number of clusters, with NMQDE giving a minimum and HMODE giving a maximum. 

One cannot expect to distinguish" separate modes beyond a certain level of 

population overlap. Set F r,epresentiS an initial attempt to test the minimum 

level of cluster separation needed i:~ avery simply strubtured data set. For 

many research purposes it may be quite satis.fac tory to treat two 

closely-spaced modes as one cluster. 

Outliers 

In most cases it would be prehrable to set a subject aside as an 

I 
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"out lier" rather than misclassify ~t. The out liers, then, would have to be 

studied as individuals. Thus· identifying too few oU.tliers may lead to 
miD assignments , while idend,fying too many outliers may, lead to an unduly 

,large number of individual analyses if a sparse cluster is overlooked. 

The UPGMA and HMODE methods allow considerable user control of the number 

of out~iers. NMODE tends to leave too many subjects.in the outlier category, 

while MIKCA makes no provision for outliers at all buta~signs all points to . , 
clusters. In the "noisy" data encount!ered in criminology it will generally be 

advisable to remove a few of the most isolated points before using MIKCA, 

since their inclusion can distort the optimization process.that MIKCA uses in 

clu·stering • 

Recommendations 

As a result of this study" 1!,e recommend the UPGMA clustering method. It 

provides the user with the most information about the structure of the d~ta. 
. . 

. set, once some e~perience in interpreting the tree diagrams has been gained. 

Methods like NMODE and HMODE which were designed to tell the uSer the correct 

number of clusters do not, in practice, do so very reliably. Furthermore, 

they 'p'rovide le~s information to aid the user in'making that decision. 

For a point~-in-space model of simqarity, Euclidean d or Mahalanobis D 

will generally be the most appropriate similarity coefficient b~cause all 

features of the 'data are conside,red, whireas cosine and correlation 

systematically ignore soine information. " Distance and cosine partitions can 

sometimes be fruitfully compared when the angular position of clu.sters is of 

interest • 

It is advisable to try two different clustering algorithms on the same 

data, using the S~ime similarity' coefficient, as a tentative chetek on the 
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stability of the groups that are ·found. UPGMA and ~ODE are a goo~ 

combination because both allow for a variety of si~ilarity coefficients and 

because on uniform.lx distributed data HMODE tended to produce less stable 

parHHons than the other methods-~a clue to lack of structure in the data. 

Unfortunately, our UPGMA and RHODE programs are limited to a maximum of 

200 subjects. For larger data sets, UPG}1A clustering might be done on a 
. , 

randomly sampled subset to find the approximate number of clus,~ers and even 

estimates of the cluster centroids. Then clustering of the entire data set 

can be done using HIKCA, which produces good results when the number of 

clusters is known. 
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INTRODUCTION _ 

Epidemiology. requires an accurate mapping or description of criminal 

'behavior. Univariate description has been criticized for its, fragmentation. 

of patterns into separate at9mized bits of criminal behavior. Most studies of 

-incidence and epidemiology of crime have utilized simple fr'equency counts 

within this atomistic univariate approach: This practice re,lpresents a serious 

distort;ion in the description and enumeration of c:dminal and delinquent 

behavior since it is known that offenders generally do not constrain their 
, -

antisocial behavior to ~ type of offense (Hood & Sparks, 19'70, and others). 

The same offender may connnit a number of different offens~s •• 

Multi-dimensional approache,s may help to avoid the abov:e;type of 

distortion. If patterns of' offender behavior exist, then the:y ought to be 

dis(~overed and described accurately by the ep'idemiological atlalysis. 

Univariate, and even most of the more complex cro'ss-classification approaches -. 

are generally' inadequate for the discovery and description of offense beh~vior. 

-There'fore, we propose to examine ,the utilization of taxometric methods iIi. the 

discovery, description, and e~umeration of patterns of criminal and' delinquent 

behavior. These ,three,part~cular subgoals (discovery, description, and 

enumeration) are: clearly the main tasks of general epidemiology. We do NOT 

mean to imply that un'ivariate frequency approaches should be omitted or 

replaced by this multi-dimensional ~pproach. Rather, we suggest that if the 

multi-dimensional taxo~omic appr?ach is used to augment the univariate 

approach, then a much clearer, more complete, a~d less mis leading, ep:Ldemiology 

of criminal behavior will be 'Clvailable. 

In our present report'we examine the epidemiology of juvenile crime. Thi.s 

task involves the use of self-report dat.)'". assessed on a national sample of 

-----'------- ~--------
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delinquents. The self-report instrum~nts focused on delinquent behavior. 

Consequently, we provide an evaluation of reliability and val~dity and' 

potenti,:l advantages and wea~nesses of self-report data for criminal behavior 

epidemiology. 

Brief Considerations in the Use of Self-Report Data 

As l3ellack and Hersen (1977) cogently point out, 1;1se of self-reported data 

as the basis ,of criminological research has undergone numerous fluctuations of 

popularity. Critics are quick to decry its 'supposedly devastating lack of 

o'bjectivi~y (Le., Nettler, 1974), while its adherents claim it covers. a range 

of data not accessible to external observation and not reve~l~d by official 

records. 

Despite such evidence of cbntroversy, within the realm of research i~to 

criminal behavior it is generaJ.l:x admitted that the use of self-report data is 

necessary to provide. a more'complete epidemiology of crime (Hindelang, 

.Hirschi, and Weis~, 1975; Swanson and Mobley, 1976). Official statistics 

gathered from police and court re~ords generally exhibit biases whfch result 

from se,lective procedures o~ arrest, dubious record-k7eping, purposes inherent 

in the' crimina1,justice system, etc. (Swanson & Mobley, 1976; Empey, 1978; 

Ageton & Elliott, 1978; Gould, 1968; Er~ckson, 1972). Police, court, and 

prison records are not generated to' provide a complete descript:i:on of criminal 

behavior. If the meth.odology ul'l:der1ying the compilation of of.fidal 

statistics is in question, however, the co11ection.and use of self-reported 

criminal data can be just as ambiguous. For one thing, as Nettler (1974) 

says, it is always "ticklish to ask people to recall their 'bad I behavior." 

Nonetheless, problematic though it may be, we assert that careful use of self-
o 

report data can lead to a remarkably lmproved picture of the description and 

enumeration of crimin?!. bt);havtor. 
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Validity of Self-Report Behavioral Data 

One of the initial considerations wh~ch ... must be taken into account· in the 

construction or use of any behavioral f measurements or epidemiology is the 

n, uestion of va1l.'dl.'ty. In thO th 1 ~ ~s case, e re evant concern is to determine to 

what extent the use of self-reported behav:ior is valid an:d if there is an 

improvement in validity ove!' official statistics. 

The validity of self-report data (e.g., self-report as an accurate 

reflection of criminal behavior) has been dd • . a ressed lU a ~umber of studies} 

but cannot be. unquestionably established. 
. 

As Agetcm. and :elliott (1978) point 

out, most studies conc~rning 'self-report validl.' toy ha .... ", "· ... en .; c l' .-.. ,'¥,,, .~'"' ... n 'onc us love. 

Several types of vall."datl.'on have b ' een suggested l.n this connection (Age ton & 

Elliott, 1978; Nettler, 1974.):" 

'r. Comparison of self-report data w~th external measures of behavior, 
-.. 

such as official statistics.o Studies along these lines have been less than 

convincing. Erickson (1972) and 901d and Williams (1969); among others, 

report high response validity, melillling, in these cases, that self-repot't data 

and official stat.istics more or l'ess agree. 0 thers, however (Empey, 1978), 

point out the divergence of self-report and official statistics. All in all, 

this method of validation is not particularly useful. For one thing, use of 

one scale of dubious validity to check the validity of another questionable 

scale is problematic (Nettler; 1974). Nettler (1974) points out that a 

criterion external to borh measures l'S ... nece ss ary • pevera1 writers (Erickson, 

1972; Gould, 1968) stress that an expll.'cl.'t theory of ~ .. he 1 ' re atl.on between self-

report measures and external statistics l.'S needed before comparisons can be 

made. As Gould (1968)' and N~i:tler (197"4) write, self-report scales and 

official re'()orts do not necessa.:i1y measure the same thing; they do not cover 

a "connnon ba~\e of behaviors." . 

'1:.; _._, ::"'.' ,~ 
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2. Comparison of self-r~port data with offenses reported ~y other 

informants. This provides a'much better method 9f dealing with the problem of 

concealment.' Most studies (-Gold, 1966; Goodstein & Ru~sel, 1977) report a 

relatively high correlation 'level, though Jessor et ~l. (1968) report only 

moderate correlations. Voss (1~~3) and 'Gibson (1970) reported extremely high 

correlations bet~een self-reports and the reports of informants; however, 

their s~mples only included "official" delinquents who most likely had little 

to conceal (Donovan, 1972). 

3. The use, of "known-group"differeo:ces f that is, the expectation that a 

known'""~linquent group would be apt to score higher 071 a self-report 

delinquency scale. This has 'been a more successful index of validity. Short 

and Nye (1957), Erickson and Empey (1963)::1 and Gold (1966) all r~port that . 
. 

adolescents appl"ehended by the police score higher on self-report scles:. than 

others. 

4. Ageton and Elliott (1978) report the use: of "lie scales", bogus items, 

and social des,irability scales, to test self-report validity. Petzel, Johnson, 

and McKnip (1973), for ins t'~mcei, used a bogus drug item on a scale and found' 

that under four percent :r.eported using the drug. Clark and Tifft (1966) found 

that subjects extensively changed their,answers on a self-report scale when 

. retested with a. polygraph. They found, in fact, that most items were under­

'reported. They concluded that self-report data is generally accurate over a 

wide range, but that there is differential validity on specific items. 

Bellack and Hersen (1977), however, stress that ans~Y'ers to individual 

questions might be v~lid while "sulIllll~t'ive §cqr,es and grouped data" are not. 
" Ii' 

It is evident that, as meI).t}oned above; tests relating to the validity of 

self-report scales are not totally conc1uslve. Ageton and Elliott (1978) 
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write, "There is s.imply no truly satisfactory indep~ndent criterion, measure 

against which 'SRD (self-report deli~quency) can be 'valida-ted," However, the 

tests referred 'to above, tend, more toward supporting the validity of SRD than 

not. Bellack and Hersen (1977) suggest that any variance between SR and 

actual behav~or may result from misused assessmer,t procedures,' not from the 

lack of validity in self-report data. 'Thts suggests the need for more 

stringent criteria of validity. 

Reliabili ty 

Another major question area regarding self-report data is rel:i.ability, 

although this is considerably less problematic than the issues surrounding 

validity. Reliability, to paraphrase Nett1er (1974), entails judging th~ 

consistency of the measurin~ tool utilized. This has basically been posited 

in terms of internal consistency and retest consistency. Ageton and Elliott 

report that studies based on an internal c9nsistency appt'oach (Elliott et 's1.-, 

1976; Elliott '& Knowles, 1978) show h~~h levels, of reliabili~y. . . 
Studie,s utilizing test-r'etest criteria for reliability are less conclusive, 

but still reveal a fairly high l~vel of reliability (Clark and Tifft, 19?6; 

Kulik, Stein, & Sarbin, 1968). Clark and Tifft (966), found higher 

reliability in a retest situation, after subjects werE~ threatened with the use 

of a lie detector. Nettler (1974) points out that scaling techniques promote 

consistency in that they weed out questio~s which "don't hang together." 

Problems Affecting ~~J,adity and Reliability 

The issues of validity and reliability' in self ... report data raise. a number 

of diffj,culties, the majority of which. are often commented upon but seldom 

actually remedied: 
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1. The problem of lying:, Each respondent, for a multitude of related 

reasons, may choose to conceal or exaggerate certain information. Gold (1970) 

points out tltat there seent's to be little difference in levels of concealment 

among races or social c1asses,'but there are some differences between the 

,sexes. 

2. The problem of context, or relativity of response: Each respondent 

will answer according ~o his or her interpretation of the question and the 

conte-:l:t in qhich it is given. This includes attention to vocal intonation (in 

an interview) or the relative positions o~ questions (i~ a questi0nnaire) 

(Nettler, 1974), as 'vell as questions which may be culture or class-bound 

(Hindelang, Hirschi, and Weiss). This category also entails differential 

kinds of administration of. the self-report scale (interview, ques~ionnaire, 

individual or group, etc. ),. 

J. The problem of inaccurate memory, particularly with questlons that 

cover a long range of time CAge ton & Elliott, 197.8; Nettler, 1974). 

4. The problem of anonymity: Will the subjects· respond better to an 

anonymous measure than to one in which they are identified. Hindelang et al.' 

considers this an important item, while the study of Kulik, Stein, 'and Sarbin 

(1968) suggests that it actually makes ~ittle difference. 

5. The problem which arises when normative response categorie::; ('!;f&iily 

. often," "mostly,1I etc.) are 'used. These terms' are subj ect to a 'wide range of 

differential interpretations (Hindelarig, Hirschi, & Weiss; Ageton & Elliott, 

1978): 

6. The problem r~garding representati~pessof the items on a response 
') I~' 

scale; that is, the extent to 'which these i~~ms '~ccuratelY cover the desired 
!/~'r 

realm of (delinquent) behavior (Empey, 19i~ Hindelang, Hirschi, & Weiss) •. 
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.' 
Gould (1968), for instance, r~peats the criticism that self-report scales tend 

to concentrate on merely tr~vial offens~s. 

7. The problem of including more than one item on a response ecale which 

would cover the same event, .and the related problem of "inclusive items" which 

subsume a number of possibly different events. under ,a single heading 

(Hindelang, Hirschi, & Weiss; Ageton & Elliott, 1978). 

Potential Advantages of Self-Report 

Though there are a number of difficulties involved in using self-report 

data, as' partially enumerated above, the advantages of this appro~ch tend to 

be decisive, particularly when comp~r~d with the use of official crime 

statistics. 

1. Coverage. Most writer~ agree that self-report has the potential of 

covering a much wider 1;"ange ,of the "deviant' domaittli than is provided by other 

forms of data. Hindelang, Hirschi, and ~.;reiss stress that self-report data can 

provide a superior estimate bf the incidence and,pattern of crime. Swauson 

and Mobley (1976) claim that SR provides more complete data and does not over-. , . 
simplify the heterogeneous nature of delinquency as official statistics often, 

do. 

2. Effects of Labeling. The use of self-report ,~an eradicate or avoid 

negative labeling effects from the data, and also measure deviance as a 

'continuous "ariable rather than creating the false dichotomy of "delinquent" 

and "nondelinquent." 

3~ Self-report as a Reflection of Actual.Behavior. Several writers agree 

that self-reported behavior is a more complete, behavioral picture' than that 

provided by official st~!l.tistics. By using .descriptive measure of deviancy, 

self-report data is clo$er to looking at behavior in terms of what is actually 

" , 
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done rather than what law is yiolated. Official statistics, on the other 
. 

hand, tend to reflect official response,to behav~or rather than the behavior 

itself (Empey, 1978). Clark and Raurek ~ite that official statistics are 

"indices of negative social 't'e'sponse to behavior and 'not necessar~ly indices 

of the actual quality and quantit.Y of juvenile beha~ior • • .11 By examining 

the nexus of actual deviant behavior, sel~-report can overcome certain biases 

inherent in official statistics. Empey (1978), for instance, shows that most . , 

"criminal!! behavior remains unrepresented in the official records: "If all, 

or even ~ significant part of all, law violations became a part of the 
, " 

'official record, the result would be unprecedented: a large majority of all 

adolescents would be official d~linquents." 

4. Contexts of Behavior. ,Self-report data can also provide ,a more 

complete contextual representation of deviant behavior" BeHack and Hers'on 

(1977) claim that one of self-report's major advantages resides in its ability 

to reveal aspec ts of the "individual's subj ec tivEil experiences ll
; that is, the 

personal conte~t of his or her,behavior. ~ett1er (1974) 'stresses the extent 

to which se l£-reported behavior gives a clearer picture of the "social 

location of the crime." 

, Purposes 

CLASSIFICATION APPROACHES IN THE 
EPIDEMIOLOGY OF DELINQUENCY 

In the following studies we 'Will examj,ne the classification approach to 

the clarification and simplification of epidemiological s~Jf~.'te.port data on 
" 

juvenile deviant behavior. Again, our' pri~ary, interest foause,s upon ,the 
II 

manner in which taxometric methods provid~. structure{fo~ th~ description atid 

interpretation Qf data. Since we are dealin'g with it lal:'ge nat.i,~>nal sari1ple of 
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aaolescents, asse~sed on a comprehensive set of del~nquent behavio~s, our 

primary purpose is description. We' ~vill examine the degree to which the ' 

diffel'ent taxometric methods provide results which lead to the ~ basic 

descriptive structures. Thl.'S le d t 11, 't h ' , as, na ura ~y l.n·o t e l.ssue of dl.scovery of 

Description of the Sample 

, The, present study utilizes the data from the second yea-r of a National 

Longitudinal Youth Sut-vey.l The t t d' f' l' paren s u y l.S a l.ve-wave pane desl.gn, 

with a national probability sample of 1726 adolescents, aged 11 through 17, in 

1976. TIle overall sample was selected and interviewed initially between 

January and March, 1977. The second the third surveys 'I'lere completed between 

January and March, 1978 and 1979. The fourth and fifth surveys will be 

conducted between January and March of 1980 and 1981. Whereas the original 

NIMH funded study invo,lved follow-up on only the odd age cohorts, an LEAA' 

grant allowed ,for follow-up of the even age co~orts of the original sample. . ' 

'The prese~t report uses the 'LEAA component of the overall, total sample. The 

data base for the present study cOIlsists of those Y\~'dth who were 13, 15, and 

17 during the 1977 calendar year. 
. 

'Xaxometric methods ,are strictly limi ted in 

rega:t:d to, sample size capac:i:ty. Therefore, to conform to the requirements of 

the available methods, 'We selected a random sample of 200 cases from the 

overall LEA! data, file as our anaiYdiS! samp;e forclusted.ng. 
'~. 

.. 

1 'J.11e ,National Y6uthSti::~vey is funded b;y The Center for Studies o,f Crime 
and D,eltnquency, N!MH (Mlt27552) and the Natl.onal Institute for. Juvenile JU$.tice. 
and Deb.riquency Prevention, LEAA (78-JN-AX-0003). I~ 
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The youth panel was drawn from a sample of households in the continental 

United States based on a mu~,tistage cluster samp1,ing design (see Huizinga, 

1978). the sample contained 2375 eligible youth aged 11 through 17 in 1976. 

Of these youth, 73% agreed to 'Participate in the study and comple~ed 

interviews. A comparison of the ,8,ge, sex, ",~d ethni,city of eligible youth not 

interviewed wit1i participating youth indicated that the loss rate from any 

particular age, sex, o~ ethnic group appeared to b~ proportional to that 
, , 

group's representation in the population. Further~bre, a comparison with U.S. 

Census estimates suggests that participating youth are representative of the 
• i • 

total 11 through 17 year cld youth population in the United States with 

respect to these characteristics (see Huizinga, 1978). 

Instruments ancl Administration --------"1 ---
The national study of delinquency and drugbeh'avior used a very exten'sive 

self-reported delinquency instrument (Elliott and Ageton, 1980). 'l'his instrument 

attempted to be comprehensive in its coverage of.various kinds of delinquent 

behavior. In 9ur present analysis we will. concentrate on three subdomains of 

delinquency: theft, violen~e,and drug-taking. Each specific behavioral item 

had certain common response categories. For our present taxonomic 'purposes we 

use the frequency with which the respon~ent had committed a particular 

delinquent act, or consum.ed a 'particular drug during the prior year. Two 

'measures of th5,s were available:, a straight frequency measure, and a 
. 

categorical responsej, Le., 1) once a'month, 2) on~e every 2~3 weeks, 3) once 

a week, 4) 2-3 times a week, 5) once a day, and 6) 2-3 times a day. This 

latter c~tegorical re.sponse was used i~ the fo.llowing studies of 'theft and 

violent behavior~ In the drug classification study the categorical response 

was identical except for two extra categories at the low frequency end of the 
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re.sponse format. These are a) once or twice, and b) once every two or three 

months. , ' 

The interviews were conducted in person with the youth, at the youth's 

home. Each interview lasted'about one and a half hours. A payment was made 

to the respondent. 

The particulaF items used for our three taxonomic studies are as. follows. 

Theft Items. The following six offenses make up the attribute space for 

theft: 

1. Stolen ,(or .tried to steal) a motor vehicle, such as a cat or 
motorcycle. 

2. Stolen (or tried to steal) something worth more than $50 • 

3. Stolen (or tried to steal) things worth $5 or less • 

4. 'Taken a vehicle for a ride (drive)·,wit,houJ: the, Owner's permission. 

5. Stolen (or: tried to steal) things worth between $5 and $~O. 

6. Stolen (or tried to:steal) something at school such as someone's coat 
from a classroom or cafeteria, or a bool<: from the library. 

Violence Items. The following tan behaviors were used in the attribute 

space for violence: 

1. Carried a hidden weapon other than a plain pocket knife. 

2. Attacked someone with the idea of seriously hurting or killing 
him/her. 

3. Been involved in gqng f~ghts. 

4. 

5. 

6. 

7. 

8, 

Hit (or threaeened to hit) a ,teacher or other adult at school. 

Hit (or threatened to hit) one of your parents. 

Hit (or threatened to hit) other students. 

Had (or tried to have) sexual relations with someone against their 
will. 

Uded force (strong-arm methods) to get money or things from other ' 
students. 

1'----
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9. Used force (strong-arm methods) t,o get money or things from 
or other adult at school., ' 

10. Used force (stro~g-arm methods) to get money or things from 
people. 

Dru~ Items. In our classification of drug profiles the frequency 

categories for the following 13 drugs were assessed: 

Beer 
Wine 
Hard Liquor 
Tob'acco 
Marijuana 
Psychedelics 
Tranquilizers 

Taxometric Methods 

Amphetamines 
Barbiturates 
Codeine 
Cocaine 
Inhalants 
Angel Dust 

a teacher 

other 

In examining the above epidemiological data on self-reported. delinquency 

we h'ave made use of two cluster analytic methods which embody two different 

definitions 'of a "class. II Firs t, the UPGMA meth,ad uses a "average-linkage" 

approach. Second, the· HMODE method attempts to find "natural clusters ll '(see' 

Hartigan, 1975; 'Everitt, 1974; and oth~rs). 

'!'wo s:i,mila'ritycoefficients, cosine (cos) and Euclidean distance (d) ax:e 

used to create the similarity matrices which are usen 'as input to the above 

two cluster fuethods. 
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A BEHAVIORAL CLASSIFICATION OF JUYENI~E VIOLENCE 

Hierarchical Structure of Violence Classifications 

The diagrams presentE\d b~lQw indicate the taxometric structures that have 

emerged from the analysis lof 120 youth who had .indicated at least one violent 
, ' , 

behavior. In each case we give th~ hierarchical structure that emerged directly 
, . 

from the cluster analytic mlathod, either UPGl1A or HHODE, and secondly, we give 

the related schematic diagra.m \.;rhich indicates the behavioral p'rofiles 'that are 

embedded within the taxoIiletric dendrggrams. The UPGMA analysis with Euclidean 

distance gives a particularly interesting tree diagram which suggests the stair-
, 

step pattern that is usually associated with a' relatively unclustered or 

unstructured data set. This particular diagram gives no clear indication as 

to where and whether clusters ,actually exist'in the.data'set. A very large 

number of isolated P?ints fuse together early in forming the relatively non­

violent or "minimal violence" ·'cluster. All of the singleton points at the base 

of this tree diagram were regarded as out1y~ng "sing1etons. 1I The related 

schematic diagram (Figure 2B)" in.dicates the behavioral sense that emerged from. 

this ~articular analysis. The vast number of points in this analysis formed 

into a very large cluster of 89 cases, which indicated only occasional or mini-

mal viol~nce. Four small clusters showing various increaSing levels of violence 

\Y~re discovered also in the tree. 'rhese are inqicated in the schematic diagram 

(Figure 2B). It would have to be concl~ded that the distance coefficient is 

less successful in the discovery and description of well separated groups of 

profiles than is the cosine similarity coefficie~t. This latter coefficient 

is exemplified in Figure lA and 'the related schematic lB. 

______________________ -.. _________________ ,--~--______ I~ __ -
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The schematic lA indicates a numbe~ of likely candidates for well separated 

clusters in this data set. Again, a very large number of minimal violence cases 

th~ possibility of a well matched cluster with the UPGMA Euclidean distance 

are'clustered together at the earliest stages of the analysis. This indicates 

analysis. 

: ( I 

One section of this hierarchical classification includes groups of youth 

,who 'are inVolved in major and repeated violence. Another component of the tree 

contains youth who .are involved in minimal 'violence, very intermittent or 

occasional gaug fights, or minor infractions with other students. 

Turning to the HMODE analysis, we again find that the cosine dJ.milarity 

coefficient is much more sensitive to variations of pattern than is the distance 

, , and it seems also to collapse groups together which were re~ognized separately 

by the cosine similarity' coefficient. ~xamining the schematic figures from the 

coefficient. Many cases are classified as outliers by the distance coefficient 

, , with the UP~ clustering method. One set of branches in the dendrograms aeals 

HMODE analyses, ho~.,ever, also reveals the same basic patterns that w'ere found . . 

with major and repeated violence. ,A second deals with intermittent violence 

11 seven or eight clusters in each case are found by the cosine method and fewer 

and a third deals ivith minor or Occasional violence. It might be noted tha't 

clusters are discovered by the distance method. This, again, suggests that the 

i i 

choice of a similarity coefUd,ent is more important than the choice of a 
clustering method. 

Descriptions of Replicated Violence Profil:s 

Minimal Violenc!. This cluster is picked up by all of the cluster methods 

and the different similarity coefficients. The vast majority of'these youth 

fall into this particular cluster. These youth have perpetuated virtually no - , 

__ ~ __ ~_---'---__ .J_' __ . __ 



llEM NAME 
5707 2 

6769 :2 

4El82 " ... 
1649 :2 

5569 2 \ ( 

5134 3 

1610 :2 

583 2 

7071 a 
3060 2 

2099 :i ( 

520.'2 2 ( 

ITEM NAME 

OJ 

2; 

4) 

14) 

6) 

'I) 

1) 

53) 

0) 

0) 

7) 

2) 

... 
( , 

( j 

FIRST VIOLENCE SUBSET. SRO DATA. STANDAOOIZEO--COSINE 
NO OUTLIERS REMOVED 10 NO 

82 

10~ 

70 

23 

79 

72 

22 

5 

116 

41 

36 

73 

10 Nt) 

1 :2 3 4 5 6 7 a 9 10 11 12 13' 14 15 16 11 1 a 19 20 2.1 22 23 24 25 5 TRT--~------_--_. ___________ -.-: _____________ I 
I I 

---I I 

I . -------------------------------------------J---I 
1 I -------------------------------------------1 I 

I STRT-----------_______________ . _____ I I 

1 I I 
--- I 1-----------.1 -------________ I 

I I 'I -----------------------------------1 1 '1-------1 
I I I I -----------------------------------------------1 'I 1-------1 
. . I i I --------------------------------------~-----------~------------1 I I----------~--------I 

I I I -----------.---------------------,---------------------------------------1 I I 
. , I I ~------~---------------~------------------------------.,-----~------------------I I 

------------.---------~_.-------7--------------________ ~_----------------------------------------~-~-I 
:2 3 4 5 6 . 1 8 

I 

91011121314'1516171819 20'2t 22232425 I 

w 
00 
00 
I 

Figure 3A 

Dendrogram to Indicate Hierarchical Classification of an Adolescent National Sample 
According to Profiles of Violence: Method - HMode Analysis with C:osine 

.' "- .' 

'f} 

" 

\ 

, 

.... 



"'. , 

/ 

Non­
Violence 

Completely 
~JDn-Violent 

[ 

f 
" 

I 

Minor 
Occasional Violence 

Minimal Hit students 
Violence , 

Attacked 

TOTAL 
ADOLESCENT POPULATION 

., 
I 

Gang Fights 

/ 

In~ermediate 
. Violence 

someone Hit students 
Att~cked 

someone 
Hit students 

, 

Gang fights 
Hit students 
Hit teacher 

\ I 

1 
Major 

Repeated 
Violence 

1 

Carried Carr:ted 
'Weapon 'Weapon 

Gang fights Gang fights 
Hit students Hit teacher 
Used force on lIit parent 

.. j ) 

J 
w 
co 
~ 
I 

others to Hit students 
get things Attacked 

N"'66 N=13 N=- 5 
someone 

T4 
N=lO N::::7 N=8 N=14 N=8 T5 T8 Tl T3 T6 T2 T7 

\ . 

FIGURE 3B: SCfillMATIC DIAGRAM OF PATTERNS OF VIOLENT BEHAVIOR WITHIN A NATIONAL SAMPLE OF ADOLESCENTS 
Taxonomy generation by Hierarc~ical Mode Analysis 'With Cosine as a Profiie Similarity Coefficient 

-
.. 

, 

\ 

, 

-



/I I ' 

ITEM NAME 
1859 2 6) 

1810 2 1 ~j 

6166 :2 7) 

!)O3 2 63) 

4069 2 7) 

67G9 2 5) 

4082 :2 4) 

3047 3 3) 

3971 3 10) 

492 6 1) 

6224 2 .5) 

ITEM NAME 

-., 

. , 

t \ 
, \ 

r I 

FiRST VIOLENCE SUBSET, SRD DATA, STANbAROIZEO--EUCLIOEAN D NO OUTLIERS REMOVED 

10 NO 
24 1 2 3 4 5 fJ 7 8 9 10' 11 12 13 14 15 16 11 1 B 19 20 :U 22 23 24 25 STRT---I 

I I 
22 ---I I 

I 
92 

5 
-------, 
--.-----1---1 

55 STRT---! ~-------1 
104 

I I I 
-------1 1 1---1 

I 1 1 
70 

40 

52 

4 

-----...... ----1· 1 .l-··---·~":'-"'--------------I. 
I I I 

--------------------1 I I----------~------~-------------~-----------~ _______ I 
----------------------~~ ~ ~. 

1 I ------------·----------.... ------------------------1 I 
93 

tD NO 

.1 . 6. • •. 

------------------------------------------------~~------~---~-------------------~~----------~-------I ". . . 
2 3 4 5 a 1 a 9 'I~ 11' ~2 13 '14 15 16 .11 10 19 20 21 ;22 23 24 25 

Figure 4A 

Dendrogram to Indicate Hierarchical Classification of a~ Adolescent National Sample 
According to Profiles of Violence: Method - HMode with Euclidean D 

, (D 
--~------------------...... --------------------~--------"-------------------------------------------------------

I 
\..oJ 
\0 
o 
I 

, I 

u;;: 

\ 

rR 

l' 
, 

...... 



, , 

I 

1 

• i 
I 

I 

! 

( ( 

...----'--L . 
Non-Violent . Minor I 

Occasional Violence 

Completely 
'Non-Violent 

Hit ot~er students 

.. _ ..... ~ --" -~~ -_.. -:.. ~--"~-."- iiI::...~'...:.-"'"··~-~· '~--''-." " 

<8 Ei 

TOTAL 
ADOLESCENT POPULATION 

. 

.. 

--

I 
Violent 

, 

L,----, 
Assault Hit teacher I Carried hidden weapon 
Hit other student Hft other students Hit parent 

Gang fight (occasional) Hit other 

. N=95 N=7 N=lO N=5 

FICURE 4B: SCHEMATIC DIAGRAM OF PATTERNS OF VIOLENT BEHAVIOR IN A NATIONAL SAMPLE OF ADOLESCENTS 
Taxonomy generated by Hierarchid.l Node Analysis and Euclidean Distance . 

. 
----.. ,.,."- -.-~ .~--- - ,"- ->.,,-:;-,- -'---:;- - •• ~-~-:' 

I.) 

t' _____ _ 

, 

students 

• 

p 
! 

\ 

-

-

, 

I 



\1 

I' 

f;'· 

(: 

c 

:( 

-392-

violent behaviors. ,The only violent behavior scores indicated are perhaps an 

occasional threat to a teacher or another student. Thi~ single act is either 

the' threat of violence or' an ~ctua1 violent interaction, usually ~ith another 

student. It might be noted that in the two analyses involving the cosine co-

efficient c1os(: to 60% of the youth fall into this cluster, whereas in the two 

analyses involving Euclidean distance, about 80% of the students fall into this 

,category. An examination of the homogeneity coefficient for 'this cluster 

indicates that it is highly homogeneous in 'every single one of the four analyses. 

However, it may be noted that the homogeneity in the Euclidean distance analyses 

is much lower than that in, the cosine analyses. This indicates that the larger 

numbers of persons being classified into this cluster in the distance-base0 

analyses are bringing about a. clearly less homogeneous clUtster. This suggests 

that the cosine results are not leading to an artificial paring dovm of this 

particular cluster. 

Intermediate and Replicated Violence. All of the analyses are picking up 

clusters wh~ch illustrate two or three violent behavi9rs. The most common of 

these profiles is for youth to show a violent interaction with a teacher, with 

other students, and to be perhaps involved in occasional gang figl{ting. Some 

of these cl~sters indicate tw~ 'of these three behaviors; e. g., being involved 

in gang fights and being involved in violent interactions ~vith other students 

but not hitting a teacher. A much smaller propo;:tion of these youth fall into 

this type of cluster. Of the l20 students involved in these analyse's,. we 

estimate that about 20 youth, or close to 18%, are involved in this level .of 

intermediate or low violence. 

Major and Repeated Violence. The two analyses involving the cosine method 

clearly picked up profiles in ~Thich a number of different violent acts were 
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recorded and committed a multiple number of times by the youth. Thevio1ent 

behaviors within these clusters- subsume the earlier, more moderate, violence 'and 

add a nu~ber of new forms of v.iolent behavior. These c1~sters, in addition to 

Violence against teachers, parents, and other youth, are characterized by gang 

fighting, carrying a hidden weapon, using force to get money or things from 

other pepple, and attacking someone"with the idea ,of seriously hurting or killing 
them. 

Again, of the 120 youth im:~lved in these taxometric analyses, about 20 

youth are involved in this kind of profile. Thus, we estimate about 18% of 

this analysis sample is involved in major and repeated violence. It was not 

really possible to accurately delineate the boundaries between ,subtypes ~ithin 

this repeated violence syndrome. The UPGMA and, HMODE methods, when using the 

'cosine similarity coefficient; both indicated the presence of this multiple 

violence profile but drew the bo,uQ.daries b~tween the subtypes in slightly 

different ways. Nevertheless; the main core of violent behaviors against 

teachers, parents, ,and other students, together with the carrying of hidden 

weapons, was pre.sent in all of the various SUbtypes that ~vere found. 

A Note on Reliability 

We have not formally classified these violence classifications against 

each other. Therefore, formal reliability testing is not conducted upon 

these classification systems. The replication of the various clusters, hmvever, 

.can be seen in Tables lA'through 3A. Only certain of the profiles are clearly 

replicated, while others are obviously unreliable: The most clear replication 

occurs at the level of nonviolent, minc~ occasional violence, and repeated, 

mu+tiple violence. Thes,e basic, structures recur in all of the tree diagrams. 

However; the more refined subdivisions within these classes, particularly th~ 

--'~~~------~------------------~--~--~ 

I 



vr--

{ ! ; j I J . 
TABLE lA; PROFILE INTERPRETATION DATA FOR ADOLESCENT VIOLENCE TAXONO}fi 

HMode with Euclidean D as a Sind1arity Coefficient 

'Cluster/Type 'Number 
1 2 3 t. -

Cluster Size , 
95 7 10 4 Average Squared Deviation 70712 1.302 13.280 4.063 - --- - --- - --Stando Raw Stand., Raw Stando Ra~., Stando Ra'tY' Dist. Mean Disto Mean Disto Mean Dist. Mean Score Score S~ore Score -_. -SEecific Offense~ 

10 Carried a hidden weapon other .000 10642 -0126 1.429 -.320 1.100 0802 1.819 than a plain pocket knife 
20 Attacked someone with the idea. -.130 1~063 20132 20143 -0262 10000 0157 1.20q of seriously hurting or killing 

. him/her . 
30 Been involved in gang fights 0013 1..432 -?240 1.143 0161 1.600 -0190 10200 40 ' Hit (or threatened to hit) a -0129 1'0095 -.267 10000 10482 20 200 .024 1.200 teacher or other adult 'at school 
50 Hit (or threatened to hit) one . -0158 Ib021 '-0248 1000'0 -0248 1.000 40001 20000 of your parents 

. 60 Hit (or threatened to hit) -0029 ~.463 -0170 2.286 0317 20900 0396 30000 other students 
• 7. Had (or tried to have) sexual 0042 10032 -0159 10000 -0159 10000 '-0159 10000 relations with someone against 

their will 

80 Used force (strong-arm methods) -9011 10158 -",210 10000 0042 10200. -0210 10000 to get money or things from 

I other students 

9. Used force (strong-arm methods) 0 '10000 0 10000' 0 10000 '0 10000 to get money or things from a . . teacher or other adult at school 
1 00 Used force (strong-arm methods) -0123 10000 -0123 10000 10352 1 .. 300 - .. 123 10000 to get money or things from . other people . 
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ADEQUACY OF VARIABLES---

VARIABLE X CLUSTER HC:.10GENE I TI ES 

1 2 3 4 
-.052 .;84 .965 -.2.310 

2 .178 .373 1.000 .123 
3 -.169 .8'30 .284 .847 
4 .137 1.000 -.323 .575 
5 .G24 1.000 1.000 1.000 
6 -.090 .433' -.037 .687 
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9 1.000 1.000 1. 000 1.000 
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TABLE 2A, PROFII.E INTERPRETATION DATA FOR ADOLESCENT VIOLENCE TAXONOMY 
I-IHode with Cosine as a Similarity Coefficient 

Cluster/Type Number 
1 2 3 4 5 6 

I I 

7 
10 

1.171 

.... _-_ ... ---... --- --._ .... _ .... __ .... ~.-....... -.... ~ ... -."-
14 7 
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Dist. Henn 

Score 

19:096 1.302 

Stand. Raw 
Dist. Mean 

Score 

Stand. Ra\~ 

Dist. Heon 
Score 

53 
.000 

Stand. Raw 
Dist. }lean 

Score 

13 
.773 

Stand. Raw 
Dist. Mean 

Score 

8 
2.819 

Stand. Raw 
Dist. Menn 

8 
{13.186 

Stand. Raw 
Dist. Mean 

lj • 

8 

4 
o 

Stand. Raw 
Dj,st. Mean 

Specific Offenses 
-----., .... - --_ .. -.,. __ .. _._ ..... -.. - ---.. _ ....... -.- .,_. __ . __ ... _ ..... __ ... -...... _-_._--_ .. --....... '. Score Score Score 

...... -.-.-..... - ..................... _ ... - ......... -'-'_0'-" ___ ' ..• _ ..... 

1. Curried a hiddenwenpon other 
than a plain pocke'l: knife 

2. Attacked someone with the idea 
of seriously hurting or killing 
him/her 

.3. 

4. 
Been involved in gang fights, 

lilt (or'threatened to hit) a 
teacher or other adult at school 

5. lIit (or threatened to hit) one 
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6. III t (or. threatened' to hit) 
• other students 
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relatIons with S,Ol1lcone against 
their will 
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to get money qr things from 
other people 
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--- ADEQUACY OF VARIA8LES---
, . Table 2B 

VARIABLE X CLUSTER HOMOGENEI TIES 

1 2 3 4 5 6 7 8 1 .965 -1.772 .784 ,,·000 1.000, .956 -2.278 1.000 2 • 5ti 1 1.000 .373 1.000 1.000 1.000 -7.461 1.000 3 .2l{4 -1.735 .890 1.000 .941 .137 ":4.683 1.000 4. 1.000 .206 t .000 ,; oeo .1.000 -'.063 -8.113 1.000 . '5 1.0C,JO 1.000 1.000 1.000 1. 000 1.000 -\.257 1.000 6 .889 -1. 522 .433 1.000 .221 -.253 -1. -194 1. QOO 7 1.000 t .000 1.000 1.000 1. 000 1. 000 -9.897 1. 000 8 1.000 . -2.643 1. 000 1.000 1.000 1.000 -6.172 1.000 9 . 1.000 1.000 1.000 1.000 1.000 1.00Q 1.000 1.000 10 . 1.0C,J0 -7.098 1.000 1.000 1.000 1.00C 1.000 1. 000 

VARIABLE HDr.1OGEN E I TIES (UNIVARIATE ~ORRELATIDN RATIO) 

2 3 4 5 6 7 8 9 10 . 
.425 .346 .151 .209 • 846 . .312 .255 .074 1.000 . .031 

I ,~,.7ER r .·.·.:..tHTIES 
'I VJ • ID 
-....I 

1 :2 3 4 5 6 '7 8 I .870 -1. 056 .848 1.000 .916 .678 -3.936 1. 000 
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TABLE 3A; PROFILE IN'l'ERl'RETA'fION DATA FOR ADOLESCENT VIOLENCE TAXONOMY 

1 ,--"----------
Cluster Size 
Average'Squared Deviation 

66 
.193 

UPGHA with Cosine as a Similarity Coeffide.nt ' 

Cluster/Type Number 
- 2 3 4 5 6 -

10 14 8 
7 .37/, .777 2.819 

7 
8 

43.186 
.... ':':,' ~.- .~-.; ..... _=""":':-'::7"~ :::'7:::' . _ .. , , ..... _ .. :.-.-.--:;. :':'7:::'-=-:-',-:-:"--;::;-:-=" ••.. _ ... *_ .. ~-:-:.: :,-::-.=.:: ------- ... -.-.-.--~-....... ,= . --. -, ........ _-_._- ....... 
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Specific Offenses 

1. Carried a hldden weapon other 
than a plain pocket knife 

2. Attacked son~one with the idea 
of serfouily hurti~g or killing 
him/her 

3. Been involved in gang fights 

4. lIit (or threaten'cd. to hit) a 
teachet·· or other adult at school 

5. IIi t (or threatened to hit) one 
of your parents 

6. lIit (or threatened to hit) 
other students 

7. /lad (or tried to have) sexual 
relations with someone against 
their will 

8. Used force (strong-Ilrm methods) 
to get money or things from 
other students 

9. Used force (strong-arm rrethods)' 
to get money or things from a 
teacher or other Ildult at school 

10. Used force (strong-arm methods) 
to get money' or things from 
other people 

Chi-square from uniform 
D~stribution Index 

Stand. Raw Stand. Raw Stand. Raw Stan 
vist. Mean Dist. Henn Dist. Mean Dist 

Score Score Score 

d. . 

-.)43 1.061 .211 2.000 -.125 1.429 2.21 8 

-.262 1.000 -.262 1.000 2.132 2.143 -.05 2 

-.232 1.152 -.015 1.400 -.240 1.143 1.29 9 
-.267 1.000 .0~4 1.200 -.267 1.000 -.12 2 

~.248 1.000 -.248 1.000 -.248 1.000/ -.24 8 

-.468 i.909 1.187 4.000 -.170 2.286 .07 9 

-.159 1.0bO ";.159 1.000 -.159 1.000 '-.15 9 

-.210 1.000 2.567 3.200 -.210 1.000 -.08 4 

o 1.000 o 1.000 o 1.00P a 

-.123 1.000 -.123 1.000 -.123 1.000 -.12 3 

--------1---·-

Raw 
Nean 
Sc·i>re 

5.1,00 

1.100 

2.900 

1.100 

1.000 

2.600 

1.000 

i.lOO 

1.000 

1.000 

, 

Stand. Raw Stand. 
Dist. Hean Dist. 

Score 

-.337 1.071 -.305 

-.262 1.000 -.262 

-.302' 1.071 .182 I 

-.267 1.000 . 1.555 

-.2/,8 1.000 .:".248 

1.074 3.857 .396 

.".159 1.000 
. 

:-.159 

-.210 1.000 -.210 

0 1.000 a , 

-.123 1.000 -.123 

.,. .. _----... 

. __ .... _-'----_.- ._- -----_ .. 

-
J' ., , 

Raw Stand. Raw 
Helln Dist. Nean. 
Score Score --
1.125 1.023 3.375 

1.000 1.309 1.750 

1.625 .839 2.375 

2.250 1.191 2.000 

1.000 3.470 1.8-75 

3.000 .890 3.625 

1.000 2.232 1.375 

1.000 .736 1.,750 

1.000 0 1.000. . 
1.000 '-.123 1.000 

,_~-----,~-~----"----"-~---------n-
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ADEQUACY OF VARIABLES--- Table 3B 

VARIABLE X CLUSTER HO:.:OGENE I TI ES " 
1 2 3 4 5 6 7 

1 .980 .:303 .784 -.1.415 .975 .956 -2.278 
2 1.000 1. 000 .373 .561 1. 000 1. 000 -7.461 
3 .876 .770 .890 -2'.826 .945 .137 '-4.683 
4 1.000 .575 1. 000 .787 1. 000 . -.063 -8.113 
5 1.000 1. 000 1. 000 1.000 1.000 1 .000 .-1.257 
5 .947 -4.011 .433 -.141 .243 -.253 -1. 494 
7 1.000 1.000 1.000 1.000 1.000, 1 . 000 -9.897 
8 1. 000 -4.100 1'. 000 .841 1. 000 1 • 000 -6.172 
9 1. 000 1.000 1.000 1. qoo 1. 000 1 .0.00 1.000 

1.0 1. 000 , .000 1.000 1.000 1. 000 1 • 000· 1.000 

VARIABLE HCMOGENEITIES (UNI'lARIAT,E CORRELATION RATIO) 
" ~ 

2 3 4 5 6 7 8 9 Hi 

.514 .352 .140 .274 .847 .284 .261 .284 1.000 1 .• 000 

I 
CLUSTER HOMOGENITIES w 

\.0 
\.0 

1 2 3, 4 5 6 7 I 
.980. - .146' .848 .181 .916 .678 -3.936 

\ 

-
l' 
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hig?ly multiple violent class, ,are not obviously exact replicates of each. other. 

They do, however~ contain the.'basic pattern of a large numb'er of offenses against 

parents, peers', teachers, gang fightj,ng,', and the carrying of a hidden weapon. 

It should be noted that 'toe one hundred and twenty youth on whom these 

classifications are conducted wer~ identified as all ,of the youth who had con-

ducted at least one violent act. The proportions therefore given in the above 

discript~ons refer to this particular sample. 
These proportiOns therefore do 

not refer to general national population nOL~S. 

A BEHAVIORAL CLASSIFICATION OF JUVENILE THEFT 

In this section we examine the classification of behavioral profiles which 

resulted from the application of the vario~s cluster analytic methods to the, 

attribute space consisting of six theft items. 'The" sample for this pa.rticular 

,study consisted of the selection from the full juvenile delinquency sample of 

all of those youth \V'ho indicated at least one the£t behavior committed during 

the prior year., Thus, this is a purpose of-sample and all of the youth who 

entered into the cluster analytic study had committed at least one thef~ act 

during the prior year. 
As in the above study of violence, therefore, the 

proportions attached to each behavioral p.rofile class do not reflect the pro-

portion of all youth falling into 'these classes but indicate the proportion of 

all theft behavioral profiles which ~vou1d be accounted for by the particular 

type. 

Hierarchical Structure of the Theft Classifications 

The diagrams pres~nted below illustrate. the hierarchical tree structrues 

which emerged from the various analyses of this theft data. I 
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FIGURE 5D; SCHEMATIC DIAGRAM OF PATTERNS OF THEFT IN A NATIONAL SAMPLE OF ADOLESCENTS 
Taxonomy generated by UPGMA and Euclidean Distance as a Profile Similarity 
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FIGURE 6B:SCHEMATIC DIAGRAH OF PATTERNS OF THEFT IN A NATIONAL SURVEY SAMPLE OF ADOLESCENTS 
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ITEM NAME 
993 4 

2235 3 

92 2 

2621 3 

5309 3 

7038 2 

15UB 2 

3050 2 

2160 2 

3060 2 

6359 3 -, • 
2167 4 

4B77 2 
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Figure 7A 

, Dendrogram to Indicate Hierarchical Classification of an Adolescent National Sample 
According to Profiles of Theft: MethOd - HMode Analysis with Euc~id~an D 
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All of these hierarchical tree structures illustrate the same basic 

form of hierarchy. They indicate that there is a fairly dense closely-packed 

and very large clus ter consisting· of ~inimal theft behaviors. This large 

cluster accounting for about thirty percent of the samples in each case consists 

of youth who have perhaps committed only o-q.e t',1.eft of unde·r five dollars, or 

who have committed only one school-related minor theft. This cluster can be 

seen in each of the tree structure diagrams as the largest of all the clusters. 

This is clearly the densest area or the measurement space in terms of numbers of 

yo.uth. The size of this cluster is comparable in all 'Of the different analyses. 

A second major region or 'class within this set of hierarchies consists of 

clas~es of youth who have committed some minor theft beyond the minimal theft of 

the prior. class. Each of the: a~alyses identifies some overlapping clusters with-

in this general area. For instance) repeated school theft consists of one such 

subclass of minor theft. Additionally, a group of youth indulge in occasional 

joy riding as a further class. A further class consists of youth ~vho have 

stolen in the area of five to fifty dollars. The four different analyses define 
" 

the minor theft subclasses around this narro~Y set of variables. There is an 

obvious .overlap between many of the profiles identified and this section of 

the hierarchical structures. The schematic diagrams in particular illustrate 
, 

the major behavior within each of these subclasses. 

The final ge~eral class consists of multiple or serious theft. In this 

'case, all of the analyses .have deliniated certain clusters which I define by 

two, three or four of the different theft behaviors. These small classes of 

youth have indulged repeatedly in a larger number of separate theft offenses. 

It' might bea noted again'that the Euclidean distance metric is less successful in 

discovering separate behavioral p,rofiles than is the cosine method. Figures S13 
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and 7B indicate the schematic tree diagrams 

UPGMA and lIM d h 
emana~ing fr.om the two' analyses 

o e ~v en the Eucl:l.dian distance 

dis'covered ,by all of the 'm~~hodS 
metric is used. One cluster 

consists of youth who h ave indulged in school 
theft, t~eft und~r five dollars, , 

and theft in the region five to I fifty dollars. 
n each case, ·these offenses 

are perpetuated multiply by the 'youth. Other 
patterns are found in two of 

the analyses by the addition of joy, riding an.d 
car theft to this basic pattern. 

Descriptions of Replicated P~ofiles 

Tables 4 through 8 indicate the 
standard score and the raw means score 

for the behavioral profiles 
emanating from the var:i.ous 1 ' custer analytic 

approach. Ea h f h cot ese separate clusters has 
a distinctive behavioral pro-

file across the six theft items. The raw mean , score is probably the. bf1!tter 
indicator than th~ standardized dist ' 

, ,ance score. A score of, one indicates that 
the youth has not commi~ted t'ri ' 

, 1 S particular 'act. A score of two indicates that 
they committed the offense once or . . tWice, and so' forth. 

It is interesting to not~ 
the s~zes of the, homogeneity' coefficients for 

these analyses o~ the theft clusters. 
Many of them are 'exceptionally high', 

i.e. in the range 8 d • an above This b . 1 ' 
, • as~ca ly indicates that virtually every 

member of the cluster has the identica~ profile. 
This occurs largely because 

of the small number of items' in t~e 
presen,t analyses (six only) and the fact 

that a great majority of the members in a • ny part~cular cluster score one, 
indicating never, on eac'h of 'h t e items. I th nose instances \vhere the cluster 
homogeneities are 1 . o~v, they become exceedinnly - low as a result of the gene.r.al 
high homogeneity of the other clusters 

in the analysis. It is al!.lo note-
worthy that clusters ~"hich do not 

illustrata very high homogenei'ty are often 
those at the high multiple end of 

the theft spectrum. This 'is only to be 

expected if a group of youth are 
character:ized by positivQ scores on , 
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TABLE ',: l'ROFILE INTERPRETATION DATA FOR ADOLESCENT TlIEF'f TAXONOHY 
UPGMA with Euclidean D BS ll. Similarity Coefficient 

Cluster/Type Nunber 

2 • 3 --'----_._ ... -.. --.------------------.------- --.------t------- 4 !> 6 

Cluster She 36 7 8 12 7 6 

7 . 

9 
Avernge Squured Deviatiol\ 

=:'=':':!!:=-:'~'~:':.">".~"':::.:.';,.-' "':':'!. ;~.: -~~ ..... ::.:" ...... :;'. 
.000 ' .124 .114. .114 

...... ~.,~:. ,,~ ;~;~ .. ~, :'.-:,. .... ~.: .-~.-:-::".-:..':.-:..-...:-:-:'::::'-:':": -:':,.-:""..:.:;.-:.":'':.~~:.:,::: •• !' .... ~~;::* •.•• ':":;"-~':::::= 
.1/,9 .084 .000 

~ . 

.. 

.§.l2.ec1ffc Offl!llHNI 

1. Stolull (or tric·J to steaJ) a 
IlIlltur vehicle, such as a cur 
or I,¥.ltorcyclu 

2·. Scol(;!11 (or tr lcd 1:0 stenl) some-
thinu worth lIIOt·U than $50 

3. StClh'n (or trl~el to steul) 
lIdlllls worth $5 or les!! 

4. 'l'illwn u vehicle for u dele 
(elrl vo.!) wi thput tho olmer't1 
Illlrtuiuuion 

5. Stulllll (ur tried ·to stelll) 
thJng:) worth bc.>twuen $5 and $50 

6. Stolun (or triuel to :Jtenl) 
sOllll.!thlllg at uchool such as 
sOllll!onu's coat from n c1nsuroolO, 
or c<lfetet'lu. or a book f.rQO\ 
thu J !In'ary 

~ ..... --------------... ------.. --------------------------------------

Stand. Raw Stand. Raw 
D:l.st. Mean - Diat. }!ean 

.. ~~.-::=::;. ... :.":'.-

Stand. Raw 
Dist. Melln 

Stand. Raw 
Di!lt. Hean 

Score 

Stand. Raw 
D:l.st. Mean 

Score Score Score Score 
-------~------i------- ---.-----

-.137 1.000 -.137 1.000 -.137 1.000 -.137 1.000 -,137 LOOO 

-.279 1.000 -.279 1.000 -.27~ ' .• 000 -.279. 1.000 -.219 1.000 

-.206 2.000 1.131 3.714 -.011 2.250 -.790 1.250 -.5',0 1.571 

,-.403 LOOO - .. 403 1.1)00 -.403 1.000 1.076 2.000 -.403 1.000 

-.459 1.000 -.459 ~.000 -.459 1.000 -.459 1.000 .663 2.000 

• -.602 1.000 -.602 1.000 1.237 2.000 -.602 1.000 -.602 1.000 

1----.---.. -----~ 
1.00 .98 .91l .98 .97 

,,-, ..... _---_ ..... _ ....... ,,"' ........ '.'---- .......... -_ ..... _---_._-------
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_. ===-
Stend. Raw Stand. Raw 
Dist. Mean Dist. Mean 

Score. Score 

-.137 1.000 -.137 1.000 

-.279 1.000 -.279 1.000 

-.335 1.833 -.985 1.000 

-.403 1.0aO -.403 1.000 

.663 2.000 - .• 459 1.000 

1.237 2.000 1.237 2.000 

.98 1.00 

-- -.~-... _------. 
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TABLE 5: PROFILE INTERPRETATION DATA FOR ADOLESCENT THEFT TAXONOMY 
UPGMA with Euclidean D as a Simi.1arity poefficient 

Cluster/Type Number 

1 2 3 

Cluster Size \ 52 23 12 
Average Squared Deviation •. 498 .486 0114 

-
Stando Ralv Stando Raw Stand. Raw 
Disto , Mean Disto Mean Dist. Mean 

Score Score Score . 
. S:eecifi c Offenses 

. , 

Stolen (or tri~d to steal) a -.~137 10000 -0137 10000 -0137 10000 
. motor vehicle, such as a car 
or motorcycle 

Stolen (or tried to steal) some- -0279 10000 . -0279 1 0 000 -0279 10000 
thing wortt more'than $50 

Stolen (or tried to steal) -.026 2Q 23l -0477 10652 -0790 10250 
things worth $5 or. less 

Taken a vehicle for a ride -0403 10000 -0403 10000 100.76 2.000. 
(drive) \vithout the owner's 
permission 

Stolen (or tried to steal) -.,265 10173 -0166 102.61 -0459 1.000 
things worth between $5 and $50 

v~ 

Stolen (or tried to steal) -0.602 10000 10237 20000 -0602 10000 
something at ·schoo1 such as 

, 
" 

someone's coat from a classroom, 
or cafeteria) or a book from 
the library 

Homogeneity Coefficient .92 .92 .98 

---

" . 

, i 

4 

4 
.764 

-
Stando Raw 
Dist. Mean 

Score 

.178 10250' 

10255 20000 

-.595 10500 

-0403 10000 

0102 1.500 . 
\ 

-0602 10000 

.83 

; 
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TABLE 6: PROFItt IN'rERPRETATION DATA FOR ADOLESCENT TlIImT 'l'AXONOM'{ 
UPGMA with Cosine as a Sil}lilnl."ity Cocfficient: 

Cluster/Type Number 

1 3 4 ,· _______ • __ 0' ~:" _~ .. _ .. ___ ._._ ..... 5 ·_--,-,··1· ,-_:.--§._.-----.. --... - .. - .. --... - •.. ----.---, .. - .•.. -. ___ ..... ...,. __ , ___ .. __ · .. ____ u. __ .. _. 2 

Cluster Si2e 36 6 12 5 10 
Average Squared Deviation .000' 8.831 1.961 2.841 12.',2 

~...;"'':''':-:.- ''':.,'' -~. ~-~.';': .-- ~ .. ',.:'....: ,...:.. ....... ~~.:.:. ... -."': ... ~ ......... -.. -;. : .. ::::;:....~~=..: ." ~-.-.. -.-...... :.:.:.;..:::::! ~:''':'-=':..'' . .:-... ~.:.:;.,.' =_-=.=..":,-:::;::==-....:::"'!.. ''':':'....=.=:::.: .. 

Stand. Haw 
Diat. Nean 

Sc'ore 

Stand. Raw 
Diat. Nenn 

, Scorc, 

Stand. Raw Stand. Raw 
Dist. Hean' Dist. Hean 

Score Score 

Stand. 
Dist. 

9 
~ 

Raw 
Bean 
Score ----.-.--.' .. _ ..... _---- _._-_ ......... _---.... ------- ... ~---..-.. _._ .. _-

~ped He OffcnlJes 

1. Stolen (or tried to steal) a 
motor vehIcle, such as u car 
.or IIk)lorcycle 

.2. Slolen (or tried to steIll) sorue­
thlng worth n'Ore than $50 

3. Stolen (or tried to steal) 
things worth $5 or less 

4. 'l'akt!n a vehicle for 11 ride 
(drive) without the owner's 
permission' 

5. Stolen (or tricc! to steal) 
thlngs worth bulwccl1 $5 and $50 

6. Sto11m (or trled to stenl) 
SOJIkH Id Ilg at school such as 
SOIilCUIlC'S coat from a classroom, 
or caf!:terin. 01' n oook from 

-.137 1.000 -.137 1.000 -.137 1.000 -.137 1.000 .366 1.400 

-.279 1.000 -.023 1.167 -.279 1.000 .02~ 1.200 ~.481 2.8010 

-~206 2.000 1~094 3.667 1.549 4.250 1.665 4.400 .028 2.300 

-.403 1.000 2.555 3.000 -.403 1.000 -.403 1.000 .484 1.600 

-.459 1.000 .663 2.000 .008 1.417 .214 1.600 1.561 2.800 

-.602 1.000 1.237 2.000 -.602 1.000 1.605 2.200 -.050 1.300 

21 
.408 --._.-.... - .. -----._ .... __ . 

Stand. Raw 
Diat. Bean 

Score . -

-.137 1.000 

-.279 1.000 

-.577 1.524 

-.',03 1.000 

-.138 1.286 

1.237 2.000 

7 --' 
12 

.114 
~.::=:=...:=----= 

Stand. Raw 
Diat. Nean 

Score --, 

-.137 1.000 

-.279 1.000 

-.790 1.250 

1.076 2,,000 

-.459 1.000 

-.602 1.000 

. 
the lIbrary . ,,---_._ .... _-

1.00 -.77 .64 . ',1 -1. 30 .93 .98 
----._-_ .. _.- .---.~--.---" .. -.----.,...-.,,--... ~ ... ', -.. -------- -.. --- -: 

1'.-_-

I I 

\~" 

8 

7 
.149 --- -

Stand. Raw 
Diat. Mean 

'Score 

-.137 1.000 

-.279 1.000 

-.54q 1.571 

-.403 1.000 

.663 2.000 \ 

-.602 1.000 

~ 

.97 
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TABLE 7: PJWFILE INTERPRETA'rION DATA l~OR ADOLESCENT. TIIEFT TAXONOMY 
Ill-rode with Cosine as a Similarity Coefficient 

Cluster/Type Numbe~ 

' ...... -. _ .•.... -...... __ .. -... _---_._---- ----
Cluster Size 36 18 14 9 , 18 7 6 

2 3 4 5 6 1 

'"C .:.-~ ~;:.~~~ . ~~~~·p.~~t,::;~~,!",,-:,-:.,"==;.~9~~~.= .... .? !. ~i! __ . -,.- -~~_:;.,~~~.:.":.~ _._.~~~_~~~=== .. _._.~: 1~2==:f=.::-::._.= •. 1=~=_9=_::-:_==t====. 0::8:::4==== 
Stand. RIlI~ Stand. Ra\o?' Stand. Raw 

SpecIfic Offenses 

1. Stolen (or tried to 8te~1) a 
ll~.>tor vehicle. such as a cllr 
~r 1lI0torcycle 

Dist. Nean 
Score --.. ~--.---- .. -- . 

-.137 1.000 

Dist. He.in 
Score 

.. ------.. _-- -, 

-.137 1.000 

Stand. Raw 
Di~t. Nean Dist. He!!n 

Score Score .-.. - ... _---_.- .. _.-.- ...... - .. _ .. _ .. _-
-.137 1.000 1.542 2.333 

Stnnd. Raw Stand. Raw Stand. Raw Dist. Hean Diet. Mean D~st. Mean 
Sc~re Sco~e Score ._--_ ... _---.. ---_ ... _-.-

-.137 1.000 -.137 1.pOO -.137 1.000 

2. Stolen (or tried to steal) some- -.279 1.000-.194 1.056 -.2~9 1.000 2.447. 2.778 -.194 1.056 -.279 1.000 -.279 1.000 thing HOl'eh more than $50 

3. StOlen (or tried to steal) 
lhing:; worth $5 or less 

4. '!'uken a vehicle for 1I ride 
(drive) without the owner's 
permission ' 

5. SColen (or trie~ to steal) 
thing:; worth beltl,wen $5 lind $50 

6. Stolen (or tried to stelll) 
llllwething at school such as 
somconels coat from a classroom. 
or cafeteria. or n book from 
the 11 brary . 

-~206 2.000 -.162 2.056, 1.632 4.357 -.032 2.222 -.335 1.833 -.540 1.571 -.335 1.833 

-.403 1.000 1.569 2.333 -.403 1.000 
.583 1.667 -.403 1.000 -.403 1.000 -.403 1.000 

-.459 1.000 -.085 1.333 
.182 1.571 1.536 2.778 -.459 1.000 .663 2.000 .663 2.000 

-.602 1.000 .011 1.333 -.339 ~.143 -.398 1.111 1.340 2.056 -.602 1.000 1.237 2.000 

, . -_.- ... -. -" -.. ~ ..... ----. "-"'---- --------- -,,·_-----.1---___ -1-----------, 
1.00 .01 .56 

.... ---.--_-1. ______ _ 
-3.31 .78 .97 .98 

-------------.-~---.------
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TABLE 8: PROFILE INTERPRETATION'nATA FOR 'ADOLESCENT 'THEFT 'TAXONOMY 
HMode with Euclidean D as a Similarity Coefficient 

91uster/Type Number 

1 2 ~ 4 

43 16 8 12 
Average Squared Deviation 0264 50682 24.671 30292 ....... _ .. , ......... - --

Stand. Raw Stand~ Raw Stand. Raw Stand. Raw 
Disto Mean Dist o Mean Dist. Mean Dist o Mean 

Score Score Score Score 

SEecific Offenses 

Stolen (or tried to steal) a -0137 l~oob -0137 1.000 10595 20375 -0137 10000, 
motor vehicle~ such as a car 
or motorcycle 

Stolen (or tried' to steal) some- , -0279 10000 -.183 10063 2.404 20750 -.151 10083 
thing w~rth more than $50 . , . 
Stolen (or tri~d to steal) 0012 20279 -0206 2.000 -0011 2.2~0 0574 30000 
things worth $5 or less , 

" Taken a vehicle for a ride -0403 10000 
(drive) without the m'll1er t s 

10630 20375 0336 10500 -0157 10167 

permission 

Stolen (or tried to steal) -0459 10000 -0108 103:P 10645 2.875 0756 20083' 
things \vorth between $5 and $50 

Stolen (or tried to steal) -0602 10000 -0142 
something at school such as 

'10250 ' -0602 10000 10237 2.000 
, , 

someone's coat from a classroom, 
or cafeteria, or ~ book from 

5 

" 9 
0540 

Stand o Raw 
Dist. Mean 

Score 

-0137 10000 

-0279 10000 

'-0206 20000 

'-040~ 10000 

0663 2.000 

-0602 10000 

the library - ' --r--. 
Homogeneity Coefficient .95 .01 --3.7 .40 .90 

I - '-.''--

' . 
. .. 

, 
" 

! .I 

6 

17 
' 0290 

Stand. Raw 
Dist o Mean 

Score 

-013~ 1.000 

-0279 10000 I 

r 
-0527 10588 

-.403 10000 

-04.59 '10000 , 
10237 2.000 

,----

.95 

l' 
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a larger number of t e t e av ors. h f b h i The cluster itself has a much higher 

possibility of being relatively spread out ~.,ithin this attribu~e space., 
. - . 

These analyses, nevertheless, are ·encouraging in, that they indicate four 

general patterns of theft, i.e. no theft, minimal theft, minor theft 

. t' ft A,lthough we have. not conducted patterns, and multiple or ser~ous he . 

formal cross-classification of the typologies against each other, an in-

through 8 and of their related schematic hierarchicaJ. spection of Tables 4 

structures indicates that the'different classifications have a great deal in 

co~on with each other and in many cases the same cluster profiles are 

delineated. 

A BEHAVIORAL CLASSIFICATION 
,OF JUVENILE DRUG CONSUMPTION PATTERNS 

The ~axonomic structures' emerging from our analyses of drug patterns are 

fairly stable and reliable. The 4ifferent grouping methods and similarity 

coefficients provided taxonomic structures of this' adolescent population that, 

, h The fo1low.{n.g table indicates this agreement. are consistent with each ot er. .... 

" 

Table 9 
. ~reement Coefficients Between Taxonomic Classification~ 

. ff t Cluster;np' Methods At The 6-Cluster I,evel Produced By D~ eren .... ~ 

Partitions Being Compared 

UPGMA (Cos) vs. RHODE (Cos) 
UPGMA (Cos) vs. MIKeA (D) 

Rand's Coefficient 

MIKCA (D, 5 clusters) vs. MIKCA (D,6) 

.958 

.946 

.976 

Symmetric Lambda. 

.702 

.694 

.923 

. . g when h'eld against the fact These 1ev'els of agreement are encourag~n 

that these methods approac~ the construct:i.on of taxonomic classes in quite 

different ways, and that different approaches were used in asseSSing 

similar'ity. 

" 

-

, -41.7 .... 

The Overall Taxonomic Structure 0'£ Adolescent Multiple Drug Use 

Since t\1e results of the, different taxometric analyse~ are so similar 

we will utilize the output of thc UPGMA w.ith Cosine similarity coefficient to 

illustrate the general structure of the taxonomy. The schematic outline of 

the structure of this adolescent san~le is provided by Figure 9. This 

schematic figure indicates that drug consumption classes range from no drug 

use through minor ·(once or twice) alcohol consumpti~n to high frequency 

polydrug'consumption (classes 4 and 7)~ These class~s vary considerably in 

both numb<.ar of users) ~ profile of drugs used! and compactness.. TabJ,es 10 ~nd 

11 provide the nUmerical information of the relative sizes, drug consumption 

pattern J and the. compactness of the c1uste,rs •. Homo~eneity scores are "average 

'squared deviations'~ and in these tables indicate the level of compactness or 

dispersio~ of each cluster. 
. 

The largest clu~ters are those ~Yith either no • 
drug use (type 0) and only occasional alcohol use (type 1). The more complex 

patterns of drug use occur wi~h far lower frequency ~ see Figure 9. 

It should be noted that certain clusters are highly compact., i. e. , 

tobacco only (type 3)~ occas~ona~ minor alcohol use (type 1), and r~gular 

alcohol. consumers (types 5 and 6). Type'2 't'\ consisting of users of alcohol, 

tobacco &4d marijuana~ also pr.esents a reasonably large and fairly compact 

type, Other clusters are much l.~ss compact. Much higher deviation from the 

control profile is found~ as might be expected~ among the youth who consume 

many drugs in various quantities, For example
1 

types 4 and 7 are widely 

scattered in the measurement space yet both clustering methods UPGMA and MIKCA 

identit1ed type 4 (high frequenc.y polydi:,ug use) and both methods indicate the 

high dispersion of its class members. Type 7 on the other hand is basically a 

collection of outliers characterized by divc').:'se patterns of extermely heavy 

drug \,Ise (see descriptions below). It ,does not form a coherent "~ype" and the 
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TYPE 0 

!.>stainers 

n=55 
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TYPE 1 

Hinor 
Alcohol 
Use 

n=92 

%=39.1 

, 

----------------------------. ____________ ~----I~---------~ ... --------------------------------_____ .== ________ .. ____ ~---

( I 

A1c-~ho1 

Consumers 

\ ) 

[, ,TOTAL POPULATIO~ 

1 
Reg 
Alc 

ular 
oho1 
sumers Coni 

'TYP 5 

Smoking 
Only 

TYPE 6 Beer, 
Wine, 
Liquor' 

TYPE .3 Beer 
Only Smokers 

n=7 n=18 n=21 

%=7.7 %=9.0 

Figure '9 

Multiple and Illicit 
~ Drug Use 

TY E 2 
Regular 
Use of: 
Alcohol, 
Tobacco, 
Marijuana 

n=25 

%= 10.7 

I 

TypJ if 

Multiple 
Drug users: 
Alcohol, 
Tobacco, 
Marijuana, 
Amphetamines, 
Cocaine, 
Angel Dust, 

etc .. 

n=6 

%= 2.6 

SCHEMATIC TA.,{ONOHIC SYSTE~[ IMPLIED BY . 
UPGHA CLUSTER ANALYSIS tilTH COSINE SIH!LARITY COEFFICIENT 

o 

TYPE 7 

. Diverse 
Patterns 
of Heavy 
Drug use: 

Outliers 

$.. 
'-= 1C'f 
I 

, , 

I 

, 

'I 

\ 

-
, 
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cgeneity ScoI"es 
Sq. Deviation' 

\ ' 

.947 

.687 

, 
-.314 

16.011 

I ' 

.832 
2.117 

I~ 

\ ' 

'-5.735 
. 75.048 

.770 . 
2.838 

.476 
6.059 

, 

, 
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TABLE 11"" 

POLYDRUG CONSUMPTION PATTERNS: STANDARDIZED AND RAW CLUSTER FREQUENCY SCORES: 
UPGMA CLUSTER ANALYSIS \HTH COSINE SIMILARITY COEFFICIENT 
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only common feature is that all of these outliers have a pattern of excessive use 
o'f drugs of a particular kind •. 

To indicate the relativity of the dispersions of these various drug_ 

u~ing classes of you~h, ~ve have mapped the sample into the two-dimensional 

space of the first two discriminant functions. The input variables to the 

discriminant analysis are the frequency of use scores for the 13 drugs studied 

in this analysis. Although 5 significant discriminant functions are identified, 

we utilize only the first two'in this graphical presentation. These two 

"\ discriminant functions account for 89% of the total dispersion in the data. 

The behavioral meaning of the first two functions emerges fr9m the mapping of 

the t,ypes in the discriminant space. 

The li.orizontal axis (first 'cj.iscriminant function) is defined primarily 

by the' frequency of tobacco use\ and clearly serves to discriminate between -. 

youth~ ~vho do not use tobacco. (types 02 It 6, and 5) and those who do (types 

3,
2
,4 . and 7). This underlines the importance of tobacco consumption las a 

major strue;tural feature of this ta~onomy. The vertical axis has a larger 

number of high discriminant coefficient loadings (frequ~ncies of U.se of 

alcohol~- tobacco, marijuana~ amphetamines and barbiturates). Thus.
, 

it 

differentiates between those who have only occasional use of single drugs 

(types 11 .3, and 6) from those using multiple drugs with higher frequencies 

(types 5, 2 and 4)\ This axis indicates thitt the high frequency, multidrug 

user region of the discriminant space is at the bqttom of Figure la, We notice, 

here
1 

the confirmation of the extreme dispersion of the subjects classified 

into type 4. It is also likely that the heavy drug using outliers (type 7) 

wouiCi also be dispersed ~"idely. in this region of the space. 

, 
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Consumption Patterns of Multiple Drug Use Among the Youth Population 

Tables 10 and 11' provide the standardized means and raw f~equency scores 

for the use of the thirt('len drugs3, for the clust~rs identified by UPGHA and 

MIKCA methods. The homogeneity of each of these clusters is indicated by the 

average squared deviation scores and the homogeneity index,H, (see Tryon and 

Bailey, 1970: 162). In each analysis certain recurrent groups appeared with 

highly similar polydrug use profiles • In addition to the similarity of the 

. central polydrug profiles of thes~ 'groups ~ it, is also encouraging to find that 

thl? relative sizes (N's) and relative dispersions in tli.e multivariate 

measurement space share the same consistency. The profiles are as follows: 

pluster 1: Minor Alcohol Use (39.1% ~ Sample). This is the largest 

group. It is characterized by' o,ccasional use o'f either beer or wine. There 

h ti f th r drugs The HMODE analysis is no evidence of t e consump on 0 any 0, e • 
. --

indicated that this cluster m?y consist of two subtypes - one subtype showing 

only occasional beer cons.umption and the other subtype showing only occasional 

wine consumption. The majority of ~hese youth-have consumed beer or wine only 

once or twice during the last year. 

Cluster 2: Alcohol, Tobac,co, and Marijuana Use (10.7% of the Sample). The 
. \'" 

youth falling into this ,cluster sho~ a complex pattern of consuming beer, wine, 

and hard liquor, in addition to frequent use of tobacco and marijuana. They 

show no evidence of consuming psychedelics"t~anqu:i.lizers,· or an! of the other 

drugs in our study. b ·, daily beer two or three times a month, They ~onsume to a~co , . 

and wine or hard liquor only four or five times during the year. Marijuana is 

consumed every two or three, weeks (Table 10). 

I_'>--........................ --,,~ ___ ,,_. - ____ -<Ii •• 

3Heroin ~olas omitted front': the. taxonomic analyses as a result of 
insufficient numbers of users. 
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Cluster 3: Smokers (9.0% 'of the sample). The only feature ,of this group 

f · There .fs mitlimal evidence of the use of any .other is the daily use 0 tooacco. • 

drug. The use of tobacco, theref~re, stands out as tlie main defining feature 

of this class of youth. 

Cluster 4: Multiple Drug Consumers (2.6% of the sample). This small 

clustel: consists of youth tolho respond that they have used virtually all the 

dr4gs in the study. This includes frequent use of beer, wine, hard liquor" 

tranquilizers, amphetamines, '9arbiturates,a:q.gel dust, etc. This cluster is 

located towards the high and multiple. drug use end of thi.s measurement space 

(see Figure 10). A second important feature is to note that this cluster" 

although containing few members t is extremely scattered in the measurement space. 

The polydrug consumption patt~rns are diverse. This is indicated by the 

'average squared deviation and the very low homogeneity score (see Tables 10 and 

11). The sturctural features of this cluster are identic~l for both UPGMA and 

MIKCA cluster analysis. The most dominant consumption style is the daily use 

of marijuana and tobacco~ with alcohol being consumed at least once a week • . ' 
The other drugs are consumed less frequently. 

It may be noted that this group contains virtually no use of pSyt:!hedelics 

and no use of codeine! and only minor use of inhalants. 

Cluster 5: A:lcohol Users. This fairly compact cluster is characterized , 

by multiple use of all three alcqholic drin~s, beer 1 wine l and hard liql?;Or, 

although a, few members use a rathe~ small amount of marijuana. It is differentiated 
\' 

from Cluster 2 by the fact that these youth do not smoke. 
I 

Beer is consumed about 

once a week" 'olhile 'vine and yllrd liquor a):e drunk only occasionally • 

ma:t:ijuana has been consumed by some members only once every two or three months. 

-'"'------
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Cluster 6: Beer Drinkers. This small cluster is characterized by the weekly 
, 

use of alcohol.. It differs from groups 2 and 5 in that be.~r is the only 

alc~holic beverage consumed by these youth. They show extremely low scores 

'for wine, hard liquor, tobacco, and marijuana. Therefore, there is virtually 

no use of any of the other hard drugs. 

Cluster 7: Diffuse and Severe Drug Use - Hulti.ple Patten!?....:.. The sample 

memgers falling into this class are characterized by heavy a.nd diverse use of 

drugs. They are, ho~.;rever, extremely scatt~red within the high consumption 

region of the measurement space; No highly recurrent patterns emergGd from 

this collection of respondents. They are dissimilar from each other in t;erms 

of the particular range of drugs used, and in the freque.ncy of use. The 

fol10~ing patterns are illustrative of this diversity: 

1) Amphetamine use, coupled with daiiy use of alcohol, tobacco and 

2) 

~) 

4) 

marijuana. 

Daily ~se of tobacco and marijuana and ~veek1y use of psych~de1ics 

with less freq~ent use of alcohol and tobacco. 

Daily use of codeine, ~vith occasional use of a+cohol. 

Weekly use of both marijuana and hard liquor but minimal beer or 

wine use. 

Each of these pattetns .represent particular styles of polydrug use 

which is not found with sufficient frequenc"y in this sample to al1m'1 the 

formation of a class or sub type of drug users. 

D!=mograE!~ic and Educationa1,Corre1ates of the .Polydrug Types 

Establishing the validity of any typology involves examining its 

correlates ~.;rith other variables whicl1 did not enter into its construction. 

7' f 
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This is a large and extensive undertaking, and in the present pape~ we can 

only begin this patticu1ar task. We have initially correlated the above classes 

against age, sex, ethnicity, and grade point average. In regard to sex and 

age~ nQ significant differences bet\.;reen the types were found. However, it was 
. 

nqticed from the contingency table that the large type 1 tminor or occasional 

use of alcohol) had a majority of younger youth aged 13 and 15. Similarly, 

there was no significant association between the various drug classes and.th~ 

ethnic groups. A marginally significant relation was found in relation to 

grade point average (A,B,C,D) to the drug using classes. In this analysis it 

was noticed that the types 3 and 5 (i.e., the smokers, and the multiple drug . 

" users), hud 10tver grade point averagel3 than the other types. The small number 

of cases falling into the serious drug users and the outlying group makes any 

statement of these groups relatively unrell;ab1e.· The a.ge and grade point average 
, 

relationships 'to this typology are consistent with general ~xpectations re-
, ' 

garding the age and education'a1 performance 'Of multiple drug users, although 

the finding ,vith regard to smokers is somewhat surprising • . 
DISCUSSION 

. 
The present Chapter illustrates the use of multivariate taxonomy techniques" 

for the purposes of descriptive exploratory analysis in the context of the 

epidemiology of crime. Three offense domains were chosen for illustrative 

purposes: theft, violence and, drug consumption. In, total, these domains 

included, respectively" 6" 19. and 13 separate behavioral items. This gives a 

total of 29 separate behavioral offense measures. 

The sUIllillilrization and 'data-compression 1 function of taxometric c1assifica--

tion is well illustrated by these analyses. Each of the domains is summarized 

by a single" highly homogeneous (for the most part), and strongly 

, 
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i The separate items are integrated ~V'ith each other into integrat ve taxl:>nomy. 

a fairly we11-c:rrganized. taxonomy. Thus, twenty-nine separate behavioral 
. 

items can be replaced (or summarized) by only three taxonomies. We concede 

that additional measures of the accuracy of the behavioral taxonomies could have 

been used. Our intention, ho'(.tever, in the present Chapter, \'las clearly 

1 d did not utJ.'lize the full range of eva1uat:! ve techniques • • olfE or,atary, un 'tole ~ 

These are examined in other chapters of this report. We ~V'ould argue, however, 

that the organization of data and. the descriptive summarization of complex 

multivariate domains, as illustrated in the present Chapter, represents a 

use of taxometric methods whicp. may have extreme utility for epidemiological 

descriptive purposes~ 

Regarding the function of exploratory analysis to discover 'new' patterns,· 

'the present analysis has a1~0 been informative. The precise combinatioms of 

particular drugs, or theft or violence patterns, that adolescents follow 

i h d Admittedl.y, th·e ' appear to have been \'discovered t· by the taxometr c met 0 s. 

knowledgeable practitioners may make an educated guess at the prevai~ing 

patterns. On the basis of his/her '~xperience, such a practitioner might come 

up with an intuiti~e1y appealing set of profiles. Rowever 2 the present Chapter 

indicates that the taxonomic methods represent a useful alternative approach 

for this task of discovery. 

In terms of ranking the various approaches utilized, we have relied on 

the work described in other chapters for the artificial data sets. In those 

analyses) there was, in fact, a 'known correct' solution. The variou~; analytic 

approaches could be compared according to their kinds and levels of deviation 

fr9m the correct solutio.n. In ,the present instMce, no such attempt at ranking 

.. 
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was conducted. loJ"e are more ,concerned ~V'ith the commonality of results and 

the consistency of description., These re :t.. ti 1 1 i h . suo I;.S, .par cu ar Y !l t e case of the 

drug~'l)rofile analys:i.s, show a stt'iking sim:lJ.arit.y to each other. The 

symmetric Lambda scores obtail.1ed for the dJ:ug patterns tV'ere highly encouraging. 

Yet, it is also clear that cluster analytic methods with d"ifferent cluster­

definitions similarity measures and linking-principle? will tend to find 

different partitions in data. This is most clearly il1u$trated at the sub-class 

level within the present analyses. The boundaries bet"l>leen classes, and the 

mambershj,ps Of. cases with:i.n classelS a'"o not. J.' dentl.' cal. H - ~ - owever, &1 examination 

of the accumu1atad results indicates substantia,l agreement b~tt:reen the various 

ana1y:ses. SurpriSingly, the impact of the different s.im11arily coefficients 

,was again ·l?robab1y more drastic ·than that of the grouping method. 

·Thus, the t·w·o prior conSideratio~s of. the epidemiological specialist 
-.. 

regarding the logical nature and definition of a 'class' and of 'similarity' 

are again of initial importance for the use of classification methods. Our 

present results have the effact: of .forcing us to the conclusion that· the' 

numerical taxometric methods c~m incorporate many diffe,rent definitions of 'class' 

and \'similarityt, and these will- often recover different features of information 

from epidemiological data. It is essential that the defin:l.tions of t!hese 

key concepts be consistent with those' of thEl epidemiological specialist. Yet) 

in our revj.etV' of criminological 1i.terature,· no clear discussiot1S. of these 

concepts exists. The c1ar·:£icatJ.' f th 
:J. on 0 esc COl1C~pts for use in epidemiology 

is therefore a critical task if taxometric methods are to be used with optimally 

good results and an optimal clarity of understanding of the results that are . 
obtaine~.' The emergence of nuP{erica1 methods for classification may force 

the substantive specialist to re-examine and clarify the meanings of the 

~_~ ____ J' 
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defini tions of ,. class' and 'sim:1.lari ty I if they wish to make the best use of 

these methods. 
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INTRODUCTION 

. The I-level classi fication system (Sullivan, Grant and Grant., 1957) is 

p~obably one of the most widely used, best-known, and controversial 

classification sy'stems. It is used for the theoretical expl!3-nation of 

delinquent behavior, as well as the classification and treatment of delinquent 

youth. The system seems to be Hell-grounded in the theories of., 

e~o-development, personality structure (S~llivan) 1940), and socialization. 

(Sarbin, 1952). Loevin~er (1976) describes the I-level system as a 

developmental characterology. Each of the major types is seen as manifesting 

inCN)d.sed levels of psychological development in general, and inbarpersonal 

maturity in part.icular. Development proceeds in a direction of incr-easing 

involvement with others, greater perceptual and ~ognitive ~iscrimination, 

perceptual accuracy, and per'sonal effect.iveness. Each stage exhibits, and is' 
/\ 

partially defined by, a 1I'6'ore ll pr?blem~. FilCations at partic~larstages are 

seen as be~ng possible. Extensive, descl"'iptionf\of the I-level stages and 
. '/ , "~ 

subtyoes are provided in a variety of sources' (see Loevinger, 1976 j Pauke,r and 

Hood, 1979j etc.). An abbreviated description of the system is given below. 

Basic Subtyoe Tyoical Responses 
I-level Code Subtyoe Name, to Fr:!d~ration, Problel1i:s ""'yl--

I2 1 Aa Asocial, aggressive Resoonds with activ~ demands and 
open hostility when frustrated 

2 Ao Asocial" passive Resnonds with whining, . comolaini.ng, 
, and withdrawing when frustrated 

I3 3 Cfm Passive conform~st Responds with immediate comoliance 

II 
to authority or oersons in POW~l" 

4 Cfc Cultural conformist 'Conforms to soec'ifi,c referenne 
, grouo 

\! 
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Subtyoe Name 

Manipulator 

Neurotic, aoting out 

Neurotic l anxious 

Situational, 
emotional reaotion 

Cultural identifier 

Tyoical.Res~onses 
to ~ustration, Proble~s 

Tries to undermine the oower of 
authority figures and/o~ usuro the 
power role for thems.e1 ves ' 

Responds with condemnation of self 
and tries to outrun or avoid 
conscious anxiety 

Responds with symptoms of emotional 
distul'bance to 'oonflicts stemming 
from feelings of inadequacy and 
guilt 

Re~ponds to crisis by acting out 

Responds to identifioation with a 
d7viant value system by living' out 
h~s/her delinq~ent beliefs 

Idhe1reas the ,basio I-level staires . ~ were· theoretically derived and speoified, 

the subtype levels were. empirioally derived (Pau'ker and Hood, 1979). The 

followitlg basic questi~nsa~e adaresse'a b th Y e present work • 

. The Use of Cluster Ana.lytic Methods fcii' Th .. 
'Analysis eory Testing and Confirmatory 

Model-testing has been mentioned as one of the major potential uses. of 

taxometrio methods (Ball, 1 ~70 i Brennan, ... 1972 j and others). A well-defined 

tYDological model--defined in terms of olass stereotype and olass 

boundaries--oan be oompared with the natural struotures emerging from the 

data. 

assess 

Various IIgoodness-o f-f'it I cae fficients and l)('oced1:lres oan be used to 

the adequaov of the b'rooosed theoretical model in regard to its 

conSistency with the real da~~. The pre~ent study follows this m~del of 

comoaring a orooosed,or theoretioal ta:<onomic model with real data. 

.. 
;"i'., 
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The Jesness Instrument versus the Interview Method of Reachin~ an I-level:. 
Des igna tiol!. 

The Jesness psychomet~ic orocedure and the interview method represent 

alt~rnative orocedures for reaching an I-level designation for a youth. There 

is some, debate on the relative merits of the two procedures. The psychometric 

approach aooears to be more reliable, more efficient. more objentive, and 

cheaper (see the reviews in Pauker and Hood, 1979). It may be gradually' 

disolar>ing tne interview method as! the most commonly use'd approach in r.eaching 

an I-level designation. Palmer (1980 - personal communication) suggests that, 

bv and lar~e. the two aporoaches give comparable results, with a small 

tendency on the part of the 9sychometrin nrocedure to give lower I-:evel 

designations. ,This would result ,in a small nercentage of any, samole of youth 

falling into lower I-level classes with th'e psychometric procedure.' 

It is to be stressed' that our present examination pertains ourely to the 

I-level -iesignations of the psychometric orocedure and not to those of the 
.. 

interview aooroac~. Any ~en~ralizations from the oresent results to I-levels 

obtained f~om intervie\;lS would be critically dependent on the isomorphism 
Ii 

between the psychometri!.: and interview methods of obtaining thE'; I-level' 

classification. 

Identification of' the "Natural Tyool2$ical Structure" within Early Adolescence 
as Assessed by the Jesness Dimensions 

Although the Jesness dimehsions are utilized to identify the I-level tyoe . 
designations of yout.h, it is .quite possibl~ that an alternative typological 

\\ 
structure may lie embedded within this complex multi~dimAnsional personality 

~ 

assessment domain. Our most basic question in this research was whether such 

a structure exists, and, if so, how would it comoare with the I~level 

designations that were generated for the same youth. from the same 

, r 
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dimensions. If the I-level, classes are real. then we hyoothesize that they 

should be discovered by the e~pirical classification methods., If they' 

constitute a weak, nonexistent (~rtifactual). or ourely theoretical kind of' 

~tructuret then they may show only very weak (or noneldstent) boundaries, weak 

internal homogeneity. and may have no oVer'lap with the more "natural'! 

boundaries that are contained within the data. These questions are addressed 

in the oresent research. 

The "Objeotive Realityll of tne Types: Do tne nTyoesl~~!d 

Questions have been raised regarding whether the tiOOA and subtyoes within 

the I-level system actually exist, or whether they simpl:r r'~p~esent 

theoretical nnnceots with little objective basis in reality. An early study 

raising this question was that ,of Butler','and Adams (J.966). A'most intere,sting 

finding stemmed from the attemot by Butler and Mams to reolicate the I-level 

classes on a sample of delinquent girls by conducting Q-factor analysis on the 

Jesness dimensions. Their emniri9al typology was' comoared to the I-levels 

(obtained by the interview method),1 wj,th the surprising findj,ng that no clear 

re1a tionshio exis~ed. ~imilal'ly, Keck (1978) as reported by Paul<er and Hood 

(1979) ,found no relationshio between I-level (interview method) and the 

Jesness scale scores. or the MMPI scales. Other attemots to establish 

concurrent validitv for the I-level system (assessed either by the Interview 

or the Jesness dimensio~s) bv ~oecifically, cross-classifying it, against other 

tyoological systems have ~et with very mixed succes~. Carbonell (1980) round 

no relation between Megar'gee's MMPI tyoes and the I-1ev~1 (Jesness method); 

Smith (1974) found only a weak relation between the I-leve]. (Jesness method 

and Evsenck's personality ty~61ogy. ~erner's (1975) tyoology based on the CPI 

had little over'lao tdth I-level., The imolioations or these f\),ndings are that 

D 
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the I-level classes established bv tbe Jesness method have minimal 07.' weak 

homogeneity on many basic oersonalitv dimension~ (i.~., the MMPI, Eysenck's' 

dimensions, the Quay system) •. Anot.her imnlicat10n is that th~.se I .. ,level 

classes also may have rela ti vel v 10\0[ overlao with I-level as established by 

the Interview method. 

roross-validation against relevant continuous variables. on the other hand. 

orcv1des more encouraging suppor~ for the I-level. Reviews by Pauker and Hood 

(1979), Jesness (1974), Palmer (1977), and others indicate that the I-level 

has significant and meaningful correlations with many variables such as I.Q., 

internal-external control. socioeconomic status, race, etc., Whiie the ~et of 

cumulative research is encouraging in re~ard to I-level as a continuous . . 

"dimensiorju of ~rterper.sonal' de'velopment. the. earliel' weak assooiations~Lith 

other typolo'!ies raises questions_ regarding the appropriate "number ll of types, 

the boun-dary conditions. and'the levels of inteI"nal homogeneity of these t.yoes. 
, , 

Boundaries and Internal Homo{feneities: 
How Well Structured is the I-level Tyoolo$Y! . ~ , 

Related to the above question of the "reality" of the I-level types is the" 

questio,n of establishing the s.trength of the boundary conditions and internal 

homol,5eneities of' these types. The' reality o~ eKistence of any set uf tYPt;l.s is 
, 

largely governed by the presence of discontinUities, or strong boundaries, for 

the types. This ,is inevitably'coup1ed witp certain atypica1ities on a subset 

of type-attributes on whi?h each tyoe is homogeneou~. To date, there. has no~ 
, \:.1 

apoeared in the 1ite~ature on the I-leve1c alassification an explicit 

examination of the nature of the boundary con1)iticms and internal 

homogeneities of the system. '~h;~\ oresent chaoter will ol"ovide an initiol 

eKamination of these issues. 
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~ Re1at:ion of .I-level to Delinquent Behavior: rl/ha.t is this Re1ationshio? 
. -

Kornfeld e't al. (1975) raise the question of the exact pelation betwee'n 

I-level and delinquency. 'These reviewers critioize most of' the prior peseal'ch 

for u,slng only samples of delinquents and incapoel'ated youth. They point out 

that very f'e\'l studies were available Which eleamined broader samples of both 

d.elinquent and nondelinquent youth. The present study uses p~ delinquent 

and nondelinquent youth ond can be used as a vehicle t.o examj,n~ ,new asoects of 

this issue. Spec~fically we will eleamine: 

1. How the I-level system (Jesness method relates to delinquent behavioPj 

2. How strong is the linear relation between the Jesness dimensions 

(taken seDarately, and then in a linear composite via multiple 

re&;ression) and delinquent behavior; and, 

3. How strong is the relation betHeen the natural tYPological structure 

of the Jesness ,data and delinq~ent pehavior. 

METHODS 

In the initial stage of exami!ling the tYPOiogioa1 structures within the 

Junior High School samole, seven di ffer'ent aoproaches to cluste.ring were 

used. The two hierarchical methods UPGMA and HMODE were used with thl'ee . \\ 

seoarate similarity coefficients: Euclidean distance, COSine, and the 

correlation coefficient. In 'addition we also used the NMODE method, which is 
jI 

oonfined to the Euclidean di~tance met,ric. The first six' of these 'analyses 

(i.e. the UPGMA and HMODE analyses) orovided nierarchical trees of the 

taxonon'lic st1"Uctur'e of' the data. 

In a second stage of our examine. tion we 'utilized iterative relocation 

clustering (the MIKCA orogram), with minimum det (vas the qlustering 
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criterion. Variations in the use of the MIKCA orogram stemmed f'rl"m the 

selection of different initial, seed points (see Evel"itt 1974) ,and diffet'ent, 

k-levels (1. e. numbers of cluster's). The particular starting solutions al~e 

indicated on the appropriate tables in the results section. 

DATA 

Fourteen hundred junior' high school youth in ··Cali fornia were tested \-lith 

the Jesness inventorv during .1978., This data was kindly made available to the 

present oroject by Dr. Carl Jesness. Each of the youth had already been 

classified into an I-level status using the discriminant function procedure 

(see Moloff & Jesness 1974). 

Since the agglomerative 9lustering methods cannot deal wi~h sample sizes 

gre~ter than 200 we selected a 15% random sample from the total junior high 

school group" This sample contaJ:hed approximately equal numbers of male and 

female youth (48% and 52% respe~tively). In re~ard to age. 53% of the youth' 

were 13, 42% were 141 and the remaining few were 12 01" 15 years old. The 

followin~ table indicates the breakdo\<7n of the sample according to I-levels: 

General I-level Stage 

I-level 2 

I-level 3 

I-level 4 

Sub-j:.yoes r,l1 thin r'-level 

1. unsoc ial~ ed a(s~p'essi ve 
2. unsocialized passive 

3. immature conformist 
4. cultural conformist 
5. manipulator 

6. neurotic acting out 
7. neurotic anxious 
8. situational emotional 
9. cultural identifier 

D 

? • 5't'/1" 
).5.H 

9.5% 

45.7% 
10.6't 

6.0% 
2.0% 
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" 

, The above assignments to the sta~es and substages of the I-level indicate 

that the categories of cul tu,~al conformist (15% ?_, neurotic' acting out (45%) 

and neurotic an Kious 0.0.6%') were the mo~t or'ominant sub-types within this 

adolescent sample. To look at' the more gener'al I-lev'el categories, Vie also 

formed a simoli fied version of th~ Je n' I 1 ., 4 s ess ,- eve~ assignat~on consisting of 

general cate,,-or-i'es. Th~s collao ' f d ., ... ,a,i.ng con orme to the more basic I-.level 

gr-ouDings as indicater! bit t,he earlier- liter-atur-e (See Loevinger 1976). The 

fir-st two categor-ies (Le. unsooialized aggressive and unsoc1alized oassive) 

were collapsed into the unsocialized grouQ i.e. the 1-2 l~vei. The I-3 

matUrity level was then for-med by collapsing the immature confor-mists (3), the 

cultural conformists (4), and the manipulators (5). into one general Class. 

Finally, we fOl'med two sub-groups at the 1-4 level. joining the neurotic 

acting out (6) and neurotic an~ious (7) into one g~oup, a11d , collapSing the 

'situational emotioi'lal' and 'cultural identifiers' into another. Thus, these 

four grouos cor~espond to the levels I-2, 1-3, I-4, levels with two sub-groups 

at t~e 1-4 stage. 

The data sample also cont·1.ins a sel f-reported delinquency score. 1'his 

scale represents the sum of fourteen delinquent behaviors committed during a 

one-year period. Each item is scored from 1 to 5 using Simple frequency 

resoonse format. The delinquent acts included such behaviors as: fighting, 

vandalism, threats, various tyoes of theft, drug and alcohol use, truancy, and 

running aI-Jay from home. The total delinquency scale scores Vlithin this data 

set, therefore, ranged from 14 to 70. On the basis of a histogram of these 

scores we established.the following foul" classes of deliquency: 
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Delinquency Level 
Delinquency Scale 

Scor'e' 
Number' of Cases in 
the Anal,Ysis Sample 

Sample 
't 

1 = Non-delinquents 

2 = Minor' delinquency 

~ = Multiple delinquency 

4 = Fr'equent and multiple 
delinquency 

5 - Frequent and sOr'ious 
delinquency 

14 - 20 

21 - 27 

28 34 

35 ... 41 

42 - 70 

97 

49 

25 

16 

12 

48.5 

24.5 

12.5 

8.0 

6.0 

It can be seen" ther'efor'e, that there are 97 youth in t.his subsample who 

ex:hi bit virtually no delinquent behaviol' V1hile ther'e are 12 youth who are very 

hi~hly delinquent • 

The Measur'ement Soaee: The Jesness InventorI 

The Jesness Inventor'Y is a personality-attit~de test which was developed 

by Carl F. Jesness primar'ily' for the purpose of distinguishing dolinque.11t fr'om 

nondelinquent youths, and for diff'er'entiating among delinquents of var'ious 

types. It consists of 155 true Or' false items from ~hich,' through the us~ of 

cluster and factor' analysis, elev~n scales wer'e derived (including an 

indicator of delinquency proneness, the asocial index). The scales are as 

follows. 

1. Social Maladjustl!!£Lllt,. This scale delineates a set of attitudes 

associated with "inadequate oi~ disturbed socialization." It measures the 

e:<tent to which a person shanes the attitudes of those "who demonstr'ate 

inability to meet envir'onmental demands. 1I Use of this scale reveals that 
~ 

delinquents tend to show a negative self-conceot, feel unhaooy, feel worr'ied 

and misunderstood. ~istrust author'ity, blamaothers fo~ their p~oblems, are 

bothered by feelings of hostility, "generously evaluate (lat"ents, It are 

sensitive to criti~ism, an,d "acoept m~ch behavior' regar'1ed as antiso~ia1.11 
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y&l;le Or'ientati,on •. This measures the tendency to share the attitudes 

and opinions of "persons in th.e lower' SOCioeconomic classes.". Items from this 

scale selected for use were ~hos~ which separated SOCial class ~rouoings basad 

on ratings for the,father's occupatl·,on. ~'th' th t 
. ~1 1n a eon'eKt of this scale, it 

seems that delinquents look for tr'ouble. luck, and thrills, ar'e characterized 

by fear, and failul'c, a gang oroientation, toughness, a!)d a tendency to "vie\v 

internal tenSion in ter'ms of soecific symptoms." 

3. Immatul"it:..Y..' Her'e the emphasis is on a displayed tendency to possess 

attitudes which would be considered usual for pet'sons of a youn\3er' age,_ Items 

wer'C chosen that discriminated between different age groups.i!) the non­

delinquent sample. Items suggested tha.t some delinquents ar's naive about 

eKprcss1ng motivations I tend, to'SUPP"'ess o"'obl 1 k' . 
" ems, ac lnslght, and express 

anxiety through somatic sympt0lll;s. -LI. Autism. 
Th5.s scale measures the tendency to "distor't ~eality" in 

order 'to accord Wi,th D,e~sonal deRl· ... es and needs. Th 
- , e self in this Case does 

not seem to be clearly distingUished t'r'om the nonself Or' objective reality. 

Those \'lho SCOl'e hi€;h on this scale tend to see themsel ye~i"as Sillat't, good 

looking, and tough, to hear things, daydr'eam, and feel something is wr'ong t-lith 

their' minds. 
Thev also pr'efer' to be alone, al"e t'earful, and "express many 

somatic complaints." 

4. Alienation. This scale meaSUI'es the degl'l~e of dist1"ust,and 

estr'angcmeot a De1"'80n displays in attitudes towal;d others (esoeoially'other's 

r'eoresentin.:! autho"'J.'ty). It has been "'0 ...l th t d l' 
~. . I un~ a e 1nquents score hiSher on 

this scale than nondelinqucnts at virtually every age level. High SCOl"ers 

tanH tQ have DOOr' interpersonai ~~lationshics. to be critical and intoler'ant 

of others, Drojeot hostile fcelin~s onto others, and deny oarsonal Dr'oblems. 
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6. Manifest Agg~essiop. 'The focus of this, scale is on the acute awa~eness 

of'unpleasant feelings (pa~tl.cula~ly ange~ and frust~ation), the tendency to 

readt quiCkly' vlith emotio~. and "oe~ceived discomfort cbnce~ning the presence 
.. 

and control of these feeling~." The high scorer is typioally conderned '-lith 

controlling feelings, expresses disappointment with others, .and is frustrated 

in effort~ to "un~erstand and f~el comfortable with himself." 

7. ~thd~awal-Deore.;'?s,ioll. Thls scale measures a I)el'ceived lack ,of sa:tis­

fact~o"l with sel f and others, along with a tendency tOHard isolation. High 

scorSrs feel depressed, sad, misuriderstood, prefer to be alone, f~el that 

"fighting is bad," and are displeased by displays of aggressiveness. 

8. Social Anxiety. This scale deals with a oerceived emotional disoomfort 

associated with interpersonal ~elationshi~s. High score~s feel n~rvous 

tension, see themselves as, sensitive ,to criticism, and are unduly ,shy~ 

9. Reoression. Measures the suppression of feelings and emotion which, 

under normal circumstances, would be disolayed, or the failure to label these 

emotions. High scorers do not admit the p~esence of negative feelings, and 

are generally not critical of themselves and others. 

10. Denial. Measu~es the reluctance to acknowledge unpleasant events or 

aspects of reality 1I0ften encountered in'daily living." This scale emerged as 

a separate cluster from the repression scale, and do~s not correlate ~ighly 
, 

with it. High score~s see their oarents as without fault and admit no oonfli'ct 

with them, deny oersonal inadequaoies or unhapoiness, and a~e unwilling to 

oriticize others. Low scores on this scale indicate a willingness to admit 
',j -

oroblems, conflicts, and inadequacies. 

11. M~cial IndelC. This 50eci&1 scale'measures the extent to Nhich 

personal or sooial oroblems tend to be solved without regard for social 

oustom3 or rules. 
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RESULTS 

General Taxonomic Structure of the Samole 

, The natural mode-seeking method (NMODE) with a dense point radius of 2.5 

detected 6 modes in the analysis sample. This was a clear suggestion of 

cluster,:",like structure in the data. It Nas dis,covered, ho\o/e,ver, that one of 

the modes was verv la~ge (112 pdints) whi'le the other modes were small. It 

was also found that 40 points \Ver'e,left as outliers. 

With a smalle~ d~nse point radius (R=1.66), NMODE detected only 2 small 

natural modes. Surprisingly. both of these fell within the large 112 point 

cluster that had been discove~ed in the first analysis. This suggested 'that 

the large dense cluster might fruitfully be b~oken down into at least 2 

The hierarchfcal methods also provided evidence of typological structur·e. 

All of the dend~ograms ,oroduce'~l bv the' UPGMf\. analyses exhibited long brarich 

lines in the later stages of the tree, "again suggesting the ~xistence of 

clustt:H's. Prior to any intei'pretation of these cluste~s, however, we examined 

their stability in the data. 

Table 1 examines the stability or overlap bet~'leen the clusters which ' 

emer·ged at various levels of'the tree diagrams for the various hierarchical 

methods. The agreement between UPGMA and HMODE (both using cosine) reaches an 

encouraging level (symmetric 'lambda = 0.66). 'Nhen ,EUClidean distance is used 

lambda falls below 0.5. Thi~ agreement between the two methods when utilizing 

distance is, however, misleadingly low. This· stems oa~tially from the fqct 

that there is a large discrepancy in numbers of outliers between the ·two 

analyses. This analvsis, however, also orovides confirmation tpat some 

relatively stable cluster~ exist within a 'Doints-in-soace', model of 

.. 
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TABLE 1 

Me,asures of .Partition Agreement for JES1 
Comparing pPGlvIA and RMODE Partitions 

II II 
Partitions (same sim. c,2ef . ) C1uster.s?~ Outliers Rand Jaccard Lambda 

UPGMA-d (i90) VS. HMODE-d (6) 7x6 4, lf6 .787 .457 .463 
UPGMA-d (190) vs. HHODE-d (6) 4x5 18. 51 .786 .468 .482 
UPGMA.:.cos (190) vs. HMODE-cos (6) 8x8 3, 40 .882 .527 .664 
UPGMA-cos (193) vs. HMODE-cos \6) 6x8 0, 40 .844 .476 .616 
UPGMA-r (191) vs. HMODE-r (6) 8x6 0, 42 .742 .258 .385 

Partitions (different sim. coef. ) 

UPGMA-d, (1.90) vs. UPGMA-cos (193) 4x5 18, 6 .73i .321 '.466 
UPGHA-cos (190) vs. UPGHA-r (192) 9:;:7 0, 0 .813 .321 .517 

*The numbll!r of c1ustnrs at a particular tree-level depends in part on the 
minimum n1..lmber of points required. to make a cluster. Smaller groups are, 
thro~m into the "outli~r" category. -In this table, where the number of groups 
for a given part;i.tion changes it is because the minimum cluster size was 
changed. (Treatment of such small numbers of points has little 
impact on the agreement coefficients.) 
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similarity. The w:orst stability however, is found \o!hen the correla.tion 

coefficient is used. INhen the Q-correlation is used with- these two methods 

sYJIletric Lambda is ,only" 39. This suggests that the partitions baBed only on 

profile shape are unstable. 

~lternative Classification Structures Usin~ Iterative Relocation~ethods 

Additional analyses were then oonquoted on the same data usi~ the K-means 

method (M!KCA) of clustering. INe eKperimented with differerlt starting 'sefJll 

points' in the MIKCA'analysis~ Specifically we utilized the cluster centroids 

which emanated.from the following: 0 UPGMA-d with 4 and 7 clusters, UPGMA-CClS 

with 5 ~d 7 clusters. INe then examined tne partitiorJs which resulted from 

utilizing random starts for tbe MIKC! analY3is. This aspec~ of the study 

serves both as a methodological 90moari~on betw'een ~,~e hieral~chical'.>methods 

and the K-means method, pnd as an attempt to refine the hierarchical 
. 

partitions. Basically, 11 separate partitions were created with the MIKC! 

method, ranging from 4.to 7 groups. To' reduce the risk of ootaining local 

minimtnn solutions we utilize? several sources ot" starting centroids. The 

starting config1:lrations and the cluate!!'inQ; criterion values for th€ resulting 

partitiOns are show in Tabla lea). 

In evaluating this table it s~oul? be noted that the criterion values can 

only be compared for those partitions which contain the same number of 

classes. With a random start it might be noted that with more clUsters (i.e. 

from 4 through 5. 6, and 7 cfusters) there is a steady lowering (or 

imorovement) of the criterion value. 

A second point to notice is that in only one case did the imoosed starting 

centroids oroduce a lower criterion value than the random starts (partition . 

No.3 at the 4 ~rouo level). It aooears that the iterative relocation tends , 
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Table lea) 

MIKCA Analyses of Jesness Samole: Starting. 
-Solutions, K-levels. I and Resul ting Crit'erion Values 

II of Criterion 
GrQuos Source of St~rting Centroids (det 'll) 

4 Random start .96 x 1021 
4 Centroids of first 4 SRD .99 x. 1021 

categories 
4· 'Centroids of 4 I-level .95 lC 1021 

categories 
4 Gent~oids from ~PGMA-d 1.01 x: 1021 

level 190 

5 Random start .75 x 1021 
5 Cent.roids of 5 SRD categories .83 l( 1021 
5 Centiiroids from UPGMA-cos .86 l( 1021 

level 193 

6 ~andom start .64 x 1021 

7 Random start .530 x 1021 
7 Centroids from UPGMA-d 

ievel 180 
.58 x 1021 

7 Cent'roids from UPGMA-cos .534 lC 102~' 

upon a: local minimum which is close to the input starti~g 

solution. The agreement level between a clUster analysis~artition that 

serves as a svurce of starting centroids a:.1d the resulting MIKCA partition in 

these instances is relatively high~ ExaIIl"les of this can be seen in Table 1(c) 

wUh MIKCA partitions 4, 7. 10, and 11, all of which produced high values of ' 

the Lambda and Rand coefficients when compa~ed with the partition that 

su"plied their starting' centroids'. 

By the MIKCA clustering criterion, then, the random start solutions were 

generally better than the' others. The best of the MIKCA solutions are 

compared in Table led) ,and sho~ moderately high agreement levels between 
. 

partitions. Thus we are encouraged to assume the existence of certain 

similarities of "membershio" between these classifications,. 'ole emohasize, 
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" 
Table l(c) . 

Agreement betw'een Source of Starting CentrQids 
and R~'su1ting MIKeA Partitions 

Source'of 
II Starting Centroids II groups Rand Jaccard --

2, 
3 
4 
6 
7 

10 
11 

D~linquency levels 4x5 .638 
I-level Categorie:=;. 4x4 .,618 
UPGMA-d level 190 4x4 .808 
Delinquency levels 5x5 .• 666 
UPGMA-cos level 193 5x5 .824 
UPGMA-d,level 180, 7x7 .873 
UPGMA-cos level 190 7x7 .840 

Table l(d) 

Agreement Between the MIKCA.Partit~ons which 
had the Best Criterion Values 

MIKCA Partitions II groups ~ Jaccard 

1 vs. 3 4x4 .789 .414 3 vs. 5 4x5 .754 .307 5,vs. 8 . 5x6 :818 .350 5 vs~ 9 ,5x7 .834 .364 8 vs. 9 6x7 .822 .286 
9 VS. 11 7x7 .837 .293 

" 

.233 

.283 

.477 

.,245 

.445 

.410 

.364 

Lambda 

.626 

.452 

.563 

.587 

.508 

.509 

Lambda 

.185 

.303 

.652 

.165 

.627 . 

.637 

.'596 

" 

, 
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however, that these symmetric Lambda values, while indicating some ~eneral 

stabHities: do not by any me'ans indicate that elCactly the'same clusters have 
"., . . -- , 

emerged from different sets of analyses (the details of this can be elCamined 

in Table' 2). 

The Lambda agreement coefficients were Much lower when comparing cluster 

analytically generated classifications with the I-level classifications 

provided by Jesness, or with the classification of delinquent behavior as 

provided by the Jesness data. This indicates that the cluster analytic 

centroids have converged upon str~ctures that'are much different (rom these 

elCternal partitionin~s of the data. This is one of the major substantive 

findings'of the present study. 

Refinement of a "Best" Partition 
.. 

The analyses so far suggest that,between 5 and 7 core clusters elC1st in 

. this data set (when the min~um cluster size is set at 7 pOints). 'Ne have 

chosen the 7 cluster oartitions to be elCamined in' more detail in order to 

avoid loss of i'nformation that would result from considering too few 

clusters. . The following three 7-cluster partitions were selected as the 

best~ (1) UPGMA Cosin~ (level 190) because of it's high stability (2) MIKCA 

analvsis 9 (random start) and (3) MIKCA analysis 11 (UPGMA cosine starting 

solution, level 190). 

The two MIKCA partitions have almost equally low criterion values. It 

might be noted that there i~ good agreement between MIKCA (analysis 11) and 

the UPGMA-cosine (level 190) with 7 clusters (Lambda=.60). This level of 

agreement while un?erlining th~t the~e is nbt a complete cluster overlap, 

indicates that the different methods have again conve~ged uP9n a roughly 

similar paptitioning of the data. Similarly, MIKCA analysis 9 and MIKCA 

-

----------~--------------------------------'--------------------------------------~-------------.~---------

I 

I 
I 

i 
I : 

I I, 

I, 
i 
! 

\ : 

(a) J~IKCA 119 
.(Random Start) 

Total 

1 
2 
3 
4 
5 
6 
7 

(b) UPGMA-cos 
level 190 

1 
2. 

,3 
4 
5 
6 
7 

Outliers 

Total' 

(c) UPGMA-cos 
level 190 

1 
2 
3 
4 
5 
6 
7 

Outliers 

Total 
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Table 2 

Comparison of 7-Group Partitions of JESI 

I~ _____ --

MIKCA 1111 (UPGMA-cos Start) Partition 
.1' 2 3 4 2.....L 7 

7 
@ 

@ 
6 

2 
1 

2 
5 .@ 

30 .27 

Sym. lambda 
.509 

33 

4 

.@ 

4 

. 36 

Rand 
.837 

:8 1 

9 @ 

6 

36 24 

Jaccard 
.293 

1 @, 

13 

MIKCA 1111 (UPGMA-cos Start) Partition 
1 '....L 3 4 5 6 7 

2 

@ 
.-

2 

3 

© 
4 

8 
2 

30 ' 27 

Sym. lambda 
.596 

1 

5 
2 
9, 
4 
·7 
5 

,33 

1 

36 

Rand 
•. 840 

1 
@ .:. 

1 
@ 

36 . 24 

Jaccard 
.364 

'@ 
1 
1 

2 

13 

MIKCA 119 (Random Start) Partition 
1 2 3· 4 5 6 - --

2 

10 
1 

10 
1 
6 

30 42 

Sym. lambda 
.449 

1 

7 

® 
3 
1 

34 

®. 

28 

Rand 
.796 

15 

@ 
2 
3 

6 

21 

Jaccard 
.255 

7 -

5 
{ia'· 
"-" 1 

3 
2 

'29 . 

Total 

30 
42 
34 
28 
15 
21 
29 

Total 

12 
1'4 
34 
13 
55 
55 

7 
9 

Total 

12 
14 
34 
13' 
55 
55 

7 
9 

, 
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analysis 11 have a s~nnmetrip Lambda of .51 between them. A~ain this indicates 

a. rough similarity in t,he gene.ra1 partition structure of this, space. 

Table 2 displays the actual dverlap of clus,ters in the three best 

partitions. Table 2(a) indicates that at least 6 stable "core" clusters e~ist 

with rather fuzzy boundary r'el2;ions between, the cluster cores. The matches are 

circled: The seventh cluster in each of these partitions was created by 

solitting a sin~le cluster of the other. 

Table 2(b) compares the UPGMA cosine partition at the 7 cluster level with 
. 

the MIKCA analysis 11, UPGMA cosine start (symmetric lambda = 0.60). Table 

2(c) compares UPGMA cosine at level 7 with MIKCA analysis 9 which used a 

random start. As might be e~pected the symmetric lambda of 0.45 for the 

second analysis is much lower because of the different "seed"'points. 

'S'ome di fferences between the cosine partition' and the MIKCA oartitions 
, -

result from similarity coeff~cient differences. Several clusters in the two 

MIKOA' part.itions are very close t9 the origin; in' fact. cluster 3 of' the MIKCl 

11 partition contains the origin within its boundary. A cluster containing 

the origin however cannot be found in one piece using cosine as a similarity 

measure. In Table 2(b) cluster 3 of the MIKCA 11 partition is distributed 

across nearly all of' the cosine clusters. This cl~ster in the MIKCA-ll 

partition is the cluster which contained the origin. Clusters 1 and 2 of' the 

MIKCA 9 partition are spread across a large number of UPGMA cos,ine clusters. 

These types of disagreement might be expected whenever cosine and ,distance 

partitions are comoared. A generally consistent pattern of types emerges from 

all 3 partitions. The maJor differences occur only in the orof'iles of' the 

clusters which are close to ~he origin. 

. , 

l , 

o· 
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THE OVERLAP BET'N'EEN NATURAL CLUSTERS AND I-LEVEL 

1. Hierarchioal Methods 

In this section, we will compare the cluster analytio classes that have 

emerged ~rom this data set with the, I-level classif'ication of these youth 

reached' by the Jesness procedure. Table 3 presents the results f'rom our 

analyses utilizing UPGMA-cosine, arid U1:~GM'A-distance. This table indicates 

th~t al~hough there isa highly si~nificant relationshio (as ca~ be seen by 

the signif'icant chi-square value) the strength of this a'ssociation between the 

two partitions is very weak. The symmetrio Lambda values indicate that 

neither partition has much ability to predict the other. The Lambda value is 

low (.13) when oomparing, the: UPGMA-cosine analysis with I-level 

olas~ification.. On the other hand the UPGMA-d has an even poorer relationship 

to the I-lev~l (symmetric Lambda is .12). ' Table 3 illustrates that at the mid 

ranges of these I-leve~ 'elas,ses '(classes 3 throu~h 7) there appears to be 

virtually no r~lationship between the I-level classes and the empirically 

generated cluster types. It ,is only at the extremely low p.nd high I-level 

classes that any substantial' overla~ can be seen with ~he empirically 

generated clusters. At these extremes the relationship with the UPGMA-cosine 

oartition is quite aood. It may' b t' d th t 1 ~ 'e no ~ce a a 1 7 members of the lowest 

I-level cla.ss (Jesness classification) fall into one large empirical cluster 

(Le. cluster 6). Additionally, 15 of the'16 highest I-level designations 

fall into another large' emoirical cluster (i e. cluster 5J. The 

UPGMA-distance partition on the other hand Overlaos well only at the highest 

I-levels. Also, many of the lower I-leve! students are left as outliers. 

This is consistent with a general f'inding tnat the use of' Euclidean distance 

leads to a larger number of' outliers. 
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Table 3 

Jesness t I-levels Compared with 
Two UPG*IA Partitions 

UPGMA-cos I-levels. 
level 190 1 _£:... 3 4 5 L 2_ _8_ 

1 1 4 7 
2 1 1 6 5 1 
3 2 l' 28 3 
4 2 6 3 2 
5 - 6 8 8 14 4. 11 
6 3, 4 's 10 4 27 2 
7 -, 1, 5 
8 - . ,2 l' 4 . 

Outliers 1 1 1 

Total 3' 4 1S 30 19 91 21 12 

Chi-square = 148.4 (probability = .000) 

Li = • lEU, L2 = .065" L = .131 s 

UPG'£1A-d I-levels 
level 180 1 2 3 ' __ 4 2- 6 _ 7_ _ 8 _ 

....-...-

1 3 1 2 26 11 1 
2 2 1 11 1 
3 - , 1 5 '9 7 13 
4 2 f. 4 10 10 
5 ,1 6 2 
6 1 1 2 2 3 
7 .. 2 4 . 
~ 2, 6 4 10 1 

Outliers 2 2 1 8 ]. , 10 2 '1 
i:-;J 

Total 3 4 15 30, 19 91 21 12 

Chi-square = 218.56 (pr?bability = ~OOO) 
L1 = .195; 12 = ,.019, 1 = .122 s 

ii 

------------------------------------------------------·------------------------_______________ .... am ____ _ 
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, Table 3,(c) 

Inter-'centroid Comparison betwe'en Jesness Method I-level _9_ Total 
Classes and the UPGMA-cos Cluster Analysis 'Results • 

12 Inter-centroid Distances 14 U 
34 . 

I-,leve1 Classes 13 
4 55 1 2' 3 4 5 6 7 8' 9 

55 1 5.064 4.691 3.490 3.493 3.461 2.423 1.541 5.414 4.363 6 2 5.976 4.350 2.,011 3.183 2.463 1.981 1. 765 3.628 2.603 7 ( 'j 

6.302 5.675 2.971 3.064 2.416 1. 355 2.154 3.899 2.895 3 3 4 4.017 3.115 1.669 1.463 1.632 2.494 2.838 4.245 3.856 
5 6.70'7 5.765 2.463 3.262 2.118 2,.891 3.465 1.295 1.410 4 6 2.802 2.490 2.946 2.084' 2.944 2.672 3.088 5.898' 5.167 . 

I 

! 7 5.978 4.765 1.904 2.635 1. 717 2.221 2.905 3.368 3.212 
I, 8 4.842 4.916 2.897 2.212 2.250 1.499 2.854 4.340 3.425 
I' 
I 

I 
l 

I Inter-centL9id Cosines (at the' Ori,gin) 
j 

I-level Classes ~ 

_9 _ Total j t 

i 
1 2 3 4 5 6 7 8 9 

1 45 ' 1 .193 .055 -.425 ,:".329 -.756 .435 .833 -.506 -.293 15' 2 -.463 .054 .288 :".688 -.396 .081 .531 .233 .429 35 I 3 -.69.3 -.832 -.633 -.584 -.362 : 800 .290 .077 .271 3 30 
1 \ 4 .602 .{j61 .514 .652 .495 . -.768 -.234 -.1,33 -.352 9 5 -.621 -.536' .311 -.243 .560 -.408 -.312 .969 .862 9 6 .898 .803 -.028 .5'77 -.235 -.022 -.003 -.856 -.885 6 7 - .. 436 -.171 .399 -.105 .485 -.181 -.232 .373 .112 23 8 ' .191 -.339 -.649 .130 -.260 .556 -.319 -.232 -.088 27 
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The HMODE oartitions are rela'ted to the Jesness I-level classes in much , , 

the same way as the oorresponding UPGMA partitions. We utilized the UPGMA 

p~rtitions for our,further'analysis rather than HMODE partitions, because the 

UPGMA had few outliers. 

2. Similarity Relations between I-level Centroids and the Natural Clusters 

I-2: I-level subclasses 1 and 2; i.e., the lowest asocial I-2's in the 

sample, ,are both classified into n~tural cluster 6 (sociall~ m~~adjusted). 

Table 3(c) indicat.as the relations of similarity. The cosine values for these 

comparisons are 0.89 and 0.80 respectively, indicating an extremely high level 

of mutual similarity between these clusters. 

I-3: The two conformist subclasses Cfm and efc of I-3 level both classify 

with, the natural cluster 4 (reoressed hostile youth). The 'cosine coefficients 

are 0.51 and, 0.65 respectively, while the distance coefficients reinforce the 

closeness at 1.46 and +.63 r,espectivel¥. The homogeneity of the natural' ' 

cluster 4 is higher than that of the, two conformist subclasses (0.39 versus 

"0.18 and 0.36). This ~uggests that the subdivision into ~wo subtypes of 

conformist may be an artificial sep'aration. The low H,:"coefficient of the Cfm 
. 

l2:rouo further undermines the ~,dea that the oassive conformist, class can b~ 

regarded as a viable clustep. 

The third I-3 subclass--the manipulator (Mp)--is more strongly affiliated 

with the large natural cluster 5 (mature youth). It is also not a 

particularly homogeneous class and its members are spread across a· number of 

different natural clusters. This I-level subclass, althou~p close to natural 
" ' /i __ J/ 

cluster 5 (cos = 0.56, 0 ~ 2.1), is also~similar to the rep~essed hoatile 

youth of cluster 4 (cos = 0.49 and 0 = 1.63). It occuoies a position on the 

boundary between the two natural clusters. Again, this is consistent,with its 

low homogeneity (H = 0.25). 
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I-4: The two neurotic subclasses, Neurotic Acting-Out Na. and Neurotic-

~nxious Nx, also ocoupy a similar re'gion of the measurement soace. However, 

e,ach seems to have only a Single primary affiliation 'among the natural 

clusterS. Na is similar to natural cluster 3 (insil2:htful youth). The 

similarity is high (cos = 0~80, 0 = 1.3). 

Nx is similar to natural clUster 1 (withdrawn neurotic youth). Again, the 

similarity is high (cos = 0.83, 0 = 1.5). 

The c1aritv ,?f these strQng affiliations, suggests that the division of 

neurotic youth into the two subclasses is correct. However, the tomogeneity 

scores for these two classes are terrible (0.13 and 0.26 for the Na and Nx 

respectively) • , , 
Furthermore. the evidence from the intercentroid simila'rity 

matrices, indic'ates ~hat Na is also similar to 'natural class l" while Nx is 

very, ~lose to natural class 2 (shy, nervous youth). The data indicates that 

these two classes straddle the natural boundaries. This leads to their low 

homog~neities, and also to a blurring of the diff~rences between them. Tnis' 

'"blurring" results from the absence of strong boundaries. However, in both 

cases they are, in fact, strongly affiliated with natural clusters. This 

provides partial evidence of their "reality" status. 

The situational reaction youth' (Se) a.retotally subsumed within the large 

natural cluster 5 (mature youth). The similarity levels are cos = 0.97 and 
. , 

o = 1.3. However, this large natural cluster draws its aembers from almost 

~ of the I-level subclasses. The high match does ~ suggest that the Se 

youth exist as an independent class. They are, in fact, submerged in a very 

large, continuous, and relatively homogeneous cluster of normal "mature" youth. 

Exactly the sallUe fate OCCl.,lrs for the I-level class called "cultural 

identifier" (Ci). This small I-level class is swallowed up within natural. 
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oluster 5 (mature youth). The same arguments apply regarding the "independent" 

e~istence of Ci as ~ class within this data space. 

In summary. the following'reoresents the relations between the natural 

classes.and the I-level classes: 

I-level Classes Subsumed 
!tatural Class within the Natural. Class 

1 I4Nx 
2 I4Nx (weak relation) 
3 I4Na 
4 I 2(Aa + Ap), I3(Cfm.+ Cfc + Mp) 
5 I4(Se + Ci) 
6 I 2(Aa + Ap), I3Cfc 
7 
8 . I4Na 

3. The Natural Clusters and the Simolified I-Level Classes' , 

Table 4 indicates the association bet¥een. .the natural clusters emerging 
. . 

from the UPGMA analysis and the'simplified set of the I-level classes. Again, 

·although there is a significant ·statistical. relationship between these two 

partitions the actual strength of the aSSOCiation, as measured by the 

symmetriC Lambda scores, is very iowa It may again be noted that with UPGMA 

cosine analysis (Table 4(a» most '~f the highest I-level subjects fall into 

one single emoirical cluster (i.e. clu.ster 5) while the lowest I-level cases 

all fall into na'tural cluster 6. As might be expeoted I cluster 5 contains 

very few delinquents, while.cluste~ 6 centains the majority of high 

delinquents as shown in Table~. Table 5 indicat~s the relationship between 

I-level and delinquency (i.e. lower I-level categories contain more 
. . 

~elinquenoy and higher I-levelS contain less delinquency). Howaver, these 

observations should not overshadow the fact that the UPGMA-cosine clusters bear 

a stronger relationship to delinquency than do the I-level classifications . . 

(see b'elow). 
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(a) 
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(b) 

\ I 

(c) 

I I 

UPGMA-cos 
level 190 

1 
2 
3 
4 
5 
6 
7 
8 

Out.1iers 

Total 

Uf?GMA':'cos 
level 193 

I 
2 
3 
4 
5 
6 

Total 

. UPGMA-d 
level 190 

1 
2 
3 
4 
5 

Outliers 

Total 

-
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Table 4 

UPGMA Partitlons of JES1 vs. I-level Categories 

I~level Categories 
....L --L --L -L Total 

1 11 12 • 
2 11 1 14 L1 ... .139 
3 31 34 L2 = .161 

11 2 13 
22 18 15 55 L .... 147 

7 19 29 55 s 
1 5 6 
3 I •. 7 
2 1 ·3 

7 64 112 16 

I-level Ca tego'ries 
....L --L _3_ -L Total --

4 42 46 
2 11 1. 1.4 L1 .. .198 

7 30 31-.. 68 L2 ... .046 
22 18 15 55 
5 5 10 L .... 138 

.' 1 5 6 s 

-
7 64 112 16 

.' . 
I-level Cat¥gories 

1 2 --L -L Total _. -
21 60 2 83 

3 26 20 49 tl ... .164 
7 11 13 '31 L2 ... .149 
l. i7 ,18 

1 5 '6 L i:: .158 
3 !l 4 1 12 s 

7 64 112 16 
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Table 5 

I-level Categories vs .• Delinquency Levels in JESI 

I-level . Delinquency Level~ 
Category L L ...L 4 2- Total 

1 2 2 3 7 
2 31 16 7 7 3 64 
3 51 30 18 7 6 112 .. 
4 11 .3. - - - 16 - - -

Total 97 49 25 16 12 

Ll = 0, L2 = .010, Ls = .005 

Chi-square .= 33.63,.D.F. = 12, Significance = .0008 

4. MIKCA Partitions and I-Level Classifications 

Table 6 indicates the relationship between the MIKCA analyses and the 

I-level classes (simplified to 11 levels). The r~lationships are fairly s'crong 

,.at the eKtreme ends of the I-level scalesj' however, only in Table 6(d) do all 

of the lowest I-level su·bjects fall into one single natural cluster. In tt)is 
, , 

same table 12 out of 16 highest I-level subjects fall into one clu3ter. In 

all of the cluster vs •• I-level comparisons, however, the middle range I-l~vels 

are broadly disseminated among the ~atural clu~ters (see Tables 3,4,and 6)., ' 

These results indicate that the I-level classes are heterogeneous in the-ir 
\ 

membershi~, have no relation to the natur'al clusters, and have no particularly 

clear boundaries. 

How Relevant are the Jesness Dimensions in EKolaining Delinquency: Global 
Relations 

In this section we briefly eKamine the general relevance of the oresent 

variables {i.e. the Jesness dimensions, a~d the related I-level.class 

assignments in eKolaining the delinquent behavior of these junior high school 

youth (see Table 7). 
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Table 6, 

MIKCA Parti,tions of JESl vs. I-level Categories 

·(a) HIKCA #9 I-level Categories 
(Randcl'l1 Start) -L l 3 4 Total' 

1 8 22 30 
2 1 38 3 42 
3 4 22 8 

L1 "" •. 223 

4 
34 L2 "" .391 

7 8 13 28 

.. , 

5 3 4 8 15 
6 

-
7 

21 21 L s == .283 
22 7 29 -Total 7 64,. 112 16 

(b) UIKCA 1111 I-level Categories 
(UPGHA-cos Start) 1 2 3 4 Total - - - -

1 1 28 1 30 
2 6 20 1 27 
3 L1 "" • J.84 . 

4 
20 13 33 L2 ::= .253 
10 12 14 

5 
36 L "" .208 

4 .9 23 36 -s 
6 3 11 . If 24 
7 1 12 13 

~ 

Total 7 64 112 16 . 
(c) MIKCA 115 ·I-level Categc;>ries 

(Random Start). 1 .. 2 '3 4 Total - - - - --
" I 3 20 28 51 

2 L1 = .169 
7 38 3 48 

3 L2 = .034 

4 
21 19 40 

5 
.10 12 13 35 L= .119 

4 6 15 25 s: 

Total 7 , 64 112 . 16 

(d) MIKCA 117 I-level Ca tegot'ies . 
(UPGMA-cos Start) 1 2 -L 4 Total . -

1 3 42 1 46 
2 L1 "" .221 

4 19 
3 

3 2'6 L2 ... • 172 

4 
25 13 38 

5 
13 10 12 35 L == .203 7, 19 28 54 s 

Total 7 64 112 16 
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2. 
., 3. • 

4. ' 

5. 

6 4 

7. 

8. 

9. 

10. 

11. 
". 

Delinquency 

I-Level . 
Social maladjustment 

Value orientation 

Immaturity 

Autism 

Alientation 

Aggression 

Wi.thd;raw~l 

Social an:x:iety 

Repression 

Denial 

\ 1 

Table 7 

Fearson Correlations Between Jesness Inventory Scales, Delinquency 
and -I-Level in the First Jesness Subset (JES1) 

(N=199) 

I De1inquencyl I-Levell I1 I 12: I 13 I 14. 15 16. 'U, I 18 I. 

-.296 

.517 -.355 

,~07 -.407 .794. 

.109 -.32.9. .281 • 100 

.,507 -.341 .742 .667 .416 

.422 -.535 .M7 .81'1 .184 .522 

.480 -:.271 .738 .849 .028 .635 .580 

-.092 .014 .379 .350 ~067 .243 .140 .349 

-.166 .244 .230 .179 -.013 .080 -.102' .277 .565 . 
-.058 .... 279 .056 -.077 .622 .105 .035 -.202 -.090 -.219 

• 
-.209 .109 -.517 -.739 .076 "':.4'18 -.574 -.649 -.563 - .. 443 

. 
19 no 

. 

.246 
Asocial index , I . 

.272 -.114 .• 691 .237 .113 .288 .139 .260 .19S .050 .054 -.029 

Regression of delinquency with the 11 inventory items.: 

mUltiple r :686 

r~ .470 

Regression of I-level with the 11 inventory items: 

multiple r .645 
2 

r .416 

Variance explained in delinquency by Jesness qimensions - .47 
Variance explained in delinquency by I-level classification = .09 

!.l . l 
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Correlation and 'Regression of the Jesness Dimensions Against Delinquency 

The global correlation b,etween the Jesness delinquency' score and the 
, . 

I-level assignments is R=·-.296. Thus, as expected, th~ higher I-level 

designation implies a lower de:linquency score. This 'gives an R2 Qf .09 

(i.e. less than 9% of the variance in the delinquency score is explained by 

I-level subclasses. 

Multiple regression analysis was performed between the 11 Jesness 

inventory dimensions and the Jesness delinquency measure. This gave a 

multiple'R of R=.686, with R2 = .470. Thus all of the ~nventory items takeq 

together can explain 47.0% of the variance in delinquency scores. They 

clearly ~ffer more predictive· pqwer than the 'I-level alone. This is highly 

encouraging, and suggests that ,this set of. dimensions are highly r,elevant for 

the studY' of delinquent behavior in this age group: 

Ta.ble 7 indicates the zero-order correlation between each of the Jesness 

dj.mensions and the self-reported delinquency score. It can be seen that a 

number of dimensions correlate ?!-t a level higher than R = .50 with the 

delinquency scores. These a're: ' Social maladjustment, Value orientation, and' 

Autism. Aggression correlates .48 with the delinquency scale. 

Discriminant Analysis: Predic~ing the Delinquency Classes Using the Jesness 
Dimensions 

We utilized the five classes .of delinquent ,behavior that were constl"ucted 

from the Jesness self-repol"ted delinquency scale in a discriminant analysis 

using the 11 inventory dimensions. Wilk's Lambda was used in stepwise 

selection of the predictol" variables. Almost 5~% of cases wel"e cOl"l"ectly 

classified into their appropriate delinquency levels using only 6 inventol"Y 

dimensions (Table 8). Thes~ wel"e: Social maladjustment, Autism~ Aggl"ession, 

.--..... "'.~~-~.--. 
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Table 8 

piscriminant Analyses on DeIinquency Level Groups in 
JES1 Based On the 11 Jesness Inventory Variables 

Discr:llminant Analysis 
PrE~dicted Level "Actual Delinquency 'Level 

.. 
1 2 ' 3 4 . 5 Total -1 69 , 13 3 1 0 86 

2 18 17 5 1 a 41 ,- - -
3" 7 13 9 4 2 35 

/'- - - - - -4 1 '4 5- 5 3' 18 
5 2 2 3 5 7 19 -
To'ta1 97 49 25 16 12 ' 

(53.8% of cases correctly claSSified) '. 

• 

Withdr~lwa1, Soc~al Anxiety and R.epression. ,Treating classes 4 and 5 as the 

"high ~Ielinquency" group, 20 "of the 28 (Ol" 71%) are correctly identified. 
.' 

This result again confirms the high salience that this inventory has for the 

prediction and explanation of delinquent behavior. 

The Relation Between I-level Classes and Delinguency Levels 

Tabl,e 5 illustl"ates the relationship between the four I-level categories 

and the various delinquency levels of our sample. Again, these partitions 

have a v,ery low pl"edictive association w,ith each other (Lambda = .Q05). The 

l"e1ation~~hip, however, 'reaChes statistical significance and it can be seen 

that man~t lo~y I-level youth do, in fact, sho~ the highest delinquency SCOl"es. 

Furthel"more, none of the highe,st I-level class (Le. class 4) show any 

!'~------
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substantial delinquency. The "nemrotic" youth in class 3 are spread r'ight 

across all of the delinquency'levels. Many of these youth indulge in,fair'ly 
.. 

high levels of delinquent behavior'. Additional~y, some of the most delinquent 

youth fall into the higher maturity levels. 

The Natural Clusters and Delinquency Levels 

A stronger r'elationship is found between the ,natural classes and 

delinquency than there is betwee~ I-level ,classes and delinquency. The 

r'elationship between the natural UPGMA cosine partitis>n and delinquency is 

characterized by a symmetric ~ambda score of .138. This is substantially 

higher than that shown between I-Level and Delinquency (See' Table 9). ,In this 

table two levels of the UPGMA cosine analysis ,(i.e. the 8 cluster and the 6 

• 

, cluster levels) were associated' 'with the delinquency levels. As might be' .. , h , ...... 

expected there is a stronger relationship'vlith a higher number of clusters. 

Most of the highly delinquent youth fall into one single cluster in each' 

cluster solution. , This highly delinquent clu"8ter, although containing many 

delinquents, also contains youth who are clearly' not delinquent. Thus 

homogeneity is low regarding levels of delinquent behavior. 

The' UPGMA-distance partition (1'ab1e 9(c).) assigns a much smaller proportion 

of higher delinq~ent students to a single cluster. The high delinquency youth 

are therefore more scattered across all of 'the natural clusters. Cosine as a 
. 

measure of similarity therefore appears to produce the better predictive 

results than d. It might be noted that this holds not only for predicting 

delinquency (Table 9) but also for predicting I-level (Table 3). 

Table 10 shows the relationship between the MIKCA natural clusterings and 

delinquency levels. The four'different MIKCA analyses in this table vary 

according to starting solution and number of cluster~. Firstly, none of these -
: . 
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Table 9' 

UPGMA Partitions of JESI vs. Sel~-repor~ed Delinquency Categories 

(a) UPGMA-cos Delinguency Levels 
level 190 -L 2 _3 _ _ 4 _ _ S_ Tatal 

1 7 5 12 
2 11 2 1 ' - 14 L1 
:3 

= .208 
13 13 7 1 34 

4 5 5 3 13 L2 = .039 
5 41 9 2 2 ' 1 55 
6 15 9 12 9 10 55 
7 1 1 3 I' 6 
8 2 4 1 7 t 

Outliers: 2 
=::, .138 

1 3 s 
--

'rota1 97 49 25 16 12 
Chi-square = 85.5 d.f. = 32 Probability "" .000 

(b) UPGMA .... cos De1inguency'Levels 
level 193 1 2 3 4 5 Total 

1 20 18 7 1 46 
2 11 2 1 14 L1 = .191 
3 20 14 12 12 10 68 L2 :::: .029 
4 41 '9 2' 2 1 55 
5 4 5 1 10 L = .120 
6 1 1 3 1 6 s 

" 
Total 97 • 49, ,25 16 . 12 

(c) UPGMA-d De1inguency Levels 
level 190 1 2 3 4 5 

. 
Total 

1 44 22 12 3 2 83 
2 15 13 7 9 5 49 L1 = .078 
3 25 5 1 
4 

31 L2 = .029 
8 7 2 1 1:8 

5 1 1 1 3 6 L = .055 
Outliers 5 1 2 2 2 12 s 

Total 97 49 25 16 12 
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Table 10 

MIKCA Partitious of JESI vs. Self-reported Del:t.nquency Categories 

(a) MIKCA #9 
(Random Start) 

1 
2 
3 
4 
5 
6 
7 

Total 

(b) HIKCA /Ill ' 
(UPGHA-cos Start) 

1 
2 
3 
4 
5 
6 
7 

Total 

(c) HIKCA 115 
(Random Start) 

1 
2 
3 
4 
5 

Total 

(d) MIKCA 117 
(UPGMA·-cos Start) 

Total 

1 
2 
3 
4 
5 

1 

5 
26 
14 
24 

2 
JLO 
16 

97 

1 

13 
20 
12 
29 

3 
13 

7 

97 

1 

,15 
30 
13 
31 

8 

97 

1 

19 
21 
19 
26 

. 12 

97 

Delinquency Levels 
2 . 3 4 

'-.-
'8 J.l 
12 4 

9, 3 
2 1 
2 3 
9 1 
7 2 

--'.--
49 25 

4 

·3 
1 
4 
1 
3 

Delinquency Levels 
.2 3 4 

10 
5 
9 
5, 
9 
5 
'6--

.--
49 

6 
2 
6 
1 
9 
1 

25 

5 
1 
7 
3 

16 

Delinquency Levels 
2 .' 3 4 

18 
13 
11 

3 
4 

49 

8 
5 
7 
1 
4 

25 

5 

6 

5 

1,6 

Delinquency Levels 
2 . 3 4 

17 
4 
9 
7 

;1.2 

49 

8 
1 
4 
1 

11 

25 

1 

5 
1 
9 

16 

-. 
·5 Total 

2 

5 

1 

12 

5 

1 

1 

8 
2 

12 

5 

5 

:3 

4 

12 

5 

1 

1 

10 

12 

30 
42 
34 . 
28 
15 
21 
29 

Total 

30 
27 
33 
36 
36 
24 
13 

Total 

51 
48 
40 
35 
25 

Total 

46 
26 
38 
35 
54 

L1 = .102 
L2 = .078 

L == .093 s 

L1 = .166 
L2 = .059 

L = .125 s 

L1 = .115 
L2 = .029 

L = .080 s 

L = .077 s 
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partitions relate to delinq~ency as well as the UPGMA cosine partition. (See 

tables 9 and 10). This probab~y stems from the fact that the .MIKCA analyses 

are confined to the use of Euclidean distance •. These solutions also tend to 

scatter the highly ~elinquent youth more broadly across many-natural 

clusters. In the cosine solutions, in contrast, the delinquents tended all to 

be in one of the natural cluster groups. Examining t~e subtables it can be 

seen that when the MIKCA solution' utilized the UPGMA cosine starting points, a 

stronge~ relationship to delinquency is found. When using these centroids 

virtually all the delinquents are again located into one of the natural 

clusters. In MIKCA analysis No. 7~ 10 out of 12 highly delinquent youth are 

classified into a single natural cluster. These results indicate the 

importance of the starting solu~ions in the iterative relocation analysis,' 

The 'c'osine starting solutions ~hus converge upon solutions which have a --
stronger relationship to the· initial starting points than did the two random 

start' solutions. Unfortunately, these MIKCA part'itions which used cosine 

starting points were (clearly) local optima (analyses 11 and 7, in Table 10). 

The l'andom start parti~ions although converging on better optimization 

criteria, do not relate as well to delinquency (See Table 10), 

The Relationship Between the I-level Designation and the Jesness Inventory 
Items 

" , 

Regressing the 11 inventory dimensions against the I-level gives a 

multiple' R o~ .645 (with·an R2 of .416). Thus 41% of the variance in: the 

I-level designation is explained by a linear relationship with the inventory 

dimensions • 

~----------------------------------------~~~' ------------------------------------------~--------~~------------------
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DESCRIPTION OF THE "CORE" CLUSTERS 

In this section we provide'descriptions of the psychological profiles of 

the "cor,e" clusters which we believe represent relatively dense areas of the 

measurement space. 'It is important to note that there are no clear 

discontinuous boundaries between these "core" clusters. The "boundaries" are 

rather blurred and fuzzy with no marked empty spa,ce betHeen the clusters. The 

structure Qf this data conforms t~ a model. of undulating density levels with 

some areas more dense than others. Our following des~riptions, therefore, are 

based on the predominant Psyc~01ogica1 features of these "denser" areas of the 

measurement space (see Tables tl and 12). 

CLUSTER 1 

Psychological Description: WITHDRAWN, DEP~ESSED, NEUROTIC YOUTH (6.0% of the 
sample) -. 

Most of these youth were classified as "neurotics" in the I-level 

identification process. They are 'split almost equally between the two 

subclasses of neurotics. Our stat"istica1 evaluation tables indicate that this 

natural cluster has excessively high scores for being withdrawn and depressed, 

exhibiting social anxiety within interpersonal relationships, and exhibiting a 

tendancy to solve their social problems without regard for social customs or, 

rules. On the other hand they, do not exhibit imm~turity, repression, or 

. denial. They tend not ,to suppress feelings or emotions and they tend more 

than most of the youth in the sample to admit the presence of negative 

feelings. They are, on the other hand, critical of themselves and of others, 

and are quite open to acknowledging unpleasant events. These youth have a 
' " 

much lower delinquency score 'than is average for this sample. 

. , 

, 
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Table 11 "& 

CENTRAL TENDENCY SCORES FOR EAUH NATURAL CLUSTER 
USING JESNESS DIMENSIONS 

CLUSTER NUMBERS 

1 . 2 _3 4 -2. 6 J 8 
-' 

NUMBER OF CASES 12 14 34 13 55 55 6 7' 
AVERAG.E SQUARE DEVIATIONS 3.98 5.2 ' 4.83 ' '5.05 8.30 10.46 2.76 , 3.12 

. CLUSTER 'HOMOGENEITY ~67 .57 .62 .39 .35 .18 .75 .72 I 
J +:-

...... 
VARIABLE NAME \Jl 

I .. 
1. Soci~l maladjustment .66 -.53 -.50 .62 -.82 1.06 .02 -.116 
2. Value orientation .30 -.33 -.23 .24 -1.02 1.06 .17 .49 
3. Immaturity -:-.72 .41 -1.13 .51 .08 .66 -.56 -.40 
4. Autism - .22 -.33 -.69 .03 -.65 1.09 .97 .05 
5. Ali en:l ti 01') -.06 -.55 -.33 .60 -.73 .86 -.27 . .79 
6. Manifest aggression . .25 -.05 -.03 .05 -1.05 1.00 .55 .12 
7. Withdrawal-Depression 1.38 .24 .11 .14 -.79 .41 -.76 -.27 
8' • Social anxiety 1.42 1.16 .18 - .42 -.64 .,15 - .10 -.40 

"'. 9 • Repression -.66 . .42 -1.09 1.20 .48 .09 -.81 -.35 
10. Denial -.73 -.32 - .16 .05 1.10 -. '{ 1 .36 -.72 
11- Asocial index .99 -.98 -.35 .91 . -.18 .44 -.21 -1.112 
12. I-level .64 .41 .28 .-.73 . .27 - .118 .10 ' - .14 
13. Self-reported delinquency -.43 -.53 -.05 .03 -.47 ~69 .53 -.04 . 

~ 

\ 

.. 

-
, 

-
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VARIABLE NAME 

1 

1. Social maladjustment .72 
2. Val'ue ol"'ientation ~83 
3. Immaturity .77 
4. Autism .• 66 
5. Alienation .72 
6. Mat'lifest aggression' .75 
7. m thdrawal-depression -.04 
8. Social Anxiety .80 
9. Repression .57 
10. Denial .63 
11 • Asocial index .67 
12. I-level .81 
13. Self-reported delinquency .78 

.. 

'. 

'-----------------------------------------~~--.---------------

t ! 

Table 12 

HOMOGENEITY COEFFICIENTS FOR 'JESNESS 
VARIABLES FOR EACH NATURAL CLUSTER 

CLUSTER NUMBERS 

2 --.J. 4 .2 
.77, .86 .81 .58 
.85 • 64' .72 .40 
.63 .6" .31 .35 
.25 .511 .78 .56 
.64 .22 .47 .05 
.89 .64 .83 .58 
.511 .50 .31 .51 
.71 .39 .66 " .30 
.63 .75 .5'2 .32 
.70 .70 .60 .25 

-.22 .54 .55 .46 
.30 .85 oQ 1 -.39 
.73 .62 .37 .57 

-

6 --1. 8 

.33 . .911 .78 

.68 .89 .78 

.05 .56 .95 

.43 .80 ~91 

.69 .78 .89 

.41 '.72 .87 

.03 .82, .61, 

.08 .82 .27 

.079 .q 1 .82 

.54 .78' .76 
-.05 .54 .58 
- .14 .72 .62 
-.76 .43 .52 

VARIABLE 
HOMOGENEITIES 

.61 
'.63 
.39" 
.55 
.42 
.61 I 

.&\'-

.34 -...j 
0\ 

.36 I 

.4 ~ 

.52 

.31 

.16 

.21 

\ 
'", 

-

, 

" 
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structural Description 

This is clearly one of the "core" clusters in our analysis. Both the 

UPGMA-cosine, the MIKCA with cosihe start, and the MIKCA with random start 

iderrb !.fy this cluster. The clearest oyer lap , of course, is seen in the 

comparison of the UPGMA-cosine and the MIKCA-cosine start'partitions. 

The, cluster is compact with homogeneity of H=.67. Furthermore, the group 

is highly homogeneous on virtually all of the variables except for the Jesness 

dimensions 7 and 9. Examining the cosine matrix and the intercluster distance 

matrix, it can be noted tha~ th 4 s cluster ~ ~ is relatively isolated. It is 

closest to the mature youth of cluster 3, both according to the cosine value 

( .32,) and distance value (2.8). Th d t e a a therefore suggest that this is a 

homogeneous small cluster occup~ing a relatively distinct region of the data 

space' and showing homogeneity, not only in a general sense but across the 

majority of the pr'ofile variables. 

CLUSTER 2 

Psychological Description: SHY, NERVOUS CONVENTIONAL YOUTH (7.0% of sample) 

This natural 9luster has an extremely high score for social anxiety. This· 

implies that these youth feel nervous, shy, sensitive to criticism and 

experience emotional discomfort in their interpersonal relationships. The 

other outstanding aspect of their profile is their very negative score on 

dimension 11 (Le. the asocial index). A ·negative score here impli~s that the 

youth pay close attention to social customs and rol!=ls and would not cont~'avene 

these. This is confirmed by the virtual absence of delinquent behavior among 

these youth (the majority are in level 1). 

1-, -
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Structural Description 

This cluster was identified.by UPGMA-cosine and by MIKCA with a cosine 

start, but it combined with a segm~nt of cluster 3 in the MIKCA random start 

partition: The global homogeneity score of .57 indicates'a relatively compact 

small cluster. On the Asocial Index, however, this cluster exhibits a large 

amount of heterpgeneity. The inter cluster centroid distance and cosine 

matrixes are not informative regarding this cluster. The cluster seems to be 

an average distance from all other'cluster ceqtroids with none of the cosine 

values reaching particularly high or low levels. 

CLUSTER 3 

Psychological Description: INSIGHTFUL, MATURE, YOUTH (17.1% of the sample) 
, ' 

The present cluster accord'ing. 'to the Jesness I-level classification 

consists primarily of neurotic "9-cting out" youth. These youth are also 
-... 

relatively nondelinquent. The natural cluster shows extremely low scores on 

Jesness'dimensions 3 and 9. The first of these scores implies that they ar'e 

quite mature. They do not exhibit the lack of insight and naivity that would 

be implied by a high scor.e on the immaturity dimension. The very low score on 

dimension 9 (Le. ,repression) indicates that they recognize and are fairly 

accurate in labeling their emotions. They can acknowledge negative feelings 

and are capable of being Cr'~tical of themselves. The low score on the autism 

scale indicates that these youth do not distor't reality in accordance,with 

their pers'onal desires or needs. 

structural Description 

This cluster is recurrently identified in the UPGMA (cosine), the MIKCA 

(cosine,start) analysis, and the MIKCA (random start) analysis. It is 

reasonably homogeneous (H=0.62). 
, 
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CLUSTER 4 

Psychological Description: ,REPRESSED HOSTILE YOQTH (6.5% 'of the sample) 

This cluster is atypical primarily i~ regard to high scores on Jesness 

dimensions 9 and 11. This impiies a strong tendency 'toward the repression of 

feelings and emotions. The asocial scale index is high (the standardized 

cluster score is .91) implying that these you th tend to disl'egard social 

customs ,or social roles as they deal with their personal and social 

in tarrela t1 onships • This is somewhat conais t,en t wi t h the score s for 

delinquent behaviors since this cluster contains a high~r' proportion of 

delinquents than the three earlier clusters (particularly clusters I and 2). 

These youth exhibit relatively high scores for social maladjustment and 

alienation. They tend to show negative self-concept, a tendency to blame 

others for problems, to feel unhappy, worri~d or misunderstood 
, ' and t.o be 

bothered by feelings of hostility. These youth also exhibit an aiienated, 

estranged and relatively distrustful attitudes toward others, particularly 

those in author:ity. Their scor,es indicate. relati vely poor interpersonal 

relationships, criticism and' intolerance of others, and a tendency to project' 

hostile feelings. This natural cluster has little homogeneity according to 

I-level designation. It is completely fragmented across four of the Jesness 

classes (primarily conformists and manipulators). 

structural Description 

This small cluster is located in a' position in a space which is rather 

close 'to the larger cluster 6. It is identified correctly in both the UPGMA­

cos analysis and the l1IKCA analysj.s using tpe UPGMA-cos seed points. The 

cosine matrix also indicates that cluster 4, has a rather' large cosine value in 

relation to the centroid of cluster 6 (00s1'ne=.49). Turning to the 

(, ; 
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homogenei1~y scores, hot-lever" it can be seen that cluste.r is reas<>nably 

liomogeneo~ls (H;>;.58), particulat:'ly on the social maladjustment score (H::..81). 

CLUSTER 5 

J'sychological Description: MATURE,CONFIDENT NON-CRITICAL YOUTH (27.6% of the 
sample) 

This cluster also shows virtually no relationship to the .'lesnes3 I-level 

classificaUons. It gathers members from all the I-level cla,sses and has no 

clear tend.ancy tot-lards any particular I-level class. A point worth noticing, 

however, i$', that it contains virtually all of the highest sub-classes of the 

I-level in this sample (Le. these are the situational, em'Jtional and the 

cul tural identifier). Thus, although it contains many other youth classified 

in the l6we:r stages of the I":'level, it also is biased to'rlard the most mature 

members in this sample. It also has E.o members at the lowest category of the -
I-level. The relationship to delinquency supports the,se findings. ~orty-one 

out of the 55 members of this group fall into the', nondelinquent category. On 

the other hand it is a large clus~er and some members are scattered'right 

across all levels,of the delinquency spectrum. For instance, it contains one 

member ,who is at the highest stage of delinquency', Turning to the 

psychological description it can be se~ that this cluster is defined by 

atypical scores on a number of dimensions. It exhibits atypically low scores 

on Jesness dimensions I, 2, 5, 6, and 7. This profile implies that,these 

youth have good self-concept, do not feel unhappy, ~orried or misunderstood, 

and are not hostile. They do not share the attitudes and opinions of lower 

social class persons. They do not go around looking for trouble, thrills, 

etc. ,They are not alienated~' Their interpersonal relationships tend to be 

good. They tend not to be cr'itical nor intolerant of others. They have only 

I _______ ........ _____________________ -Lt '-----"~------!'------~~--~ 
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minimal tendency towards manifest aggression. They are not aware of 

particularly unpleasant feeli~gs, anger or frustration. They do not 

illustrate lack of satisfaction with self or others and do not have a tendency 

~oward isolation. However, a very high score on denial suggests a reluctance 

to acknowledge unpleasant events or feelings. This score' indicates that they 

may s~e their parents as without fault and to admit no conflict with them. 

~hey may deny personal inadequacies or habits and are often unwilling to 

criticise others. As mentioned above, these youth are predominan'Uy 

nondelinquent. 

Structural Description 

.This natural cluster is picked up by the UPGMA-cosine and both MI.KCA 

partitions, but was split into, two parts in the MIKCA random start par'tition. 

An examination of these two parts reveal~d that they have generally similar 

profiles (cos = 0.43). Howe.ver, one part is characterized by extreme s(.lores 

on good behavior' (no delinquency), social adjustment, absence of alienation, 

and interestingly, much higher scw'es for denial and depI'essive-withdrawaL 

The total cluster" however, appears to define one of the more populated and 

denser ,regions of the measurement space. The boundar'ies between this and Sl?me 

of the other clusters are not particularly dramatic. It has a cluster 

diameter of 7.8 standard deviations which is one of the largest diameters of 

any of the clusters in this analysis. The inter centroid cosine matrix, 

hmolever,' indlcates that the cluster does not lie in, the same dire?tion as any 

of the other clu$ters in the analysis. All of the cosine values are close to 

zero or are negative. A further point to be noticed from the cluster cosine 

~atrix is that this cluster ~ies in a virtually opposite direction in a 

measurement space from clusters.l and more particularly, cluster 6. This can 
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also be seen clearly from t,he c:uster graph where cluster 5 occupies the right 

'region of the measurement spaqe and clustel's one and 5 occupy. the left· regi~:m 

of the spaceo This is a relatively nonhomogeneous cluster (H=.35). It 

,therefore contains rairly large di ver,si ty of youth as was seen from the 

examination of its two subtypes. This diversity can also be seen by examining 

Table ~ which illustrates that the members of this cl~ster are spread across 7 

different I-level classes. ,Table 3 also indicates that most of the more 

mature youth are members of this cluster. The 'variable-by-cluster' 

homogeneity scores also confirms the relative heterogeneity (Virtually none of 

the H-values for the specific variables exceeds a level of H=0.6). This 

region of the measurement space therefore can be construed as a large 

relatively uniform region of. th~ measurement space characterized by a 

,continuity from fairly high leyels of maturity to middling or low levels of 

maturity but not the lowest •. 

CLUSTER 6 

Psychological Descriptio~: SOCIALLY MALADJUSTED YOUTH (27.5% of the sample) 

This cluster also contains a range of I-level designations. Fully 7 

different I-level subclasses are represented in its membership (Table 3). 

Over half of the members of this group however are classed as 'neurotic 
, 

acting-out'. ,A second point to note is that very, few of the three highest 

levels of the Jesness type designation are involved in this clUster whereas 

most of the lowest levels are classified into thIs cluster. This low maturity 

is confirmed since this cluster also contains the most serious delinquents in 

the sample. Ten out Of 12 yo~th who are classified into delinquent level 5 

are members of the present cluster. This cluster is the most delinquent ~f 

all the present natural clusters (Table 4). The fact that this naturally 

~!'_t ___ • ____ ·~_))~~ ______ ~ _____ ·_~·_-_-·-_'_-_~-_~_"·_._ .. _. _______________________________________________ . ____________ ~ _______ ~ __________ ~~ ______ _ 
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occuring cluster finds its members broadly spread across the Jesness I-level 

assignments are artificially imposed upon a continuo~s distribution. The 

natural cluster can be seen ~t the extreme lef~ side of, the cluster graph. 

These youth have extremely high scores on social maladjustment (i.e. 

inadequate and disturbed socialization, an inability to meet environmental 

demands" negative self-concept" unhappiness,' dis~rust, of authority, 

extrapunitive, hostile, and acce~ting of behavior regarded as antisocial). 

The high score on value orientation indicates that they do in fact share the 

opinions of persons in the lower socioeconomic classes (i.e. gang 

orientations, toughness, and a tendancy to look for trouble. and thrills). A 

high' score on autism indicates a tendancy to distort reality in order to fit 

, with personal desires and needs'., They see themselves as smart, good-looking, 

tough, and so forth. There is ,also an extremely low score on denial. This 

implies that they are not reluctant to acknowledge unpleasant events or 

aspects of realit~. The'y are quite ready to see fault in their parents and 

admit conflict with them. They are not unwilling to criticise others. This 

profile fits well ·with the low I-level scores for these individuals, and their 

high levels of d~linquent behavior. 

Structural Description 

The cluster is large and relatively hetepogeneous. It emerges, however, 

as a recurringly ldentified core ~luster. 'It is identified by three' separate 

methods: UPGMA (cosine), 'MIKCA (cosine start), a.nd ·the MIKCA (random start). 

It is the most heterogeneous cluster of all the core clusters (H=0.18). The 

MIKCA (random start), in fact, also breaks this cluster into separate parts. 

However., inspection of the centroids of these two parts led to the conclusion 

that they are clearly parts of the same cluster. They have high similarity to 

.. 
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each other, as as'sessed both by the formal similar,lty measurement (cos 

and by the subjective interpretation of the "meaning" of the profiles. 

certain Jesness dimensions, ,however, the large cluster' 11lustr~tes good 

= 0.74) 

On 

pomogeneity. These are the high score for lower class 1 . va ue orle~tation; 

alienation and estrangement; and t!le absence of denial. Virtually all of the 

members of this cluster illustrate th~se three tendencies and in each case the 

homogenelity ,level for the particular dimension b H 5" al~e a ove =0. • 

Discriminating between the "Natural" Clusters 

A useful approach to understanding the multivariate differences between 

the nat~ral clusters is to conduct multivariate discriminant analysis between 

them. Therefore, using the same Jesness dimensions, a step,wise discriminant 

analysis was conducted between the varl'ou~ . Cl t y groups. us ers with size less 

than ten were eliminated from th,is l' ana YS1S as being relatively unstable. 

Thus, the pr~sent analysis will provide descriptive information on the 

discriminating' features between the remaining six major "core" types. 

Table :13 (a) indicates the res1.il.ts of the v~riouS' step 'numbers as the 

separate Jesnes~ dimensions were included into the discriminating procedure. 

The first two variables--value oX'ientation and immaturity--both are major 

definers of the first discriminant fupction. This discriminant function 

separates the two large highly delinquent and nondelinquent clusters (see the 

cluster gl'aph below). This dimension would seem to be defined as an 

orientation toward middle cla'ss, conventional values as opposed to a rejection 

of middle class values. However, since the immaturity scale loads equally 

heavily upon this discriminant function, it cannot be assumed that the 

function is purely a measure of acceptance o~ rejection of midd1.e class values. 

The second discriminant function does not account for an equal amount of 

variance as the first discriminant function. Table 13(b) indicates that it 
I I 
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accounts for 20% of the trace and has an Eigenvalue of 1.11. Nevertheless, it 

'still has a very strong canonical correlation with ~he overall taxQnomy 

(canonical correlation = 0.72). This function'is defiQ.ed primarily by, 

,repression and soc~al maladjustment. Groups scoring high on this function; 

e.g., groups 1 and 3, would be .expected tb show an absence of repression. 

'l!hey will not suppress feelings or emotions and tend ,to be capable of 

acknoVTledging consciously to themselves the presence of negative feelings. 
, , 

This function, however, clearly incorporates a social maladjustment component, 

indicating a tendency to feel unhappy, worried, and misunderstood, to,distrust 

authority and blame others, and so forth. Clearly the two ,clusters sC9ring 

high on this; i.e., clusters 1 and 3, are characterized at differential level~ 

by these' two major defining 'dimensions. Cluster 1 more clearly indicates the 

social maladjustment component,and cluster 3 indicates more clearly the . -.. 

absence of repression. The 'third discriminant function is defined largely by 

the asocial index (discriminant function coefficient = -1.07). It is 

appropriate to note that clusters -1 and 4 score at the extreme levels of this 

function. The componen,ts of the asocial index; Le., ,the projection of 

hostility and the tendency to 'solve problems without regard for social customs 

or rules, are shown by both of these clu~ters. Hostility, in particular, is, 

shown by cluster 4. The fourth discriminant function is much more difficult 

to interpret and 'seems ,to be a cOplbination' of the asocial index; soc'ial 

maladjustment, and value orientation. This latter function ser'ves' primarily 

to separate cluster 2 from all of the other clusters. 

The cluster graph shown below indicates the projection of the major six 

core c~usters into the discriminant space. The ellipses have been drawn to 

take into account the boundaries' of the clustel~,S and the relative orientation 

'of the clusters in discriminani space. This diagram indicates the relative 

• 
Step 

Number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
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Table 13 (a) , 

Discriminant Analysis 'using Jesness Dimensions 
A~ainst the UPGM'A-cosine Clusters 

F to Wilk's ' Change in Jesness Dimension Enter Lambda Rao's V .§ignificance 
Value Orientation 47.81 .36 334.71 Immatur,ity '20.38 .20 185.61 Social Anxiety 14.49 .13 122.20 Antisocial Index 11.00 .09 93.88 , Repression 8.92 .07 97.75 Autism 5.42 .06 71.0'9 Withdrawal-Depression 3.96 .05 56.89 'Manifest Aggression 2.52 .04 39.95 Denial, 1.9'2 .04 ' 30.09 Alienation 1.16 .Q4 12.20 Social Maladjustment 0.61 .04 6.63 

Table 13(b) 
Discriminant Analysis Using Jesness Dimensions 

Against the UPGMA':cosine Clusters, 

Number Eigen- Canonical % Wilk's Removed value Correlation Trace Lambda 

0 3.24 .87 58.0 .039 1 1.11 .72 , 
20.0 .168 2 .57 .60 10.2 .356 3 .39 .53 7.0 .559 '4 .,,18 .39 3.3 .779 

Table 13(c) 

Standardized Discriminant Function Coefficients 
for the First Four Functions 

Disc:r'iminant Function No. 
~ess Dimension 1 2 -L 4 '-

1 Social Maladjustment -.08 .56 .36 -.81 2 Value Orientation -.60 -.12 .19 .73 3 Immaturity -.60 -.52 .29 -.34 4 Autism -.32 -.37 .56 .59 5 Alienation ' -. O~( -.18 -.63 .26 6 Manifes,t Agg%'ession -.5l ~O1 .16 -.39 7 Wi~hdrawal-Depression -.23 .32 -.52 .27 8 Social Anxiety -.04' .24 -.38 , -.57 , 9 Repression .31 -.71 -.53 -.57 10 Denial .34 -. 11 -.00 .59 11 Asocial Index -.15 -.54 -1.07 .• 86 
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positioning of the clusters and tends.to clarify ~he meaning of the major 

dimensions of discriminant space. The diagram uses the first and second 

dIscriminant funct'ions. Thus, the first major sepapating dimension allows the 

pigh level of separation between the conventional well-behaved youth in. 

clusters 3 and 5 and highly delinq.uent youth of cluster 6. . 

An Evaluation of the I-level Classification 

In this final section we briefly examine the statistical properties of the 

I-level classification assessed across the various Jesness dimensions. In 

this section we will particularly ~xamine, first, the homogeneity 

characteristics of each I-level class. We will then examine the degree of 

similarH) and overlap between these classes, and finally, we wi.ll briefly 

examine the major defining features of eaQh I-level class. 

Homogeneity Charact~ristics of each I-level Class. Table 14(a) indicates 

homogeneity coefficients co~puted for ~ach'Jesness dimension across each of 

the nine subclasses. There is also an"overall hom('geneity coefficient 

computed fpr each class across all variables and an ·H-coefficient computed for 

each variable across all classes.' 

The first important observation is that all of the major centr(.1.l classes 

show extremely poor homogeneity coeff,ic:}ents. It i~ only the classes at the 

extreme end of this distribution; i.e., the I2 asocial aggressive at the one 

extreme and the situational emotional reaction and the cultural identifiers at 

the other extreme, that even 'show reasonable homogeneities. Of these three 

subclasses, only the cultural identifier has a homogeneity coefficient gr'eater 

than 0.50. A second observation is that in comparing these homogeneity levels 

with those of the natural clusters, the natural clusters are cl'early far morq 

homogeneous. This suggests the conclusion that the naturar clusters show much 

------.----------------------------------~----------

1 
I 
i ,', " 

\ ) 

more respect, for the internal mut'ual 
similarity of class members than do the 

I-level class.ification breakdo,~s. 
Yet, a major structural 

J . feature of any c .assification is that th : b 
. e mem ers of any 1 

'c ass be mutua~ly Similar within 
classes and mu'tuallY diSSimilar b 

etween classes. We will now 
, latter issue. exami.ne this 
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• 

I 
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J 
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Table 14 (a) 

HOMOGENEITY COEFFICIENTS' FOR EACH I-LEVEL 
CLASS OVER EACH JESNESS DIMENSION 

I-LEVEL TYPES 

VARIABLE NAt1E Aa !E. Cfm Cfc' !1E. Na 
., 
• 

1- Social maladjustment .35 .08 .2~ .50 .28 .09.' 2. Value orientation .75 .• 43 .19 .46 .25 .18 3. Immaturity .66 .}-I4 .42 .29 . .34 • 08 4. Autism .63 .31 .10 .50 .42 .13 5. Alienation .84' .58 .27 .50. .110 .18 6. Manifest aggression .49 .12 .18 .49 .07 .12 7. Hi thdra\'lal-Depression • 11 .65 .14 .26 .12 .13 8. Social Anxiety .62 .51 .22 .28 • 11 .25 9. Repression .07 .42 .38 .07 .25 .29 'i0. De:1ial .10 .26 - .15 . .39 .24 .07 11 • Asocial Index -.08 -.18 -.·02 .26 .23 -.08 ~~ 

OVERALL T.YPE .41 .,33 .18 .36 .25 .13 HO:10GS:JEITY 

!? 

({ 

j" 
Ii 
I: !f'~ il 

II 
Ii 
,,' 

• 

Nx 

.25 

.38 

.46 . 

.28 

.21 

.44 

.05 

.32 

.27 

.19 

.02 

.26 

, 
\.L· 

Se 

.46 

.70 

.60 

.47 

.62 

.63 

.63 

.45 

.16 

.45 
-.09 

.46 

i; 
/; 

Ci 

.73 

.74 

.08 

.67 

.56 

.77 

.81 

.28 

.67 

.31 

.37 

.54 

, \ , 

VARIABLE 
HOMOGENEITIES 

.23 

.30 

.26 

.27 

.30 I 

.24 '~ 
)\0 

• 17 a 
I 

.26 

.26 . 

.16 

.03 

" 

" 
, p 

"-

.. 
\ 

[' 
, 
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Nm1BER OF CASES 
AVERAGE SQUARED DEVI,ATION 
CLUSTER HOMOGENEITY 

(} 
VARIABLE 'NAME 

1. Social m~ladjustment 
2. Value orientation 
3. Immaturity 

~'-
. 4. Autism 

5. Alienation 
6. Maoifest Aggr~ssion 
7. Wtthdrawal-Depression 
8. Social Anxiety 

, ,9. Repression 
10. Denial 
11. Asocial Index 

0 

I .. I I 

Table 14(b) 

CENTRAL TENDENCY SCORES FOR EACH I-LEVEL 
CLASS ACROSS THE JESNESS DIMENSIONS 

I-LEVEL NAME 

Aa Ap Cfm. Cfc Mp 

1 2 _3_ 4 _5_ --

12 11 48 79 75 
5.9 6.7 8.8 6.9 8.2 

.41 .33 .18 .36 .25 

2.2 1.8 -.31 .15 .15 
1.8 1,,3 -.37 » .35 .18 
1.5 2.0 .67 .36 • 19 
2.2 2.0 -.45 • 11 .16 
1.3 1.3 -.00 .66 .49 
1.5 1.0 -.65 .04 .01 
1.0 1.1 .06 -.56 -.15 

.29 .44 - .16 -.49 -.69 ' 

.13 .85 1.13 .37 .21 
-1.1 -.74 .61 ' .. 10 .02 

1.0 ' .59 -.15 -.01 .12 

1/ 

, ., 

:1 

11 

II 

II 

1 Ii 
I 

Na 

6 

265 
9.5 

.13 

-.03 
.08 

-.42 
.04 

-.11 
.22 

-.08 
.03 

-.46 
-.11 
,-.07 

~.'-'--------------------------~-----------------------------------------------~----------~--------~------~'------~ 

Nx Se 

_7_ . 8' 

78 21 
8.0 5.6 
, .26 ;, 46 

-.12 -1.2 
-.32 -2.0 

. -.14 .40 
. -.26' -1.4 

-.59 -1.4 
. -.12 -1.7 

.80 -.37 
1.14 -.02 
-.16 .73 
-.36 1.2 

.00 .23' 

,'--------

Ci' 

_9_ 

11 
4.6 

.54 

-1.1 
... 1.3 

.01 
-.76 

-1.4 
-1.3 

':',.52 
-.47 

.94 
1.2 
-.42 

. I 

I 
~ 
\0 .... 
I 

{I' 

\,.' \ 

\ , 

, 

\ 

; 

, 
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The Interrelationship between t,heI-level Classes. Our examination of the 

'similarity relationships between the various I-level. classes 'is based on tne 

data presented in Table 14(c). This table indicates the angular similarity 

,between the nine centroids as measur'ed by the cosine of the angle between them 

and the distance or dissimilarity between them as measured by the Euclidean 

distanqe between them. 

At the lowest level of the 12, class, a major similarity is seen between 

the asocial agressive and the asocial passive (Aa an~ Ap, with a cosine of 

0.96 and a distance of 1.37). These figures indicate a strikingly high level 

of mutual similarity between these two I-level subcla$ses~ . The data suggest 

that they are virtually indistinguishable. A ,second extremely high similarity, 

is found between the 13 subclasses, passive conformist and the manipulators 

(Cfc and Mp, with a cosine of 0.~7 and a Euclidean distance of 0.59). Again, 

this would suggest that these tHO classes are virtually indistinguishable. ' 

Next, at the ~4 lev~l, the two neurotic groups--neurotic acting-out (Na) 

Ii and neurotic anxious (Nx) show a s'trOng~~imilarity using the distance metric 

but not using the'cosine metric. 

The' two 14 classes, situationa~ emotional reaction (Se) and cultural 

identifiers (Ci) .show a striking similarity with a cosine of 0.9lt and a 

distance of 1.34. This data would also suggest th,at these two profiles are 

virtually indistinguishable. An int.eresting third member of the two 14 

classes is the 13 class crc (cul tura.l conformists'). 'This class shows a high 

similarity to both the situational Elmotional reactors and the cultural 

identifiers. It has(~, cos~e of C.lfO with both of these classes and a 
\ ' 

s~mewhat larger Euclide\~ dist~nce from the two centroids (see Ta,ble 14(d». 

These three groups; Le., Se, Ci, and Cfjc, wou1id appe,ar to be located in very 

" , '-~-~.~ ~-~~" ._.-.-., --jl'-' 
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Table 14 (c) 

Similarity Coefficients between the Nine I-level Subclasses 
Inter-Cluster Centroid Di~tances 

1 Nx 
2 Na 
3 Mp 
4 Se 
5.Cfc 
6 Aa 
7Cfm 
8 Ap 
9 Ci 

Cosine 

1 Nx . 
2 Na 
3 Mp 
4 Se 
5 Cfc 
6 Aa 
7 Cfm 
,8 Ap 
9 Oi 

l!! Na liE. Se Cfc ~ Cfm !E. -
0 1.691 2.512 3.802 2.739 5.189 1.691 

2.512 
3.802 

,2.739 
5.189 
2.488 
4.750 
3.541 

of the 

Nx 

1.000 
.124 

-.886 
.200 

-.876 
- .139 
-.096 
- .112 

.042 

2.488 4.750 0 '1.358 4. ,100 1.608 4.831 1.358 0 4.164 ' 2.363 4.581 
.592 4.437 1.835 4.012 4.100 4.164 0' 4.269 8.050 2.846 7.326 1.608 .592 4.269 0 It.449 1.8'45 ',3.979 4.831 4.437 8.050 4.449 0 '5.569 1.372 2.363 1.835 2.846 1'.845 5.569 0 4.778 4'.58 '1 4.012 7.326 3.979 1.372 4.778 0 3.507 3.542 1.341 3.636 7.589 2.341 6.894 

An~le (at the Orisin) Between Cluster Centroids 

Na !1E. §!l Cfc !! Cfm - !P. 
.124 -.886 .200 -.876 -.139 -.096 1.000 -.112 -.339 -~392 -~401 - .107 -.672 -.361 ~.339 1.000 -.301 .872 .375 .162 .387 -.392 ,-.301 '1.000 -.280 ~.799 .701 -.651 -.401 .87·2 -.280 1.0,00 .336 .246 - .107 .375 -.799 .336 

.385 
-.872 .162 1.000 -.361 .95'8 .701 .246 , ' - .361 -.361 .387 -.651 .. 

.385 .958 
1.00Q -.101 

-.332 -~214 
-.101 1.000 

',939 -.190 -.830 .. 705 -.685 

.' Table 14(d) 

Mutually Closest Connections Between 
Nine I-level Subclasses 

the 

Pairs of Subclasses 
Inter-centroio Simil~rities 
Cosine EUClidean Distance 

0.12 
-0.34 
0.87 
0.96 . 

14(Nx) 
14(Na) 
I 3(Cfc) 
12(Aa) 
14(Se) 
I 3(Cfc) 
13(Cfc) 

and 14(Na) 
and :ii3,(Mp) 
and 13(Mp) 
and 12(Ap) 
and I}~(Ci) 
and 14(Se) 
and 14(Ci) 

0,: 94 
0.70 
0.70 

1.69 
1.35 
0.59 
1.37 
1.34 
2.84 
2.34 

_____ t' 

Ci 

3.541 
3.507 
3. 5}~2 
'1.341 
3.636 
7.589 
2.'341 
6.894 

0 

Ci 

.042 
-.332 
-.214 
' .939 
-.190 
-.830 

.705 
-.685 
1.000 

, 
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1 '1 ce of the Jesness dimensions. Finally, s~nilar regions of the psycho og~c~ spa 

'the neurotic anxious class of. I4 shows a strong relationship·to the 

manipulators of I3 (see Tabl,e 14 (d» • 

t ' 4nd4cate that there is very high similarity These similari~y connec lens. ~ 

between certain adjacent members of the I~level hierarchy. These adjacent 

t ' , t of' Aa and Ap, Cfc and Mp, Na and extremely high mutual similari ~es cons~s • 

Nx, Se and Ci. Each of these represents a high level of mutual similarity 
, . 

such that it would be difficult to tell the~e groups apart given the numerical 

data. Yet, at the same time, they tend to support the I-level classification 

as it is presented with these groups being adjacent to each- other. A further 

, 1 class 4 fication as give.n is that all of the mutual support for the I~leve • 

similarities occur w~ 1/ , 'th adJ'a'ce~t subclasses and there are only weaker kinds of 

connections between the basic ~~ I 3 , and I4 levels. Of these cross-

I and the neurotic acting-out group' level similarities, the'manipulators of 3 

i h 'il "t (the Euclidean distance score of 1.35 with a very (Na)' show a h. g s~m arl y 

O 34) Howe'~er, a further cross-I-level similarity is poor cosine level pf.. , 

that between the cultural conformists of I3 and the cultural identifiers 

(Ci) and the situational reaction (Se) of the 14 level. The most basic 

th f would n,ot contravene the high similarity finding of this group, ere ore, 

betwe~n adjacent I-level subclasses, but would tend to indicate that, 

the. I -le"el s~lbclasses are virtually indistinguishable for certainly as given, • 

certain pairs. 

Profiles of Each I-level Class in Terms of the Jesness Dimensions. * 

I 2:' Asocial Agressi~e. This cluster is characterized by high 

s~ores ,for social maladjustment, low class value orientation, immatur~,ty, 

manifest aggression, withdrawal-d.epression, and a virtua.l autism, alienation, 

absence of denial. It also has' a very high score on the asocial index. The' 

" cluster itself is reasonably homogeneous (h = 0.41). 

1 
oj 

'1 '. 
\ 

~ 
! 
j 
I 
I i I 
I 

. . 
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.' 
~2: Asocial Passive~ This cluster also shows highly atypical scores 

on a large number of the Jes,ness dimensions. The profile 'is very similar to 

that of the Asocial Aggressive. In fact~ there is virtually no difference 

between these profiles. The· s·uggested pairing of 1 and 2 togethet:' in the 

above section dealing with simila.rity pointed· toward, their indistinguish­

ability. Examining the Jesness djmensions for both of these profiles it would 

be virtually impossible to separate between them (see Table 14(b». 

Passive Conformist. , This I-level class shows a jointly high 

score for. repression, denial, and immaturity. The cluster homogeneity of _ , 

h = 0.18 is extremely poor, indicating that there is a very high hetereogeneity 

within the cluster. Examining ~he homogeneity coefficients for each separate 
, 

Jesness dimension it is found that the cl~ster has reasonable hom9geneity only 

for the immaturity score and the repression'score: The fact that the cluster 

shows homogeneity on these two particular variables is somewhat comforting 

beca4se these are the two characteristics on whiqh the cluster clearly has a 

high level of ~typicality. Oth:erwise, thi~ is a very loose and- straggly 

collec tion of heterogeneous 'youth. 

13: Cultural Conformist. This I-level class is characterized by a 

fairly high score for alienation, coupled with a high score for repression. 

It has a somewhat atypically high score for lower class value orientation and 

immaturity. It also has low scopes for social,anxiety and a low score for 

withdrawal-depression. This indicates' that these youth are relatively 

sociable, not particularly depressed, and not. particularly anxious. 

The cluster ~hows a fairly high leyel.of homogeneity for'social 

maladjustment, value orientation, autism, al;!.enation, manifest aggression, and 

denial. This is one of the more homogeneous classes, with an H level of 0.36. 

This H level, however, is not particularly impressive. 
I 
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13: Manipulator. !his cluster shows a bland profile which is 

'characterized only by an above, average score for alienation, 90upled with a. 

very low score for social anxiety. These youth, are not nervous, nor are they 

~hy, nor are they p~rticularly sensitive to criticism. 

This Manipulator group shows relatively low homogeneity levels for 

each of the separate Jesness dimensions. The highest,homogeneity coefficients 

are those for autism and alienation, both of which barely pass the 0.40 

homogeneity level. 

14: Neurotic Acting Out. These youth are characterized by a low 

soot'e for immaturity and a relatively low score for repress~or:. The profile 

is relatively bland, with no highly atypical features. This is partially a 

result of the fact that this: cluster is by far the largest of the I-level 

c1ass'es. The cluster shows a serious absence of homogeneity, not only a the 
-.. 

general cluster level (h = 0,.13), but also for virtually all of the separate 

Jesnass dimensions. 

14: Neurotic Anxious. This cluster shows a very high score for 

social anxiety. Again, this implies that they feel nervous, shy, and 

experience tension. They also have a very high score for withdrawal-

depression. Finally, there is a fairly low score for alienation. This 

indicates a relative absence of being critical or intolerant of other'S and a 

tendency not to behave in delinquent ways.' 

14: Situation~l Emotional Reaction and 14: ,Cultural Identifier. 

The profiles of these two clusters are virtually identical. They have 

atypically low scores for 'social maladjustment, value orientation, autism, 

alt.ena,tion, manifest a~ressi.on, and withdra\Olal-depression, while for 
. 

repression they have an atypically high score and also high scores for denial. 

. , 
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" 

Tpe two clusters are both highly homogeneous and aVle v';l'tually .... indistinguish-

a1)16 in terms of psychologioal statements that .could be made on the basiS of 

the Jesness dimensions. 

CONCLUSIONS 

The following conclusions can be drawn from the above analyses regarding 

the basic issues that were set forth in the introduction. 

1 • Does, the Jesness Data Contain a "Natural", Typological Structure? 

The evidence from our study of the ge~eral taxonomi~ structure of this 

sample of young adolescents s,uggests that six "core tl types are r,ecoverable' 

from the personality dimensions stemming from the Jesness instrument. These 

are brietly identified as follows: 

2. 

A. Mature, in~ightfUl, aware (17%) 

B. 

C. 

D. 

MatuI'e, well-adjusted, conventional, high denial (28%) 

Shy, nervous, socially anXious, conventional (7%) 

Withdrawn; depressed, s~lf-critical (6%) 

Repressed, hostile, antisocial, alienated (6%) 

F. Socially maladjusted, low maturity, hostile, self-critical (28%) 

How strong is This "Natural" Structur'e? 

The boundaries between these classes a~e k d'ff • w~a f ~ use, and are 

characteri'Zed by many "'interm~diate" c~ses. The different classification 

techn~ques show a c8rtain amount of d~sag""eement .... on exactly where the class 

boundaries are drawn: This leads to some inconsis ten t classification of the 

cases Which fall into these boundary" regions. On the other hand, there is 

substantial' overlap in the recovery of cent,ral members of the "core" 

clusters. This indicates that whereas the boundary conditions are weak and 
, , 
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relatively diffus~ structures, toe central tendenci~s and homogeneity 

structure of each of the natural clusters is quite strong. The direct 

m~asurement of homQgene~ty'coefficients also confirms this conclusion. 

Such "core" clusters are also repe~tedly identified by different cluster 

analyt~c methods i'tith quite different approaches to the problem of 

categorizing. This gives encouraging evidence that the clusters are not an 

a~tifact of the statistical approaches. 

3. Does the "Natural Structur'e" Support or Confirm the I-level Designation'? 

The cross-classifications between these two ways of partitioning the data 

indicates only low agr'eement. There is some agreement only at the extremes of 

the I-le\re1 classification where 15 out of 16 of the 14Se and I 4Ci are 

classified into the larger I1mature ll cluster B. However, th'is larget' natural 

cluster contains'many other members who come from a broad range of 13 and 

14 subcategories. Si~la~ly" at the low m~turity end of the I-level sy~tem, 

all of the 12 members are classified i~to the l?rge antisoci~l cluster F. 

'·Again, however, a broad l'ange of 121 13 and 14 yout~ have ·been 'allocated 

into this large natural cluster. The natural grouping~ at the two extre~es 

are, therefore,' much larger than the I-level classes and the latter are 

totally submerged within the' larger natural clusters. 

In the mid-f'anges of the cross-classification there 1s virtually no agree­

ment. The two partitions almost totally violate each other. The natural 
. 

clusters are unevenly spread across many different I-leve'! c:Lasses I and vice 

versa. 

If the natural "core". clusters can, tn fact, be taken as representative of 

relatively pronounced homogeneities and higher sample densitie~ (albeit with 

somewhat fuzzy boundaries), then a case can be made that the I-level classes 

artifically cut across these homog~neities, taking their memberships from a 

-
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number or quite different natural clus~ers, and cutting across the natural 

boundaries. 

, Furthermore, if the, I':.1e:"el boundaries were stronger or mOI'1? clear-cut 

than the natural boundaries, then they presumably would have been picked up by 

the cluster analytic methods. Yet, none of the methods used in this study 

succeeded in replicating the I-level boundaries. Since we know that the 

naturalboun~aries are not particularly strong, or discontihuoU~, then the 

implication is th~t the I-level boundaries are probably even weaker. In a. 

sense, our work replicates that of ,Butler and Adams (1963), although using 

" different methods and samples of youth. The conclusions, therefore, are that 

the I-level cla.9sification rOust be regarded as having very \.;eak, largely 

continuous boundaries between classes, and at; t.he same time weak internal 

homogeneity with'all of its classes except for the I~ class 
, c. ,and the III , 

(Se + Ci). The boundar.y conditions and internal homogeneities of' all the 

intermediate I-level classes are hard ~o justify given the n~ture of the 

present findings. 

4. The Concurrent Validity· ofth~ Jesness Dimensions RegardJ.'ng . _ _ D.~lingll~l!£X. 
The Jesness inventory dimensions have 1 exce lent predictive validity in 

relation to the delinquent behavior scale as assessed on the present sample. 

Five of the dimensions have' zero~order correlations of beyond R=O.4 in 

relation to the delinquency scale, and jOintly scored they correlate R=.64 

with the delinquenc'tY scale. ThJ.' s s· t th t t . 
oJ , ugges s a he Jesness dimensions v/ould 

provide an excellent attribute space wi thin' wbich to co~~truct a typology of 

adolescents that would have high relevance to delinquent behavior • 

- ,----'----------------~-.~----- ------
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1~i£!'£U~jt11~!..lI.:.-1l~evy'e~1L!a~n~d~"~N~a~t~u~r'~a~1.:.:."_T.!:.Y'Lp~o~l~o~,g:z.;Yl-!R!:::e::.l:g~a:zr...::d:.::i~n:.;;;tg Th(~ Concurr'Em~_ Validi ty o.f 
Delinquent Behavior 

I -level ,and the delinquency scale is R=. 296 The cOr'relation between'the 

on the4r own accounted for ) th Jesness dimensions • (about ~% of the variance; , .e 

over 40% of the variance in ,the delinquency score. 

. t 1 ~lassifi'cation has far A second compa~ison indicated that the na ura 

greater predictive accuracy regarding the five del:i.:nquency classes 

'f 0'" the tw~ comparisons were O. 138 and. .005 the I-level (Lambda's • 

than dio 

respecti:vcly) • On the other hand, both sets of results were. statistically 

does, in fact, have some nonchance si~nificant indicating that the I-level 

association to levels of delinquency. 

il 

1\ \ 

.. , 

II 

\\ .' 

-
i I . 

Ball,G.H. 
. 1970 

Brennan, T. 
1'972 

--

-501-

B:i:BLIOGRAPHY 

"Ciassification analysis." Technical report. Stanford 
Research Institute:. Menlo Park, California. 

"Numerical taxonomy: Theory and applications." Doctoral 
dissertation. University of Lancaster: Lancaster, England. 

B~t1er" E.W., and S.W •. Adams 
1966 "Typologies of delinquent g~rls: 

Social Forces, 44, 401-401. 

, . 
Some alternative approaches." 

Carbonell~ J • 
1980 

Everitt, B. 
1974 

Jesness, C.J!:. 
1974 

. "Cross-classification of the MMPI and I-level systems." 
Paper presented ,.it the Intel':national Differential Treatment 
Association Annual Conferem:e, Estes Park, Coforado. 

Cluster analysis. Halsted Press: New York. 

"Sequent;lal I-level classification manual." American Justice 
Institute: C~lifornia.Youth Authority. 

Kornfeld, J.P., T.G. Eynon, W.A. Hetzner, M.E. Pfeiffer-Kornfeld, 
W. Bates, and T. Ba"umer . .. . . , 

1975 State-of-the-art of offender classification in the U.S.A. 
lIT Research.lnstit~te: Chicago. 

Loevinger, J. 
1976 Ego development. 

and C.F. Jesness Molof, M.J., 
1972 ' "Project sequil: The ,development of a sequential I-level 

classification system." Yearly report. American Justice 
Institute: California You~h Authority (Cont~~ct A 147-70). 

Pauker, J., and S. Hood . 
1979 "Classifying and the impossible child and adolescen't. 

paper. Family Court Clinic: Toronto, Ontario. 
(,-\. 

Sarbin~jJ.R. 
1952 "A preface. to a P~:lcholog:rcal analysis of the self." 

ReView, 59, 11-23 • 

Unpublished 

Psychological 

'I 

, 



( 

( j 

Z12EliiiiiIlIiaz: 

Smith, D.E. 
1974 

-502-

"Relationships between' the, Eysenck and Jesness per·sonality 
inventories." British Journal of Criminology, 14(4), 376-84. 

Sullivan, C., M.Q. Grant and J.D. Grant 
1957 "The development of interpersonal maturity: 

delinquency. II Psychiatry, 20(4), 373-85. 
Applications to • 

Werner, E. 
1975 "psjchological and ethnic correlates of interpersonal maturity 

among delinquents." British Journal of Criminology, Delinquency, 
and Deviant Social Behavior, 15(1), 51-68. 

0' 

. " 

? : If 

" 

"'(1 
\., 

\ ' 

( 1 

: I 

( I 

• 

CHAPTER 13 

A CLASSIFIQATION OF PROBATION YOUTH -

0' 

, , 

, 



" • 

( 

( 

( J 

( 

:" 
'e 

( 
I -

( 

-504-

The present cqapter again tests and demonstrate~ the use of a v:ariety of 

taxometric methods on a set of real 'criminological data. ' In the present case 

w~ attempt to clarify the 'taxonomic structure of a sample of probation youth. 

A local probation department used two psychometric instruments to assess each 

probati~ner at intake. It should be noted that the two psychometric 

instruments that are used in the present 'study formed only a segment of a 

larger range of data that were collected on each youth. For our present 
, . 

purposes, however~ t~ey provide an extremely useful vehicle for evaluating. the 

use of selected classification'techniques on real criminological data. 

The "Experience Survey" (Cartwright and Howard, 1973) is particularly 

interesting in that it repre'sents a theoretically ~r1ell developed elaboration 

of the main factors which impinge upon a youth to bring about, or,todiminish, 

delinquent behavior. The main £actorsar~ described more fully below, a~d the 

system itself is descr~bed i,n Cartwright and Howard (1973). The present' data. 

also includes t:he general personality descriptive system for youth, the High 
.. .' . 

'School Personality Questionnaire 'developed by Cattell, anq based upon the well 

known l6PF svstem (Cattell and Eber, 1970). 
~ . 

Thus the present exercise is descriptive in its intent as well as being 

concerned with theory development. The typological analysis, particularly of 

the E-S scale, should be su.ggestive o:f new multivariate hypotheses regarding . 

the joint, interaction of the .various E-S factors 

delinquent behavior. 

The Data 

in differentially leading to 

The primary classificatory variables~were 18 Experience Survey scale 

scores (Cartwright & Howard) and 14 HSPQ sc~le scores on 148 juvenile 

offenders between the ages of 12 and 17 < the sample inr.ludes one 18 y~ar old'). 

I ) 

i \ 

-
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Descripl:ions of each of these scales are found below. There were 118 males 

'and 30 jEemales included in th~ sample. The 148 subjects were the entire 

populadon of youthful offen,ders' handled by the Boulder County Court between 

.the yealts 1972 and,1976, with the exception of twenty-one cases which were 

elimina:ted because one or both sets of classificatory measures were missing. 

Of the Jl48 cases, 97 (or 65.5%) had recorded at leas~ one previous offense in 

addition to the presenting offense. 

In j!!·ddition to the above data, there are data on the disposition of the 

case, c()nditions of probation, revocation orders, and conditions of 

revo\'iadon. Additional demographic information includes b~rt):1 order, number 

of sibl:lngs, days absent from school, grade point average, number of persons 

in the home, age of· youth, perc,entages of fathers and mothers in the home, 

occupat:Lons of father and moth.er, and the distributions of the sample --
according to presenting offense. 

Cartwri:~ht and 'Howard I s' Experienc.e Survey 

The theory which provides a basic framework for the experience 'survey 

consists of a fox:mal model of the "forces leading to commission of a 

delinquent act" (Cartwright and Howard, 1973). Certain condition,s are seen to 

give rise to forces that may exist in a causal relationship to delinquent 
. . 

activity, The formal model takes into consideration four general aspects of 

these causal conditions: the recency of the condition, the so~rce of the 

condition J the types of causal relations the condit;ion had with d~lin:quency, 

and the social context in which it arose. Attention to these four aspects in 

relation to delinquency presupposes a psycho-social orientation to criminal 

behavior: delinquency (or t~e relative lack of it) is conceived of as 

resulting from forces which impinge on and motivate individual behavior, 

having been precipitated in sp·ecific psychological and social environments. 

------.---,------------~-------------------------~---------------~-------~------
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" 

According to Cartwright ~nd H.oward (1973), delinquent behavior may evolve 

i~ threla (n'ot necessarily exclusive) contexts: family, schoo 1, or ~ii ty w 
\\ 

Within E~ach of these contexts, the 'for~a' which will ,?ventually lead' to a 

delinqu~mt act may arise from' either social or indiv'idual sources, (that is, 

either other people or the individual ego may "initiate the fC'rce"). This 

force is further posited as bearing five kinds of causal relations to the 

delinquent act: permission, instigation, facilitation, diversion, or' 

prohibition. The components of these five categories, divided into their 

social and personal aspects, are .presented in Figure 1 ~from'Reuterman, 

1968). This figure could be replicated for 'each of the three contexts: 

school, 'city and family, to provide the totat set of postulated 'causes of 

delinquency. 

The Experience Survey Sca1:;:;s" The experience"survey itself basi~alli asks 

the subject to report certain experiences for a speCified ,1?eriod 'of time, most 
"--' 

often the past year. Each :i.:tem elf the survey, a? utilized by Cartwright altd 

Howard (1973) begiD,~ by asking, 'IiDuring the past year, how oft~n ••• 7" The 

format for response is divided ,iI.l.to six categories, which are numbered from 

zero to five: never, a few times, sometimes, fairly often, quite often, and 

very often indeed. 
Ii 

Each item on the scale, ac,cor!iing to Cartwright and Howard (1973) ,i"'m~et 

meet criteria of test-retest rel~ability and external validity, the latter of 

which is achieved ti[lrough positive cot;relation with a scale of self-reported 

delinquent behavior. Reuterman (1968) presents coefficients for validity with 

each item utilized in his version of the sca';;e. All item,s (in the case;' of 
;, 

Cartwright and Hqwa:rd 1973) werE~ alSo sub j ec ted to exi:tmination for inter-rater 

agreement in regard to their "pl~oper cell membership" within the model (a 
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F.IGURE 1 

Two-fold Clas!>:~Hcation, of Factors 
in the Experimental Survey (ES) 

Soc'ial 

(a) people who lure 
(b) people who, tempt 
(c) peopte who force 
(d) movies 

(e) magazines 

Individual 

(a) wish for kicks 
(b) wish for status 
(c) wish for respect 
(d) .desire for material 

goods 
(e) role image of tough 

guy or smart guy 

---------~-------------------------------------------------------------------

Facilitators 

Permittors 

Diverters 

Prohibitors 

(a) fences and other 
assis'tants 

(b) opportunlty in open 
doors, cars, etc •. 

(c) density' o-f 
popu~ation 

(a) people who don't 
care 

(b) people who "are 
afraid to interfere 

(c) ,people who want to 
avoid involvement 

(a) church youth club,S 
(b) parks and recreation 
(c) work program 
(d) schools' interesting 

,activitie$ , 

(a) police 
(b) courts 
(c) teachers 
(d) strong parents 
(e), vigilant citizens 

(a) skills 
(b) natural abilities 
(c) emotional control 

(a) mental retardation 
«b) ignorance 
(c) emocional instability 
(d) alien~ted attitudes 

.il 

(a) hobbies 
(b) habits of being busy 
(c) social interest 

'(a) conscience 
(b) fear of punishment 
(c) self-concept 
(d) long-term image for 

career, position in 
~ociety, etc. 

______ 0 _____ ,--_--_--_-------------------------'-,''-, ____ '--____ .. ~~, .. __ .... , 

• 
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"dell" being each of the 30 categ(')r~es which result from crossing the six 

contexts and sources with the. five relations of motiyating forces to 

delinquency; one cell would ~hus be Social City Instig~tor, another would be 

.Individual School Prohibitor, etc.). Raters were required to place items in 

the proper cell of the model, and only items with an "ac~eptable consensus ll 

were r~tained. 

Each scale consists of a number of items which are then divided i .. nt(,) six 
, . 

batches, one batch for each 'of the context ~nd source points .(social-city, 

individual-city, social-school, individual-school, social-family, 

individual-family). Within each of these groups, there are p.laced an even 

number of items which are judged to correspond with each of the five causal 

relations: instigation; fa~ilitation; permission; diversion,' and 

prohibition. Each relevant variable is thus identical to a single "cell", as . -. 

defined above. Of the items corresponding to each cell, half were phrased 

with 'an adult as .the agent or refe.rent, and half' with peers, friends> or· other 

children as the agent or referent. This procedure is followed partially in 

order to determine whe~her or not peer influence in reference to delinquency 

actually exists and if so where it can be found.' The scales and subsca1es are 

designed to discover relevant factors existing within each cell. 

The subs cales used for this research are the 18 scores resulting from the 

six contexts (sO'cia1-city, individual-city, etc.)' described ab?ve f,or (1) 

adults as agents, (2) !peers as agents, and (3) ~ cqmposite patter.n of 

experience (Cartwright & Howard, 1973). A high score on any of these 18 

" scales i~Jicates a high proneness to delinquency contributed by that component. 

~~ names of these 18 sCfoles are as follows: 

1. Social-City 
2. Social-School 
3. ''&~c ial-Family 

.~\ 

• 
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4. Individual-City 
5. Individual-School 
6. Individual-Family 
7. Peer-Social-City' 
8. Peer-Individua1-City' 
9. Peer-Social-Famt1y 

10. Peer-Individual-School 
11. Peer-Social-Family 
12. Peer-Individual-Family 
13. Adu1t-Social-City . 
14. Adult-Individua1-City 

. 15. Adult-Social-School 
16. Adult-Individual-Schoo1 
17. Adult-Social·-Family,. 
18. Adult-Individua1-Fami1y 

Multiple-factor Systeml 

Definitions " 

Instigators Provide the push or impulse to action 

A. Social: Direct perso~al initiation of delinquent act, luring 
to immorality, daring to steal, forcing to carry 
weapons,-inviting the person to commit delinquency. 

1ndirect personal provocation, unjustly depriving, 
'stressing! aggravating, f'1;'ustrating tl;te l'erson , 
to the po~nt where some k~nd of retal~at~on aga~nst 
the aggre~~or or a substitute is likely. 

Impersonal provocation, such as poverty "an added spur 

• 

to dishonesty" (Burt): overexc·iting movies, magazines, 
stimul.ating to violence, immorality, etc. 

B. Individual: Conscious wishes for goods, excitement, reputation, 
etc •• : fulfilme~t of personal ideal 

Unconscious conflict generates tension for which 
releaie is sought .through· delinquency; delinquency 
is displaced aggression or symbolic search for 
~ffection; act is compensatory for some inferiority. 

Facilitators Provide the means for carrying the impulse into actual 
behavior 

1ltevised and expanded from riA new multiple-factor approach to 
delinquency", by Desmond S. Car~wright, Nicholas A. Reuterman, and Richard-D. 
Vandiver. University of Colorado, 1966, Mimeo. . 

. , 
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AssiRtance and opportunities. People show the person 
how to.commit the act, or provide necessary infor­
Mation or tools or other means. Opportunities 
drise from unguarded property, l~ft around, key~ 
in car, doors unlocked; dark alleys, crowded areas, 

. places to hide, etc. 
• 

B. Individual: Physical capabilities (e.g. small enough to get through 
little window; skills (e.g. can make a zip gun); 
emotional qualities (e.g. can stay cool under pressure) 

Permittors Provide snnction or taClt: encouragement for nn act 

A. Social: Deviant example set by parents or cit\zens; parents, 
teachers, other code-bearers lax or indifferent in 

. discipline; peaple don't care or afraid to interfere 
in violations; friends offer protection, strength~n 
rationalizations, etc.: ~nforcement inefficient or 
corrupted; societal anomie. 

B. Individual: Personal alienation; don't-care) so"':wh.at, nothing-to­
lose-attitude; emotional instability, menthl 
deficiency, ignorance of laws. 

Diverters 

A. Social: 

Milita'te 'against commissif)n of delinquent acts by pre­
occupying time, interest and energy in other ways 

Recreational programs that "keep youth off the streets" 
. and involve them in wholesome activities; work 

in the usual employment sense and in the special 
.~ sense of organized w6rk programs, again designed 

to occupy and provide remunerative satisfaction; 
schaal and pre-employment training; spetial 
enterprises such as Big Brothers; encouragement 
by members of the family to engage in wholesome 
activities, both intra- ahd extra-family. 

B. Ind~vidual: The personal side of involvement in work, school or 
recreation: cultural interests, ability to develop 
sustained attention and investment of energy in ' 
constructive enterprise, hobby, sport; ability to 
d~velop trusting, admiring, affectional relationships 
witl12~thers, especially with persons representing 
stable/harms of society, teachers,' coaches, and so on. 

/~ 
~ , 

Prohi.bitors Di~t',lY [(H'hid, block or threaten penalties for committing 
delinC'(ltont ncts; or othCn.,i.:-H' directly oppose deliuquencl 

A. Social: Parental supervision, control, discipline; proper super­
vision counsel and enforcement from other authorities 
§uch as teachers nnd police; citizen intervention; 

'church tellchings. 

. , 
I. 
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B. Individu8.l: - .... Conscience~ personal scruples, disgust at violations' fear 

, . 

~f b~ing :Bught, punished, -loss of social statu~; stake 
1n ~ommun1ty and sense oe long-run importance to own 
self-imag; a~ gopd citiz:ns; s~ake in family and Com­
plete unwlll.l.ngness to rl.Sk brl.,nging trouble. 

Social Factors Are those which arise outside the person, outside.,of his skin, 
so to speak.· 

Individual 
Factors. 

The ~l~imate ~rigins ~ay be in so.me econo~ic or physical 
cond1t10ns of the~nv1ronment, even the wl.der environment 
of a nation. But In. the present scheme the factors must 
be in some w·ay i~:~linging quite ~irectly upon the individual. 
Thu,s a general s~ate of anomie in the nation would have to' 
result in .there 'being particular people wllo display normless 
behaviors. in the immediate local environment of the child in 
question before such conditions could be inc~uded as social 
factors for the presen.tanalysis. 

Are ~h~se Wh~ch are within the person himself, in his physical 
condl.tlon, h1s thoughts, feelings and impulses, and also in his 
behavior. .. 

A deficiency in physicFll stature may itsen facilitate 
entrance through excep'ti,onally small passageways, and thus 
b~ a factor. If a compensatory striving for importance 
arises; it is this strivirlg whicJ::l is the factor. 'If a child 

. wants money and steals it, the wish as such is' the 
individual instigator here; regardless of the fact that the 
chqd I s family might be very \,oor. TQ.e poverty of the 
famlly would be another factor, a socl.al one. And though 
the poverty of the family and the child's individual ,dsh 
for money might seem to be closely' connected in this in­
stance, they. might not be in another instance, where for 
example the wish for money derives mainly from symb,olic 
needs for resolution ·of some inner conflict over loss of 
lo~e to a sibling. Analytically, the wish for money and the 
state of poverty are separable and must be kept separate in 
the present system. . 

It is expected that, in the usual case, a considerable 
number of ind,ividual factors and also a large number· of 
soc~al factors will be at work in the production of a given 
dehnquent act. 

, 
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Cattell's High School PersonalitY,Qu~stionnaire (HSPQ) 

The High School Persona~ity Questionnaire (HSPQ) is an in~trument 
developed in, order to me~sure the basic 'personality factors in high school age 
individuals. The factors used in this scale are drawn 'from the more general 
16PF sC,ale t (Cattell, Ebert ,aQd 'ratsuolta, 1970). The common structure of 
these two sets of scales male,es it possible to generate comparisons of the 
personality structure of people at different.ages. The HSPQ, however, does 
not include factors L, M, N or QI, which are part of the 1~PF; it does 
include factors.D (undemonstrative vs. excitable) and J (zestful vs. 
circumspect) whiqh are both sp~cific to the HSPQ. 

The· fourteen scales of the HSPQ, then, are sUll:tmarized as follows,: 

Scale 

1. Factor A 

2. Factor n 

3. Factor C 

4. Factor D 

5. Factor E 

6. Factor F 

7. Factor G 

8. Factor H 

9. Factor I 

10. Factor J 

11. Factor 0 

12. Factor Q2 

13. Factor Q3 

14.Factor Q4 

Brief n,!~sti:Ption 

Sizo'thymia ('rese:t:ved, detached, critical) vs. 
Affectothymia (warmhearted, outgoing) 

Iutelligence (Lb~q B-, 'High B+) 

E~o strength (Low C-, High C+) 

Temperament (phlegmatic D~, Excitable D+) 

Submissive vs. Dominant 

:Sur,gency (Sober C-, Happy-go-lucky F+) 

Superego strength (Disregards rules G-, 
Cdnscientious'G+) 

Threctia (Shy) vs. Parmia (Adventurous) 

Harria (Tough-minded) vs. Premsia (Sensitive) 

Zeppia (Zestful) vs. Coasthenia (Reflective) 

Untroubled Adequacy vs. Guilt Proneness 

Group Dependency vs. Self Sufficiency 

Self-Sentiment (Unc1mtrolled Q3-, Controlled 
Q3+) 

Ergic Tension iLow Q4-, High Q4+) 

i, 
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" RESEARCH SEQUENCE 
, 

The Aata were subject~d to a number of clustering routines. Table 1 below 

lists all of the analyse~ together w~th the c~aracteristics of each. 
" 

Dendt'ograms (trees) were created for all of the hict:archical clus tering 

results. The trees and the levels of the trees to be subjected to further 
, ' 

analysis were chosen using f(~ur criteria. These criteria were: (1) clusters 

formed early in the process, (2) clusters remairiing intaGt for a reasonabl~ 

time before being combined ,,,ith other clusters (long bran~h line), (3) , 

cluI;iLe1;'s containing more than four members) and (4) clust~rs, where similar 
-, 

groupings were arrived at by several different methods. The first three' 

criteria for this selection procedure are obviously quite subjective. We 

shall discuss the fourth crfterion in more detail in the following paragraphs. 

By this procedure, three partition~s ,of the data ,,,ere chosen for further 
4 

analysis; the fir'st clustering wa.s s~lected from the results of UPGMA 

clustering on the 18 ES m,easures using Euclidean distanc~ (a three group 

solution» the second and third partitions were chosen from the results of 

UPGHA clustering on the HSPQ measures u'sing the correlation 'coefficient (a 

four group and a five group solution). 

Results were evaluated in four steps: (1) Alternative "natural" 

partitioning lev~ls were selected fo~ further analysis by visual inspection of 

the dendrograms produced by th~ clustering routines i (2) these pa.rtitions were 

compared pai~wise by cro~s-tabulation of cfaRs memberships, and by computinR 

several agreement coefficients; (3) each IImost likely" partition was then 

s~bjected to a nwnber of statistical tests to determine adequacy of the 

implied typologies, using ~oCh the origin~l' classificatory variables and a sat 

of stlll'ldnt'ci demographic dUCa describing 'the offenders J and finnlly, (4) each 

consLructed typology wns "v.'11idatC'u" ngai.nst an actual behavioral 

\\ 
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classifi,cation based ot', the presenting offense of the subject. This comparison 

also produced, a set of cross-tabulatio~s and ~ssociated ~easures of agree~ent 

between the constructed p~rsonality types and the offense classification. 

, Table 1 

Analytic Methods Used to Cluster 
the Boulder County PFobation Department Data 

Met,hod Variables Similarity if: Gl!OUPS 

ES Clusteringa 

*UPGMA ES (18) Euclid. Dist. 3 

HMODE ES Euclid. Dist. 5, 3 
(30 outliers) 

NMODE ES Euclid. Dist. one mode 
NMODE ES Euclid. Dist. 2 

HSPg Clusterin& 

*UPGMA HSPQ (14) Correlation (11) , 5', 4 
(group ave. ) 

HMODE 
(30 outliers) 

HSPQ Correlati,on 9, 6 1". ,I 

UP.GMA' HSPQ Euclid. dist. 7, 3 

HMODE }lSPQ Euclid. dist. single group 
(25 outliers) \\ 

NMODE HSPQ Euclid. dist. single group 
(126 outliers) N = 22 

--
* partitions selected for further analyses 

" 

(. " 
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.' 
RESULTS 

Comparison of C~usterings o:EExperience Survey (ES) Data 
. 

Natural mode search (NMODE) found 2 clusters (78 and 10 points 

l~espectively) and 60 outl~((ers.. NMODE tends to define clusters more strictly 
II, ' 
\\ 

than other methods. \\ 
'~'->-::I, __ ~._~./--{ ~ 

~~, 

The tree produced by the group average method i\_.1ic.~ted 3 clusters of 98, 

22, and 18 points resp,ectively, with 10 outliers. 

The hierarchical mode search (HMODE) tree indicated a 

3-cluster solution, although the 5-cluster level of the tree'was also 

considered. The 3-cluster solution compares most favorably with those 

produced by the other methods •. Clusters contain 97, 14, and 5 points 

respectively, with 32 outliers. 
, : . 

Partition matching 

The tables below show the number of points held in common by clusters from 

aiffe<~:\ partitions. In Table 2, for example, 9luster 1 of the group average 

partition contains 22 points. Fourteen o~ those fell in cluster 1 of the 

HMODE partition, 5 in cluster 3, of the HMQDE partition! and 3 were classified. 

as outliers by HMODE. Cluster 2 of the group average partition contains 98 

!,oints, 89 of which fell in HMODE's cluster 2, while the other 9 were 

classified as outliers by HMODE.There is s~bstantial agreement, between the 

two partitions an cl~sters 1 and,2, but cluste,r :3 in each case seems to' 

repre~ent a small piece broken from one of the two main clusters. This may 

indicate that there are only two clusters with a number of point~ loosely 
I, 

\\ 
scattered around and bet~een them or that a third, and possibly even a fourth, 

cluster ex.ists quite clase to the other two. All 10 of thcpoints left as" 
(\ 

outliers under the group average method were also classified as outliers by 

HMODE. The value of symmetr'ic lambda for the cross-tabulation is ,,: .. 55. , 
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Table 2 

CII,ister Overla.p Mattix Between 
Two' Partitionin&s of the ES Data 

GROUP AVERAGE 
(UPGMA) 

Cluster 1 2 3 
Outliers 

(Unciassified) Totals 

1 

HMODE 2 

3 

Outliers 
(Unclassified) 

Tot~ls 

14 

5 

3 

22 

o o 

89 8 

o o 

9 10 

98 18 

l.~bda (Symmetric:) 

o 

o 

o 

10 

= .~55 

14 

97, 

5 

32 

148 

Table 3 shows that HMO DE agrees complete,y Wl.t e . ] . h th ,la~\~e cluster produced 

-by NMODE, but splits the 9mall clus:er into two parts. 

,of' d as outliers by NMODE as well. outliers were classl. .. l.e 

All 32 of HMODE IS, 

Symmetric lambda is 

Other tables partly because of the greater .521 -- higher than in the 

agreement amon.g outliers. 

Table 3 

Cluster Overlap Between Two Partitions of ES Data 

Cluster 

1 

HMODE 2 

3 

Outlier~ 
(Unclassified) 

Totals. 

Nl10DE 

Outliers 
1 2 (Unclassified) Totals 

o 6 8 14 
.---

78 o 19 97 

o 4 1 5 

o o· 32 32 ----------------"--._--
78 10 bO 148 

Lambda (Symmetric) = .521 

.-~~"'..:-..---------..,-----., .­" bt& 'i_! 
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" 
The clustering. method:~. show substantial agreement qn one large dense 

.c1:uster. B4t they disagree somewhat on the one or two~ma'l1er, sparser 

peripheral clusters, indicating that boundaries between these sparse clusters 

ar'e not clear} y defined. 

Suspecting that some combination and,imprqvement could be obtained on the 

sample by specifying three clust~rs (K=3) and computing clusters by K-means 
. , 

(MIKCA) methods, two runs of MIKCA were obtained using different initial 

cluster centers. These runs turned out to give two only slightly different 

solutions~ MIKCA - trial A seemed to place centroids much closer ~ogether 
than the centroids obtained by UPGlL., HMODE

1
, or NMODE. How these MIKCA runs 

agreed with ·each other and with the other clus·tering. results is summarized in 

·the next Section. 

The three basic clusters identified within tPis.data·are shown below as a 

plot in discriminant space •. 

EVALUATLON OF ES CLUSTERING RESULTS 

The evaluation of the clusters chosen for further scrutiny cqnsists of two 

tasks: (1) t.o eXC1,'\lline the Sl:;:uct~ral charact;eristics of each partition and 

(2) to summarize and interpret the substantive characteristics of each cluster . . 

in the various partitions. The following three ES partitions have been chosen 

for these more detailed evalua~ions: 

1. Gp Average - Euclid. d on JSovariables, 3 group solution 

2. MIKCA (K-meaps) - on ES variables, 3 groups - trial A 

3. H!I<.CA (K-means) -. on ES vatiables, 3 groups _ trial B 

Structural Characteristics of Solutions 

~ompar:i.sons of these" p_artil:ions, including various measures of agreement }_:-c 
<, 

are shown in Tables 4 and 5. 

o 

, 



-518-

, { I . " • . ' 
;( 
, 

• 
--4. .. . . 

t 

'( 

i. ..... 

• II 

• -

I 
i 

~ 

, . 

-J[ " 

( 1 

j 

,-, I 
( " 

I 

I 
L 

t 

( ! 

-S19-

Table 4 

Partition Matching Coefficients (ES Comparisons) 

Rand Jaccard Cramer Lambda 

~ODE,ES(2)vs.UPGMA,ES(3) .167 .526 .621 .367 
NOTE: (~ODE's 2 clusters agree well with 2 of the Gpav,ES clusters. 

Large number outlier.s lowers the coefficients. ) 
HMODE,ES(S)vs.UPGMA,ES(3) .731' .489 .635 .385 
HMODE,ES(3)vs.UPGMA,ES(3) .834 .6~2 .648 .455 
HMODE,ES(3)vs.NMODE,ES(2) .838 .633 .7.'1,7 .521 

MIKCA,ES(3A)vs. UP,GMA,ES(3) .592 ' .381 .52() .,190 
MIKCA,ES(3B)vs.UPGMA,ES(3)* .909 .834 .904 .755 
MIKCA,hS(2)vs.UPGMA~ES(2) .595 .425 .511 .231 

MIKCA,ES(3A)vs.MIKCA,ES(2) .690 .517 .677 .458 
HIKCA,ES(3A)vs .MIKCA,ES(3B) .591 .409 .571 .,236 
MIKCA,ES(2)vs.MIKCA,ES(3B) .. 582 .437 .581 .224 

*MIKCA tr:i,al B ~qith K=3 produced clusters almo~t identical with UPGMA 3 
group sol~tion. 

Variable-by-c1uster' homogeneities, as well a's the centroid vectors, 

distribution indices, etc., for each partition were computed for several 

,possible clustering so.lutions. The results ar'e presented in' evaluation tables 

6 and 7. 'These tables indicate that the high~st cluster and variable 
I 

homogeneities are found in the' UPGMA - 3 gro~~. solution using ES scores~' They 

are generally highErr even than either of the MIKCA - 3 group solutions also 

using ES s'cores. 

Homogeneity Characteristics of the Selected ES Partitions 

Empirical measures used to assess the homo:g~ne'ity of the partitions are 

the Gamma measures; the homogeneity measures discussed earlier •. The contribu-

tion of each variable to the clustering is assessed by examining the:i.r . 

homogeneities both within and acro~s the clusters. All of these considerations 

~n the partitions chosen are presented and interpreted in the next section. 

Homogeneity measures and distribution indices of the clusters are shown below. 
.J': 
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Table 5 

Homogeneities and Distribution Indices for 
UPGMA - Eucridean Distance -3-group Solution 

Cluster 

1 2 

N 22 98 

Homogeneity .507 .l~82 

Dist. Index .536 .851 

3 

18 

.,412 ' 

.203 

The homogeneities of var~ables and variable-by-cluster statistics' are: 

found in the evaluation tables below. The analysis indicatea that the. larger 

cluster (N=98) is more compact than the other. two b.ased on the ES scores. 
. . /(. 

Looking at the variable means a'ssociated with each c~,\.1ster, ~t, is relatively 

easy to see that cluster 1 (N=·2b) is characterized by low ES scores, cluster 2 

(N=98) by ES scores near the mean and cluster 3 (N=1S) by high ES scores.· 

.Sinc~ high ES sco~es are supposed to be associated with greater amounts of 

delinquent behavior, we would expect to find that group 3 represents a 

population of significantly higher delinquency. This.expectation will be 

examined in late;r paragraphs when we look at the 'composition of the clusters 

in more detail. It is interesting that ,NMODE methods could detect groups 1 

and 2 but could not qetect group 3., 
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Table 6 

Bou,lder County Probation .Dat'a - ESScore·s, Standardized 

No. outliers removed (N=148) 

Method: UPGMA Similarity: Euclidean Distance 

Cluster 1 <"';'uster 2 Cluster 3 
N=22 N=98 N=18· 

Homd- Homo- Homo-
Centroid geneity CentrClid geneity 'Centroid geneity 

-,1.064 .343 .130 .538 1.123 .2'93 
1. 2),8 .632 .184 .• 644 1.215 .599 

-1.1$6 .480 .210 .332 .341 .505 
,j 

-,~~ i")6·5 .582 .0J..6 .596 1.536 .554 
-1. :U:;1 .493 .121 .695 1.245 .688 
-1. lSlJ .677 .091 .684 1. 348 .415 

.969 .421 -.019 .536 1.248 .21.:4 
-954 .657 .017 .410 1. 329 .311 

-1.111 .468 .098 ,554 1.275 .!j,61 
:"".984 .154 .099 .462 1.035 .828 
-.958' .195 .157 .355 ;653 .493 

-1.114 .505 .117 .469 1.046 .559 . 

- • .'~69 .428 .105 .161 .511 .317 
-.641 .580 - •. 017 .. .464 ' . 
-.870 .494 

1.285 -'.049 
.181 .352 .398 .113 

. -.908 .686 .062 .489 1;141 .329 
"::1.124 .674 .186 .378 . .50P .423 
-1 • .\82 .651 •. '059 .558 1. 304 .350 

Dist. Dist. Dist. 
Index= . Index= Index= 
• 536 .851 .203 

MSD= H=.507 MSD= H=.482 MSD= H=.412 
8.470 9.229') 9.995 

0 - "~ 
) ~ 

.:' 

(\ 

Ii 

V r ~, 
" 

() {?::I 

I 
" " 

Variable 
Homogen~ity 

.475 

.631 

.379 

.589 
•. 662 
.648 

.482 

.437 

.528 

.461 

.347 

.4·86 
" 

.224 

.415, 

.343 

.500 

.431 

.545 

. 
--

, ' 

, , 



( 

( , ES 
Variables 

~oc. 'CH.y 
School 
Family 

Indiv. 
City 
School 
Family 

Peer: 
Soc. City 
Ind. City 
Soc<--, School 
Ind. School 

( Soc. Family 
Ind. Family 
Adu1t.~ 

Soc. City 
Ind. City 
SOC;. School 

f Ind. School 
Soc. Family 
Ind. Family 

r> 
::'{ c 

.. o 

r' 
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Table 7 

Boulder County Probation .Data - ESScores, 3tandardized 
N=148 

Method: MIKCA.-B Similarity: Maha1anobis Distance 

Cluster 1 Cluster 2 Cluster 3 
N=24 N=104 N=20 

HoIIiO- Homo- Homo-
Centroid ,geneity Centroid geneity Centroid geneity 

-1.342 .389 .094 .500 1.122 .364 
..:1. 447 .426 .108 .545 1.174' .585 
-1. 22], -.001 .106 ;303 .395 .52.9 

, 

-1.156 .423 .035 .586 1.570 .494 
-1. 423 .118 .086 .643 1.261 .538 
-1. 366 .Li01 .056 .623 1.347 .317 

-1. 044 .380 .012 .460 1.314 .136 
.,972 .611 -.033 .343 1. 335 .370 

-1.l~03 .604 "M3 .562 1.148 .050 
,-1.129 -.267 ;~80 .'380 .941 .735 
-1.18'7 .196 .151 .267 .641 .545 
-1. 208 .2,91 ' .083 .370 1.018 .507 

, , 

-.813 -.090 .088 .147 .520 .368 
- .. 807 -.202 -.043 .. .460 , ' 1.189 -,.033 

-1.188 .·155 ~214 .315 .312 .135 
-1.104 .288 .023 .442 1" 205 .220 
-1. 344 .562 .200 .306 .572 ~404 
-1. 294 .572 .048 .516 1. 305 .325 

- y 

Dist. Dist. Dist; 
Index= Index:: Index= 
.715 .852 -.107 

MSD= H=.270' MSD= H=.43l MSD= H=.366 
12.597 10.135 10.841 

. . 

Variable 
Homogeneity 

.463 

.531 

.284 

.547 

.543 
:546 

.403 

.390 

.500 

.323 

.293 

.379 

.138 

.286 

.265 

.387 ' 

.360 

.4·99 . . I 
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.££!!:clusions regarding ES Clas.sification 

, The results of this sec~ion of the w~rk on the probation sample indicate 

that within the context or the ES variables, the present sample is ~ 

strongly clustered. The agr'eement coefficients are rel~ltively low, indicating 

that the various cluster methods. ,could not fihd stable and reliable partitions. 

The three-cluster level that was selected for special study is shown by the 

evaluation tables to represent simply three difierent levels of delinquency 

proneness. Furthermore, the homogene{ty coefficients of these three clusters 

are not high. None of them has a'homogen~ity much in e~cess of H=0.50. Th~ 

cluster graph confirms our sense that within the ES attribute space we are 

dealing with a rather continuous distribution. 

CLUSTERING RESUL~S FOR THE HSPQ 

Group average and hier,archical mode sea~ch' (m10DE) 'methods were ~lso used 

to cluster data on 'the 14 HSPQ variables. Both Q-correlation and' distsnc~ \, 
, \\ 

were used to measure similarity between sub.J':~cts. The latter attempt did not 

produce any re~iable clusters. Apparently.,/the profile shapes i not I:he levels 

of the personality measures~' are ta~c-r.a'iD.ically significant. 

Agreement among nSPQ partitions 

Together with the overlap matrices, various measures of overall agreement 

among clusters are available. Table 8 shows only the significant results of a 

. large number of partition comparisons. ?=he homogeneity measures for each 
. 

variable by group for selected solutiona are found in Tables 9 and 10 • 

Inspection of the group average clustering led to the choice of as-cluster 

solution, with cluste~s containing 56, '40, .19,. and 14 points respectively and 

3 points left as ·outliers. The best level .of the HMODE tree appears to be the 

6-cluster level, where clusters contain 52; 41, 10, 4, 4 and 4 points. It is 

o· 
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.' 
p~ssible that t~e three 4-point clusters represent only minor variations in a 

generally sparse background:of points, however, indicating the possibility of 

fewer ciustets. HMODE left 33 out~iers. 

Partition matchi~ 

Frore the overlaps between cl~.sters i'n theo group .average and HMODE 

partitions, it is apparent that there is substantial agreement on the two 

large c~usters. HMODE1 s cluster, t/:1 matches fairly well with the group average 

cluster iF2, and RMODE' s 4F2 matches well with group average's ifo3. The smaller 

clusters, hOlqev~r, show virtually· no rela.tiol1ships acrol,ls the two. partition? 

Such instability suggests that these are not true clusters, but chunks of 

fairly uniform background nohe. instead. (SYmmetric lambda for this 

comparison is .516). Table 8 below summa~izes the results of th~se 

. comparisons: 

Table 8 

Partition Matching Coefficients 
HSPQ Comparisons 

Rand Jaccard Cramer Lambda 

o UPGMA,HSPQ,r(1l)vs.RMODE,HSPQ,r(9) .• 881 .389 .558 .51'4 

UPGMA, HSPQ, I' (5 )vs .ID10DE ,HSPQ, r( 9) 

UPGMA,HSPQ,r (5)vs.HMODE,HSPQ,r(6) 

Cluster Profiles based on HSPQ 

.809 

.815 

.327 

.419 

.546 

.511 

.485 

.516 

The gamma and homogeneity measures as well as means, etc., are geared to a 

"poil1:ts-in-space" model and, therefore, do not reflect the cluster character­

istics of the solution from the HSPQ variables which was based on similarity 
Ci 

of profile shape. It; has already been not~d that the ES clu'sters and the HSPQ 

clusters are not. directly comparable. It will then be necessary to evaluate 

the two HSPQ clustering partitIons by.comp.aring the profiles of the cluster 

centroids rather than by comparing the clusters in Euclidean space. 

,J 
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HSPQ Variables 

. 
Reserved/Harm(+) 
Dull/Bright(+) 
Fee 11nM / Stab le 
UnJtimonstrative/ 

Excitable 
Obcdient/ 

Assertive 
Sober/ 
Enthusiastic 

Disr. Rules/ 
Conscientious 

Shy/Adventurous 
Tough/Tender 
Z(!!;ciul/ 
, Ci rcumspect 
Self-Assured/ 
Apprcnsive 

Group Dep./ 

A 
B 
C 

D 

E 

F 

G 
H 
I . 
J 

0 

Self-sufficientQ2 
Uncontrolled/ 

Con t ro lled ' Q
3 Rt!laxed/Tense Q4 . 

o 

i .f'" 

(9 

= 

o 

':;;1 

-~----------------------------------------------------~\~-------
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Table 9 

Boulder County Probation Data - HSPQ, Standardized 
No Ou,tliers Removed (N=l48) 

Method: UPGMA Similarity: Correlation Coefficien.t' 

Cluster 1 Cluster 2 Cluster 3 . Cluster '4 
N=19 N=56 N=40 N=14 

Homo- Romt>- Homo- 'Romo-
Centroid .geneity Centroid geneity' Centroid ...&.eneit;y Centroid geneit.y 

.920 .565 -.347 .212 .36l. .350 -.085 -.767 
-.808 .321 .101 .349 -.109 -.090 .953, .068 

.155 .832 -.626 .,384· 1..001 .219 -.416 .547 

":'.127 .568 .765 .596 -.762 .428 -1.094 .272 
- ' . 

-.282 .413 .120 -.147 -.050 -.276 .097 .343 

.080 .213 .422 .238 -.312 -.208 .• 195 '.746 
. 

,100 .244 -.616 .431 : .696 .263 -.375 .218 ' 
\027 .513 -.308 -.003 .696 .266 .108 .045 
.125 .622 -.571, .110 .,451 .260 .050 -.204 . 

-.605 .352 .102 -'.120, " -.259 .102 .502 .208 

.139 .7.54 .634 .266 -.948 .382 -.245 .156 

.035 .692 -.112 ·-.181 -.249 -.094 .693 .292 . 

.014 .485 -.535 .292 .723' ,,127 -.369 • ;377 

.190 .092 .629 .386 -.786 .329 -.321 .208 

Dist. Dist. Dist. 
Index= Jndex= Index= 
.536 .' ' .783 .719 

\ .\. 
MSD=, H=.476 MSD= H=.201 MSD= H=.147 MSD= H=.179 
6.948 10.989 11. 645 10.669 

, ~·i 

. i 

Cluster 5 Variable 
Homo-N=l6 
I~eneitv 

Romo-
Centroid geneity 

-.605 .211 .202 
.201 .047 .164 

-.292 .647 .442' 

.316 .316 .483 

-.075 .195 -.024 

-.947 .263 .164 

.724 .296- .324 ~ -.580 .479 .196 N 

.743 .281 .207 VI 
I 

.491 .498 .103 

.195 .582 .386 . 

.295 .184 .043 

.452 .115 .261 
-.003 .431 .320 ; 

\ 

" 

.-
MSD= H=.~25 
8.863 

<. 
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HSi>q Variables 

R~served/Harm (+) A 
0ull/Bdght (+) B 
Feelings/Stable C 
Undemonstrative/ 
Excitable D 

Obedient/ 
Assertive E 

Soberl 
Enthusiastic F 

Disr. Rules/ . 
Conscientious G 

Shy/Adventurpus H 
Tough/Tcnder I 
Zestful/ . 

Circumspect - J 
Self-Assured/ 
Apprensive 0 

Group Dep./ 
Self-sufficientQ? 

Uncontrolled/ -
Controlled Q3 Relaxed/Tense Q4 

.. 

.1 

Table 10 

Boulder County Probation Data - HSPQ, Standardized' 
No Outliers Removed (N=148) 

Method: UPGMA Similarity: Correlation Coefficient' 

-

Cluster 1 Cluster 2 Cluster 3 Cluster' 4 
N=5~ N=56 N=40 N=14 

Homo- Homo-' Homo- Homo-
Centroid geneity, Centroid' geneity Centroid geneity Centroid geneity 

.543 .360 -.347 .212 -.085 -.767 -.600 .307 
-.334 -.053 .101 .349 .953 .068 .036 -.008 

.728 .264 -.626. .. 384 -.416 .547 -.110 .520 

-.557 .390 .765 .596 -1. 094 .271 .281 .414 .. 
-.125 -.052 .120 -.147 .097 .343 -.038 .305 

-.186 -.091 
. , 

.422 .238 .195 .746 -.811 .249 

.50lf .191 -.616 .,431 -.375 .218 .527. .164 

.480 .256 -.308 -.003 . 108 .045 -.664 . .• 513 

.346 .361 -.571 ,.110 .050 -.204 .572 .235 

-.370 .169 ~ 102 -.120 .502 .208 .479 .427 
. 

-.598 .246 .634 .266 -.245 .156 .168 .615 

-.158 .151 ,-.112 -.181 .693 .292 .311 .288 
, 

.495 .141 -.53'5 .292 -.369 • 377 ~313 • Ill • 
-.472 .055 .629 .386 -.321 .208 -.153 .389 

Dist. Dist. Dist 
'Index= Index= Index= 
.826 .783 .543 

, , 
}lSU= H=.I71 'MSD= H=;,201 MSD= H=.179 MSD= H=.324 
11.415 10.989 10.669 8.970 

---~:--~-~--~'-.--

~~~~----------
, I 

Variable 
Ho:no-
l?e:1e i tV 

.190 
-.116-

.369 

.• 460 

-.004 

.156 

.281· 

.171 

.197 

.096 

.292 

.056 

.217 

1. 238 

, 

, . 

I 
l.Jl 
N 
0\ 
I 

'I. 

, 
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The following .represent the psychological descriptions of the five 

clusters generated by the UPGMA method using the correlat'ion coefficient as a 

similarity measure.. The Clu,ster graph indicates the relationship of these 

clusters to each other in discriminant space. 

Cluster 1 (N=19) - Sociable, Outgoing but Dull. This cluster has an HSPQ 

profile of (A+, B-, J-). This indicates 'a warm, outgoing~ group-joining youth 

who has low mental capacity. 

Cluster 2 (N=~6) - Weak Superego and Weak Ego Strength. This cluster is 

characterized by the profile (C-, D+, G-, 0+, Q3- and Q4+)' Ego weakness 

(C-) implies that the youth worries, easily becomes emotional and upset; and 

gives up easily. The D+ score implies an impatient, demanding, jealous, 

egotistical· person. G- implies an undependable, fickle person lacking in 

superego strength. 0+ ~nd Q4+ ~mplY guilt prone~ess, anxiety, moody, as 

well as tense, fretful, and ,driven orienta~ion. 

Cluster 3 ·(N=40) - Calm, Strong Youth. This cluster is characterized by 

'the profile (C+, D-, G+, H+,' 0-, Q3+' and Q4-)' These youth have higher 

. , 
I 

ego strength (stable, calm, unruffled) coupled' with a !=omplacent~. undemonstra-

tive temperame~t. Superego strength (G+) is also dem0Ftstrated. They tend to " I 
be friendly, socially active, carefree, and self-assured. The combination of 

Q
3

+ and Q4- indicates they'are strong ~n self-sentiment (controlled and 

compulsive) as well as relaxed, composed, 'fnd unfrustrated. 

Cluster 4 (N=14) - Intelligent, Calm Youth. This small group h~s th~ 

profile (B+, D-, Q2+)' This indicates intelligence, phlegmatic temperament, 

and self-sufficient resourcefulness • 

~er 5 (N=16)'- Reserved, Introspective, Responsible Youth. This small 

group is characterized by the profile (A~, F-, G+, 1+). Thus, they are 

reserved and aloof, sober and introspective, and characterized by higher than 

.... 

(, 

I ( 
i 
I 
I 
j. 
! 
I 
10 
1 

I 
r 
i 
[ 
i 
~ 
II 
II "', i! ' 
r , 
I 
I 
i 
I' I 
II 

II 

i 
-.. 

je 

I 

i \ 
I 
I 

• J 

I 
I 

! 
! (I 

CLUSTER GRAPH 

~:ltDR ·HSPQ SCORES 
T'PEAH2 LEVEL 1-42 
DISCRIM!NANT SPAC. 

1 

-1 

-3.: 

- " 

-528-

... 

• 

I I i 
'" • '" .. 

, 



., 
• 

( 

( 

( 

,( 

. ( , 

; ( I 

: f 
~ ~, 

( 

" 

, -529-

" 

a~erage superego strengtho The 1+ score indicates a tendency toward 

sensitivity, dependency, ari~, insecurity. 

ES Clusters versus HSPQ Clusters: Are They Related? 

The 'partition produced by 'the group average method using BS sqores is 

compared with that using HSPQ sC,o,res in Table- 11. 'rhe, 98 pC.d.flt ES cluster is 

distributed almost uniformly across the five HSPQ clusters, indicating 

virtual~y no relationship between that large group and the HSPQ clusters. The 

dominance of this group produces a very low symmetric lambda of .099. 

Table 11 

Cluster Overlap Matrix 
ES vs. HSPQ Clusters r . , 

UPGMA 
ES Cl.USTERS 

Clusters 1 2 3 
4 

Outliers Totals 

1 1 17 0 1 ' 19 

2 2 39 @ 3 56 

UPGMA 3 @J, 19 2 5 40 
HSPQ 

CLUSTERS 4 '0 11 3 0 14 

5 -4 10 1 1 16 

Outliers 1 2 0 0 3 

Totals 22' 98 18 10 148 

Lambda (Symmetric) = .099 

Focusing on the two smaller ES clusters-, the possibility of a relationship 

with the two major HSPQ clusters can be seen. ES cluster #1 falls 

predominant 1y in nSPQ cluster .ifr3, wl)ile ES - ffr3 fal1s l1min1y in HSPQ ifr2. This 

suggests tl)e possibility that the two smaller ES clusters m~y represent two 

distinctly different person~lity types as measured by the HSPQ. 

-530-

. "DISCUSSION 

The present exercise has not yielded results that are particularly 

interesting, either sub$tantively or methodologically. The classifications 

based on the. ES seem to represent a, rather continuous distribution, with the 

three r ,ters showing very strong continuity (fuzzy boundaries) with each 

other. Substantively, this result is easy to interpret. The large central 
, " 

gr~up is bounded on two sides by two smaller extensions of .the distribution. 

One of these has ~igh ES scores (high deiinquency proneness) and the other has 

low ES scores (low de1inquency'proneness). 

The HSPQ data also seems to be a relatively continuous distribution~ The 

clusters that were found were not highly reliable in terms of their boundaries, 

although moderate stability was noted in the agreement analyses. The 

substantive interpretation of the clusters is hampered by the fact that the 

homogeneities of the c.lusters are POOl;'. Thus, the central profiles of these 

clusters are not go~d prototypes, or representatives, of the clusters. 
" , 

A pOwsible reason 'for the failure of this exercise to yield reliable 

results may stem from the nature of the sample. A broad age range (12 through 

17) tend\~, to aad complexity and developmental diversity to the score patterns 

in the daf:a~ The sample' si;>.:e was unfortunately too small to b,e broken down 

into age-homogeneous sets,. and this 'option was not taken. Secondly, the data 

was collected continually 0v:er a rather long period of time (five years). 

This latter characteristic might also be expected to incroduce generation-

effect changes into the data, which again ,w~uld tend to blur any boundaries. 

Additionally, although the administration and testing procedures were in place 

continuously during this time period, it i~ our understanding that different 

"testers" had to be hired/trained/replaced during the five-year period. Thus, 

• I 
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an additional possibility of variation in testing pt:0cedures might also have 

contributed to the lack of clarity cif the basic data. For these reasons, ' 

th,erefore, we canno,t with ·certainty make the claim that thlere is no taxonomic 

structure within probation youth as, tested with the HSPQ and the ES. The 

present' data set gives only sketchy evidence of such taxonomic structure, and 

we would recommend that other probation samples be studied before this 

conclusion of weak structure is accepted. An obvious alternative 

interpretation is that this data, in fact, does not contain any clearly 

demarcated type-structures and 'that the methods are accurately reflecting this 

absence. 

" , 
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( . CLASSIFICATION BY PERSONALITY OF A ~RISON SAMPLE 
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A lar\~e literature elCists in criroinology elCaJ].ining the issue of. the 

pelrsonalitv lll8,ke-uo ot' criminal,sl. Manyclassi t'ication systems have been 

pr"oposed that are based upOn dit'f'erenti2l1 oersonality struc;tures. (reviews are 

provided by Megargee & 80hn t 1979; Soloroon, 1977; Ferdinand, 1966; and 

others).: The vast majority of' pr:tor systems stem f'rom theor~tical arguments 

rather than empirical analysis and have'serious problems in regard to 

vel:1it'i
c
atlon, ooerationalization, and validation. For these" rea,sons they have 

~ellerally been dif.riC~l1t or imposs5.ble to 'apply in practical settings. 

There; are only a handful of clas~)if:ication systems based on personality 

that have been generated by multivariate taxonomic methods. "The MMPI studies . 
of offender types by Megargee and Bohn (1979) and Blackburn (1971) stand out 

as good elCamples of the emoirical aoproaoh. Vi~tually no multivariate 

taXonomic work has been conduoted usingCattell'sl6 factor system of 

personalitY"assessment on prison samples. 'I:he intent of the present ohapter, 

therefore, is to oonduct ~fl examination,of the p~rf'ormanoe of' seleoted 

taxometl"'ic techniques for the' analysis of personality, tyoes among prisoners. 

A large set of data was kindly mad~ available to the present project by the 

researoh and administrative staff' of the Colorado State Penitentiary at Canon 

City, COlorado. This provision of data was also made feaSible by the 

assistanoe of Dr. Herb Eber.' 

OThe goals of the present chapter are multiole. First, to elCamine the 

oersonality differentiation wqich might exist within a prison sample (all 

males) assessed by the Cattell 16 Personalitv Factors (16PF) and the Clinical 

Assessment Questionnaire (CAQ). Second, the present analyses will be used to 

further ourlmowleUge of the diverse kinds of' tar-ometric methods, as they are 

apoHed to real criminological data. The particular methods used in the 

present chapter are ,identified in the "research sequence" section below. 
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~lonality Characteristio£~Prisoners and Criminals 
~!dentified by Cattell's l6PF Test 

A large amount of prior research has examin~d the global personality 

ch~~racteristics of criminals in a variety of di fferent settings. t:iost of this 

research is repor~ed in Cattell, Eber, and, Tatsuoka (1970~. Since our present 

research aims to amplify ,the personality descriptions of prisoners accordin~ 

to the 16PF dimensions, we now present the major 'finflings regarding global 

oersonality characteristics of prisoners. ~he following represent the major 

characteristics established by prior research. 

Ego Weakness, Low C (Emotional Instability. It has been established that 

criminals and prisoners have low scores for Factor C in the 16PF. This 

!molies t,hat the person becomes emotional \>lhen' frustrated, is easily 

pert~r.bed, tends to evade responsibilities, may easily give up, tends to 

wor'ry, and often gets into fights in problem situations" This absence of 

emotiopal stability indi9ates that the person tends to be changeable and 

easily uoset. There is a tendency toward disorganization and ~ncontrolla-
.' 

bility. The person with a low score on C tends to be easily annoyed by 

situations, things, and people~ He or she tends to be dissatisfied with 

family, situations, and the restrictions upon his or her life. The person may 

feel unable to cope with life~ 

Low SUDerego, Low Score on Factor G. A. person 'with a low score qn Factor 
~ , 

,G tends t9 disregard rules and generally adopt exoed~ent strategie~ to,achieve 

what he or she wants. This is in contrast with a conscientious, 'moralistio 

apprclach to solving pro blem,s. The low G person is fickle, frivolous, tends 

toward self-indulgence, 'indolence, and is ~enerally undeoendable. A further 

feature, according to Cattell et ale (1970), is that this Derson tends to 

• 

\ \ 
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disregard obligations to people and iH not overly ()oncerned about moral 

~tandarqs or rules. ' The l6PF' handbook indicates that the G t'actor corr.ela tes 

negatively with delinquency, sociopat,hic tenden?iest homosexuality, etc. 

Psychopaths, criminals, and others wl,"lo are characterized by an absence of 

concern with conventional moral standards also have low scores. 

High AUtism (High Factor M). The presence of' a high score on this factor 

indicates a tendency toward being unconventional; self-absorbed in ideas, 

imaginative, absent-minded, !'Ielat~i'v,ely impractical, easily seduced from 

practical judgment, and occasionally prone to hysterical swings. Cattell1s 

l6PF handbook suggests that the hi&l;h autia person has an "intense 

subjectivity". The handbook alst) mentions a "higher internal, spasmodic 

anxiety and conflict tensions,." 

Low Naivete, Low Score on F~,ctol~,. A fUrther finding in regard to 
. -.. 

criminals of' many kinds is a generally low score on Factor N. This indicates 

the following negative characterist:Lcs: simple tastes, lacking in sel f-
, ' 

insight, unskilled' in analyzing mot,:Lves, generally gregarious, has a, vague and 

relatively injudicious mind. sc>cial:Ly clumsy, etc. 'l'he 1970 16PF handbook 

indica tas that convicts have a part:lcularly high score on this factor. 

0n the' other. hand, there is SOmEl complex:ity in making complete general-

izations regarding this personality feature. The handbook also indicates that 

certain "tyoes" of delinquents 'have relativ,ely high N scores. The h~gh N , . 
,score tends to indicate the practica.l, shrewd, susoicious, and calculating 

type of criminal or delinquent. 

Guilt-Proneness, High Score on Factor~. A high score on Factor 0 

in~~cates that the Derson tends toward anxiety, worry, deoression, fussiness, 

hypochondriacal feelings. ina~leql!ate feelin~s, and may be lonely, brooding,' 

''--- ~-
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or overcome by moods. Such p~rsons may not feel ~Oi.;a;;9ted in grG'ups or free to 

oarticipate: They may be considered shy, ineffec.tive, and' hinderers by others. 
, 

§§.If-Suff,iciency. Resourcefulnes§,: HiJ:l:h Score on Factor 92. A high score 

on this factor indicates resource fulness, a preferenc'e for one's own decisions, 

self-sufficiency, and perhaps a tendency'towal"d introversion. The 1970 

handbook indica t'es that this factor is found at a high level in criminals. A 

high score on this factor will also make a person significantly dissatisfied 

with grouo integration. Such oersons tend to be rejected. 

The above represents a very general r~vi~w of the fipdings reported in the 

16PF handbook regardingt:.he personality characteristics of orisoners. The 

present research will attempt 'to, go beyond this general description and elCamine 

the possibility that there may be a larger: number of differentiated personality 

It shoulq be 

pointed out that the above profile characteristics are averaged over many 

kinds of sociopathic and criminal types and that not ALL clriminals may possess 

'such characteris tics" 

METHODS OF ANALYSIS AND DATA 

The~ 

The data for this set of analyses were derived from a oopulation of 1,031 

new residents in the Colorado' state correctiotlal system since JanuarYt 1978. 

All measures of interest in classifying' these residents were not available for 

all 1,031 cases. Also, after a thorough elCamination of the records, several 

incorrect items we~e identified (such as IQ ~copes greater than 200, ages less 

than 16 years or greater than 65 years, etc.). It was decided to eliminate 
. 

these cases. along with cases with miSSing items, leaving a clean, comolete 
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set of 880 cases. 
The cases which were eliminated ~ere el{amined to, determine 

if they were sigr.ificantly di fferent f~om the '880 ' 
remaini'ng cases. Details of 

th,at inquiry are di.scussed in a sect.ion below. 

For the purposes of cluster ana.:J,ysis fj"om this relatively large data set 

(N=880): two a.p~rol{imately 20% random samples were created (PRISl and PRIS2). 

It was determined that these two sa~D.les were fa~n 
•• and ~epresentative of the 

population. The first of these sam,ples (PRIS1, N=172) 
was useq,to estimate 

the classifidations, and the second (PRIS2 '. , , N=180) was used for validation, 
Checks in the results of clustering. 

The original pop~lation ~s comorised 
of 993 males and 38 females. aged 16 

to 60" with a mean age of 27. M 
easures on thes~ subjects included Nurture IQ, 

Reading-levei" and Cattell's scales: 
Culture Free IQ, SiKteen Personality 

Factor Test (16PF), and, Clin~cal A 1 ' 
na ys~s Q~estionnaire (CAQ). These last 

three measures ,1'1ere collected by the C 1 . 
~,orado De.partment of C?rrections to 

provide prediotions, ro~ el{amole . , of suicide, violence, and esc,ape. The 
po pula tion under study were ass~,' gi'1ed' t f ' 

o one 0 the eight state facilities, , 
depending on the results of th 

ese prediction calouli'i tions and othel" relevant 

assessments. Th!ls, our population contains pri$011ers not only from the Canon 

City facility but also from ,the faciU't4es at 
. ... Buena Vista and sil{ others. 

Scores from the 16PF and CAQ will provide the bas4s ,fo"" OU'" 
... • • classi fica tion 

stUdy. 

Additional data on the sample of 880 caseS' were Dt'ovided for our 

SUbstantive validation study. 

sections belo\'1. 
These data will be discussed in the appropriate 
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SiKteen Pe~sonality !acto~s (l6PF) 

The 16PF test (Cattell and Ebe~, 1964) contains adult-o~iented measures 

simila~ to the HSPQ measu~es utilized in ou~ st~dy of Boulde~ County Cou~t 

data. To the 16 o~iginal facto~s of Cattell's test was added a scale on 

"open/~efensive" ~esponses. These measu~es a~e p~esented'in STEN sco~es 

(starJat'd-tens o~ deciles) no~med on the general population, both males and 

females. In the gene~al population, scores of 5.5 are average. The p~ofile 
, . 

in Table 1 shows how the Colorado correctional population compares with the 

g~neral population. 

As can be seen from Table'1, our oorrectional oopulation (N=1031) falls 

almost entirely below the general population means on all but Defensiveness 

and below. the "normal" rang. e 'on four of the factors. . . . The orison oooulation is . .. . 

apparently abnormally reserved, tough-min~ed, plaqid~and relaKedj also 

somewhat on the dull. submi~sive, sober, trusting. practical, for~hright, and 

conservative side. Some. of these differences may 'be due to the nearly all 

malenes~ of our sample. 
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'l'able 1 

Aggregate 16PF profile of Colorado Correctional, Population (N=l031) 

No. 

1 
2 
3 
4 
5 
6 
7 
'8 
9 
10 
11 
12 
13 
14 
15 
16 
17* 

General pop~lation means at'e 5~5 on eaqh scale 
"Normal" ranges lie between 4 and 7 

Factor STEN 

3.9 
4.0 
5.3 
4.4 
4.4' . 
5·7 
5.1 
3.8 
'4.1 
4.4 
4.3 
3.3 

, 4.9 
. 5; 2 

5.1 
3.5--. 
6.0 

Reserved 
Dull 
Easily upse't 
Submissive 
Sobert. serious 
EKpedient 
Shy, timid 
Tough-minded 
Trusting 
Practical 
Forthright 
PlaCid, serene 
Conservative 
Group oriented 
Undisciplineq 
Rela:Ked 
Open 

HIGH 

Outgoing 
Bright 
Calm 
Dominant 
Happy-go-lucky 
Conscientious 

. Venturesome 
Apprehensive 
Suspicious 
Imag.ina ti ve 
Shrewd 
Apprehensive 
Experimenting 
Sel f -directed 
DiSCiplined 
Tense, driven 
Defensive 

* This is a soecial scale developed ,for the particular 
studv of'orisoners. 

Clinical Analysis' Questionnaire (CAQ) 

The CAQ (Cattell and Eber, 1964; Cattell, et a~., 1970) comprises 

12 scales designed'to identify specific clinical problems which should 

be taken into consideratiori in placing the prisone~. 'Again the scores 

are in STENS, normed on males and females in the general popUlation. 

In Table 2, next page, the differences be~ween our popUlation and the 

general popUlation can be seen 'on these CAQ scores. 
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Table 2 

Aggregate CAQ profile of Colo;ado, Correctional Population (N=1031) 
" 

SCALE STEN 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

4.0 
'4.2 
4.3 
-3.7 
3.9 
4.8' 
4.2 
5.2 
4.5 
11.4 
4.8 
4!3 

General means aI'e 5.5 on each scale 
The '''normal'' ranges lie below 7 

NAMES FOR CAQ 

Hypochondria 
Suicidal'Dep~ession 
Agitation 
Anxious Depression 
Low Energy Depression 
Guilt and Resentment 
Boredom and Withdrawal 
Paranoia 
Psychopathic Deviation 
Schizophrenic 
Psychasphenia 
Psychological Inadequacy 

A'B'BREV·. 
SCALE 
NAME HIGH 

Over-concerned with health 
Thinks vr self-dest~uctio~ 
Restless; excited 
Easily upset; disturbed' 
Feels weary 
Blames self; guilt 
Bored with people; withdra~ ... s 
Feels persecuted; spied on 
CQndones antisocial acts 
Hallucinates; rebels 
Repeteti~ive thoughts/impulses 
Feels worthless 

More information on the CAQ can be 'found in Cattell, Eber, and Tatsuoka 
(1970) • 

Data Preoaration' 

It was noted pefore that a number of cases were removed from the data set 

because of extensive missing it~s in 16PF and CAQ scores. Also a number of 

cases were removed because of erroneous items. First, the 33 cases with 

erroneous data Were removed, then the 118, cases with miSSing data. In Table 

3, below, the characteristics of the 118 cases with miSSing data are compared 

with the resulting sample of 880 cases. 

l ' 
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Variable 
--.:, 

Age 
Sele 
Mixture IQ 
Culture Free 
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Table 4 

A Comoarison of Cases with Missing Data (N=118) with the 
Resulting (Clean) Data Set (N=880) 

Means of Removed Means of Retained t 
Cases (N'::118) Cas.es (N=880) 

28.339(18-53) 26.952(16-60) -1.81 
all males M~844,F=36 . 
88.678 89.085 -.21 

IQ 96.903 100.310 -1.10 
Reading 'Level 97.000 100.483 :....67 

Sign. Di ff. 

N 
--, 
N 
N, 
N 

As can read~ly be observed, the differences between -the cases -omit'ced 

(because of missing l6PF and CAQ scores) and the cases remaining after the 

file was culled are not statistiCal~y Significant. , It can therefore be 

concluded that the data set was not changed in any import,ant way by removin~ 

the faulty records. ~ince,all cases with miSSing data were males, the few, 

females (36) in the'corrected data set were all retained. 

The Samoles 

Even with fault;', records removed, 880 c'ases is far too large a samole fvr 

the cluster-analytical software. Therefore, it was decided to work with two 

20$ random samples of the 880 cases. These samples wer'e created by using the 

Statistical Package for the SOCial SCiences (SPSS) sampling facility. The 

samples were tal<en from the 880 cases independently, with replacement. The 

two samoles resulting oontain 172 '(PRIS1) and 180 (PRIS2) cases, respectively. 

Before using these samples, it is ,necessary to show how fail" and 

representative these samples are. Table 4, belo~y, lists the means and the 

t-ratios between the variables of each subsample and the original set of 880 

cases. Since only' one variable iii owed a significant di fferenge, age, betHeen 

the PHISl (N = 172) sample and the origi.nal data, the samoles were judged fair 

,~---- ----

, 



(' -543-

" 

, , and reasonably representative of' the population. It was decided to use PRISI 

(N = 172) as the sample on which the bulk of analysis is oerformed. PRIS2 (N 

= 180) will be used as a check on the r-e;l.iability of the analysis on PRISI. 
This aspect of our method' 1s described in the following section. 

t', Table 4 

Means, Standa'rd Deviations and t-scor-es; 
Compar-ing Each Subsample with the 880 Case Set 

Full Samole PRISI Subsample PRIS2 Subsample PRIS1 PRIS2 
( Mean SD Mean SD Mean .SD ,t t 

Sell: (F=36, M=844) (F=8, M=164) (F=7, M=173). 
Age 26.952 7.929 25.634 6.981 26.528, 7.644 2.03* .• 66 
Nurtur-e IQ ·89.085 18.840 86.956 19.252 88.065 16.718 1.30 .65 
Culture 

( ,Free IQ 100·310 17.461 101.200 I',. ·425 98.971 17.382 ,-.59 ·92 
Reading Level 100.483 32.251 98.827 34.2'70 100.667 32.593 .58 -.07 ., . PF 1 3.881 2.201 3.837 2.263 '3.956 2.098 .24 -.42 • 
PF 2 3.958 1.944 4.180 ,2.068 4.050 1.912 .-1.36 -.58 
PF 3 5.305 2.078 5.064 2~133 5.217 . 2.136 1.39 .52 
PF 4 4.358 2.016 4.134 2.017' ·4.072 2.071 1.33 1.73 
PF 5 4.403 1~836 4.459 1.902 4.511 1.985 .36 -' .71 
PF 6 5.155 1.708 5.145 1.743 5.106 1.881 .07 .34 
PF 7 5.118 2.119 5.151 2.158 5.206 2.232 .19 .50 
PF 8 3.770 1.641 3.866 1.626 3.872 1.708 - .70 - .75 
PF 9 4.041 2.026 4.000 1.991 3.889 2.002 .24 .92 
PF 10 4.425 1.908 4.698 1..810 4.456 1.886 -1.73 .20 
PF lJ. 4.236 2.077 4.134 2.026 4.206 2.054 .59 .18 
PF 12 3.319 2.119 3.326 2.149 3.511 2.012 .04 -1.12 
PF 13 4.850 1.903 4.930 1.972 4.811 1."(87 - ,.50 .25 
PF 14 5.174 2.009 5.128' 1.921 5.228 2.092 .27 - ·33 
PF 15 5.084 1.951 4.942 2.107 4.922 1.953 .87 1.01 
PF 16 3.486 1.828 3.512 1.999 3.561 1.779 .17 .50 . ( 
PF 17 ' 6.003 2.003 6.041 2.081 5·911 1.998 .23 .56' 
CAQ 1 4.050 1.543 4.128 1.562 4.128 1.589 - .61 - .61 
CAQ 2 4.241 1.520 4.343 1.554 4.300 1.637 .64 .47 
GAQ 3 4.283 1.827 .4.134 1.842, 4.400 1.777 -I- .97 - .79 
GAQ 4 3.732 1. 740 3.924 1.761 3·772 1.812 -1.32 .28 
CAQ 5 3.942 1.548 4.000' 1. 672 3.906 1.512 .... 44 .29 
CAQ 6 4.893 1.732 5.047 1.809 5.122 1.707 -1.06 ... 1.55 
CAQ 7, 4.202 1.686 4.238 1. 776 .lt~228 1.733 - .25, - ,.19 
CAQ 8 5.215 2.089 5.360 2.240 4.994 2.051 - .82 1.30 
GAQ 9 4.515 2.024 4.233 2.064, 4.489 1.930 1. 60 .16 .. 
CAQ 10 4.453' 1.972 4.587 1:931 4.378 1.921 - .82 .47 
CAQ 11 4,.'781 1.824 4.965 1.171 4.889 1.724 -1.21 .73 
CAQ 12 4.349 11,630 4.506 1.562 4.331 1.594 -1.16 0,14 

* sig~ificant at .05 alpha level 

I ~ 

.. 

II ( , 

1 

I I II 
I 
I 
i 

II ' 

, t, 

'-544-

Analytical Seguence 

In elucidating the classificatio,n str-ucture for' the 16PF and CAQ, the two 
~ 

inventor-ies were analyzed s,epar-ately. The analytical sequence in both cases 

. was identical. Two cluster-ing methods (UPGMA and HMODE) and three different 

similar~t.y coefficients (correlation, cosine, and Euclidean distance) were 

applied to the analysis sample. Dendrograms were produced for ALL of these 

analyses. Certain levels of these hierarchical trees were chosen for det'ailed 
, " 

examination based on the four criteri~ (e~rlY formation,' long branch lines, 

large numbers of members, and consisten~y of membership across different 

methods of analysis). The partitions chosen and their evaluations are 

discusse~ separately for the 16PF and the CAQ below. 

. For these classi fications an ell:periment was conducted to find a r.educed 

number of 16PF variables identified by discriminant analysis. The twelve 

variables pr-oduced elCtremely 000l" clustering r-esults and toe effort to reduce 
. , 

the dimensionality of the clustering pr-oblem was abandoned. This indicated to 

'l,ls the necessity of using the complete 'set of 16 factors for all analyses in 

this chapter. 
. 

Further Dartitions were created on the second (validation) sample of " cases 

in an attempt to reproduce the clustering results of the elCperimental sample. 

These attemi;>ts at validation are discussed helow in detail. 

A final set of analyses was included as, an illustration of how these 

methods may be used for prediction. External characteristics of a 16 PF 

pa ttern and a CAQ pattern are elCamined to de,termine whether the scale-scores 

are correlated in any way with (1) type o~crime (violence, etc.), (2) need 

for suoervision or security, or (3) .rule infraction behavior ,while in orison 

, 
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Also reoorted are the r.esults of analysis of' variance comparing the 

'clusters on age, IQ, reading J,.evel, and other external variab;I.es in order to 

show any other distinctive characteristios of the clusters. 

RESULTS 

Sixteen Personality Factors Classifioations 

Six olustering procedures were applied to the 16PF scores of subjects in 

the experimental sample (N:172). Complete dendro~wams for these six 

procedures are found in Figures 1 to 6 

Clustering Aooroach 

1) 
2) 
'3) 
4) 
5) 
6) 

UPGMA 
UPGMA 
UPG~1A 

HMODE 
HMODE 
HMODE 

correlation 
- cosine 

euclidean di,stance 
- correlation 

cosine 
euclidean diStance 

.' 

The m'ocedures wek'e: 

Part~tion Selected 

8 groups solution 
8 groups solution 
6, 7, & 8 groups solutions 
7 groups solution 
5 groups solution 
7 & 8 groups solutions 
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An, inspection of the tl"ees, using our four criteria, resulted in the choice of 

levels as listed on the righ.t above. The seven-group solution from the 

UPGMA-Euclidean dendrogram was constructed from various levels. 

Table 5 indicates the cross-partition agreement scores between these 

analyses. The coefficients of agreement,indicate that the ~ifferent 

approaches do, in fact, have some posUi:ve overlaD with each other, but tha,t 

the overlap is not generally high. The different methods have formed clus~ers 

that do not share the same bound~l.ries. The distance-based partitions are 

clear'ly dirferen,t from the angular-based Similarity part:i,tions. 

It is noteworthy that the IIbest" agreement in this set of analyses occurs 

,when the ~ clustering method '(UPGMA) is compared, at the ~ame hierarchical 

level (8 classes) an,d both analyses use an~ angle-based si!llilaritv 'measure 

(correlation and cos:i.ne, r~spectively). This match is quite impressive with 

Rand's Coefficient equalling O.gO. and Goodman and Kinskel's Lambda 

equalling ,0.70. This result is encouraging. At the same time the general 

overriding result is that this data is extremely sensitive to changes in 

method. The implication is that the clustering structure is weak. 

Refinins the Partitions: Two Attempts to Refine the Classifications 

Since generally low agreement coeffioients resulted from comDaring the 

clustering solutions on 16PF measu~es, it was decided to attempt a refinement 

of the partition by reducing the size of the Droblem. One reason why clusters 

may be fuzzy in this kind of problem is that some variables are Door 

discrimi!~tors. Therefore, one refinement method is to eliminate the 

nondiscrimina ting variables. Using lineal' d-isci'iminant analysis, the set of 

personality criteria was reduced to 12 va.ria'bles based on the failure of 5 of 

the variables to discriminate (e.g., in values A 1.0) on a linea.r discriminant 

analysis, and on these variables' oerformance in other st,udies. ' 

- ji 
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The exoerimental subset was then reclustered on ,the 12 remaining variables 

by UPGMA-corre).ation and HMODE-correlation. Table 6a shows the results of 

comoarisons between these 'partitions and the original UPGMA Dart,ition. Table 

6b contains information about attemots to r'eproduce partitions by discriminant 

analysis. Cl~sters produced by the reduced variable set apPeared to be no 

more adequate than those pl'oduced by all the factors • . 
, Another method for refining the pal"ti tions is to su'bmit 'the ,centroids 

produced by our UP,GMA. method to a number of K-means procedures •. Six such puns 

weI'e made using the K-means so ftware (MIKCA). Runs M-l and M-2 were made with 

centroids from UPGMA-coI"relation and UPGMA-oosine a-group solutions; then M-3 

to M-6 were made allowing starting centroids to be assigned randomly at 

K-levels of 6, 7, an.d 8. Selected pairs of the~e partitions were compared and 

the resulting' agreeDllent coe fficients are reported in Table 7. This approach 

cannot be considered a success because 'the agreements (measures of parti t'ion 

stability), are 'lower than those in the ,9riginal, ,set of compar~sons. 

One pos,sible reason why b'oth of the above tradit~onal refinement 
, ' 

procedures failed is that they require a "points-in-space" model, while 

partitions based on the correlation coefficient assume a "profile ll model. ' One 

need for future research is to develop refinsment procedures based on 

correlation coefficients. The other obvious explanation is that the data is 

relatively unstruotured and that the methods are discovering a variety of 

partitions based on minor idiosyncratio structures of the data or secondly, 

based primarily on metho:l di fferences. 

, i . , 
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Table 5 

PRISON - AGREEMENT COMPARISONS = Selected oairs of Partitions 

16·PF Clusters Rand Jacc. CR V ...A..s G9s • 

1 HMODE-r(2)vs.UPGMA-r(164) '.i80 .333 .505. .344 7, 8 

2 HMODE-r(2)vs.HMODE-cos(5) .823 .472 .595 '.505 7, 5 
t 

3 HMODE-r(2)vs.HMODE-d(1) .718 .256 .417 .240 7~ 7 

4 UPGMA-r(164Yvs;UPGMA-cos(164) .898 .577 .708 .699* 8, 8 

5 UPGMA-r(164)vs.UPGMA-d(143) .815 .254 .526 .439 8, 8 

6 UPGMA-r(164)vs.UPGMA-d(SEL) .827 .379 .542 ,.464 8, 6, 
( 

7 HMODE-cos(5)vs.UPGMA-c9s(164) .807 .385 .540 .461 5, 8 

8 HMODE-cos(5)vs.HMODE-d(1) .722 .260 .442 .361 5, 7 

9 . UPGMA-cos (164 )vs. UPGMA-d (143) .802 .223 .5J.9 .410 8, 8 

t 10 UPGMA~c.os ( 1,64 ) vs • UPGMA-d (S EL) • 796 .306 .540 •. tw8 8, 6 

11 HMODE-d(1)vs.UPGMA~d(143) .779 .22'5 .527 .345 7, 8 

12 HMODE-d (1) vs. UPGM'A-d (SEL) .762' .279 .ll69 .319 7" 6 

12A HMODE-d(0)vs.UPGMA-d(148) ... 811 .230 .554 .,396 7, 8 

" 12B HMODE-d(0)vs.UPGMA-d(143) .829 .396 8 
I. 

.213 .521 7, 

120 HMODE-d(0)vs.UPGMA-d(140) .829 •. 213 .550 .li04 7, 8 

* Indicates relatively stable solution 

( 

( 
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, ' Table 6a 

" a. Comparisons between Clusters on Reduced Set of 
Variables and 17 Original Variables 

l6PF Partitions Rand , Jacc. ..I\..s if: Gos. 

UPGMA-r(~2var) vs 
HMODE-r{12vars) .806 .311 .450 8, 8 

UPGMA-2(12var) vs 
. UPGMA-r(17 orig) , .809 .280 .395 8, 8 

Table 6b 

be Discriminant Analysis on 12 Variables 
Results at 90% Confidence Level 

% :correct 't m~ssed 

UPGMA-r(8grj 17 val's) 54 0 
HMODE-r(8grj 12 vars) 44 5 
UPGMA-r( 8gr"j 12 vars) 54 1 

Conclusion: 12 variable subset ~roduces worse 
. (less stable and reproducible) clusters 

... 
, . r ... 

Outliers 

3, 24 

3, Q 

% linclass • 

41 
51 
45 

, 
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Table 7 

K-Means Comoarison Results on the EKperimental Subsample 

M' = MIKCA 
M-l = MIKCA run #1 
M-2 = MIKCA run #2, etc. 

ComDarisons 

1 M-l vs M-2* 

2 M-l vs .M-5. 

3 M-2 vs M-5 

4 M-3 vs M-4 
5 M-3 vs!-1-5 

6 M-4 vs!'1-5 

1 M-4 vs M-6 

8 M-5 vs M-6 

16PF 

(16PF) 

" 
II 

" 
" 
" 
" 

." 

Rand 

.833 

.790 

.793 

.757 

.180 

.176 

.770 
• 715 . 

Jacc. 

.280 

:183 

.166 

.245 

• 249 

.196 

• 204 

.162 

As 

.524 

.351 

.287 

.363 

• 439 

.~33 

.-380 

.281 

If Gps. 

8, 8 

8, 8 

8, 8 

6, 1 

6, 8' 

1, 8 

1, 1 

8, 1 

Outliers 

0, 0 

0, 0 

0, 0 

0, 0 

0, 0 ' 

0, 0 

0, 3 

0, 3 

* de·tlN is a minimum for M-2; centroids supplied by UPGMA-cosine 
8-group solution. 

AGREE MIKCA's with 10% Outliers l6PF 

M-l vs. M-2 16PF 

M-l vs. M-5 16PF 

M-2 vs. M-5 16PF 

.. 

.838 

.742 

.128 

.284 

.210 

.158· 

.531 

.321 

.256 

8, .8 

8, 8 

8, a 

17, 17 

17, 18 

17, 18 

1\ 

1(1 
I 
I 
I if \ 
j 
1 
! 

, ' 

\, 
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Evaluation of the "Stable" UPGMA a-Level Partition 

Two partitions were chosen for evaluation: (1) the 8-group UPGMA­

correlation solution and. (2) the a-group UPGMA-cosine solution. The 

correlation and cosine based solutio.ns were chosen because of their relative 

stabili~y as shown by partition comoarisons above. 

UPGMA (Corr.) and UPGMA (Cos,) a-Type Sb]Jltjons 

. These t~-lO analyses converged upon a highly similar partttion,ing of the 

16PF profiles at the 8-cluster level. The' sYIl1I!1etric Lambda coefficient of . 

0.70 indicated substantial similarity of the two classifications. We 

conducted a cross-classification of the two 8-level classifications and found 

that certain classes were independently recovered by the two analyses. This is 

indicated below. 

Cluster No. 

r 
2 
3 
4 
5 
6 
7 
8 

Overlap between UPGMA (1") vs. UPGMA (cos.) 

UPGMA (1") 

19 
39 
55 
18 
15 

4 
15 

7 

No. of Points 
in Common 

17 .. 
36 
48 
'11 

9 

6 
5 

UPGMA (Cos.) 

22 
47 
50 
12 
11 

9 
9 

Cluster No. 

7 
1 
2 
3 
4 

6 
a 

This data suggests that 'all of these clusters, with the exception of the 

very small cluster 6 (N=4), ave oartially recovered from the similarity matriK 

by the UPGMA method. Given the cross-method stability of these cluster-types 

we have conducted evaluation studies of' their·psychological meanings. These 

are discussed below • 

Tables 8 and 9 outline the geometrical relation of the clUsters oroduced 

by the UPGMA (1") and (cosine) analyses. It can be seen tha~ virtually.ALL,of 

, 
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" 

th~ correlationS and cosines between the clusters are either close to zero or 

negative. This is highly e~couraging, indicating that all of the profiles are 

relatively di~similar to each other. 

, , 

Inter-Profile Correlations 

Clusters 

1 

2 .3269 

3 

4 

,5 

6 

7 

8 

-.3790 

-.2270 

.0729 

.0536 

-;3134 

-.2289 

2 

-.9172 

-.0301 

.2987 

.2750 

.0636 

-.2481 

3 

-.2528 

-.1904 

-.2102 

, •• 2"129 

.0697 

Table 8 

UPGMA-Correlation (8-group Solution) 

4 

-.2591 

-.21:91 

• 245.1 

.1624 

Table 9' 

5 

.0256 

. -.5709 

-.2393 

·6 

.0091 

-.2185 

7 

.2893 

Cosine of the Angle (At' the Origin) Between Cluster Centl~oids 
UPGMA-Cosine (8 Group Solution) 

Clusters 

1 

2 

3 

4 

5 

6 

7 
8 

1 

-.836 

-.352 

-.017 

.203 

.054 

.070 

• 226 

2 

.270 

-.307 
":.221 

-:.054 

-.192 

-.358 

3 

-.135 

-.382 

-.0.93 

.021 

-.151 

-.030 

. -.377 
.261 . 

-.299 ' 

5 

.026 

-.549 

.061 

6 

-.215 

.203 

7 

-·331 -
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Personality Tyoe~ Found to be ~eplicated in the Prison Pooulation 

·The following personality: profile descript;lons reoresent the clusters which 

are well-replicated betweeh the UPGMA (correlation) clustering method and the 

UPGMA (cosine) clustering met'hod. The following descriptions provide an 

indication of the particular inte,~nal!'1iniilar:rty that the members of each 

cluster have towa~d one another, as well as the major features on which the>, 

are atypioal in regard to the overall prison samole (see table 10). 

Cluster 1. Shy" with Feelings of Inferiority (Low H). This cluster is 

characterized mo~t strongly by a very low .sco1"e on Factor' H. Virtually all of 

these prisoners can be characterized as shy, timid, withdrawn, embittered, 

,rulebound, and perhaps tormented' by an unreasonable sense of inferiority. The , ' . 
, ,. 0"· ,"t> ' ......... 

l6PF handbook indicates that they may be slow and impeded in eKpressing them-
• 

selves. They may not be a~le to keep up with all that is going on in ,their 

social situation. There may be a tendency towal'd schizoid malajustment. The 

cluster is also characterized by low scores on Faetors A, F, and E, and rather 

high sco,res for. Ql. and Q2' The 'internal variance on these additional 

factors is much higher and, hence, the cluster, although atypical on th~se 

dimensions, does not exhibit strong homogeneity among all members. 

Cluster 2, Emotionally Unstable. Ego ~{eakness (Low Factor Ct.. The pl"ofile 

of this group o~ orisoners clearly demonstrates ego weakness and emotional 

instability. The STEN score for these orisoners is 2.7, indicating a low 

score on ego strength. They may become' highly emotionai and fr'ustrated. They 

are changeable, easily oerturbed, evasive of responsibilities, worrying, and 

are prone to get into fights in oroblem situations • 

Cluster 3. S~lf-Assured. Strong Eso Strength. Fearless. This large group 
. 

rearesents a compleK orofile. They have a strong ego strength, indioating 

" 

, 
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caLl1nsss and unru ft'ledness, .with a tendency to avoid di fficul ties. Their high 

score on Factor Q3 indicates tl;1at they are both stron~-willed .an3. contr'olled. 

The low score on Q4 indicates that they' tend to'be composed in many situa­

tions. The low score on Factor 0 also indioates the tendency toward being 

sel f-assured, placid t an'-l a mas . camp , • ~ 1 t lacent This factor 'also indicates a 

relative absence of guilt, an absonce of fear, and a ~endency not to Care. 

Finally, the low score on • Facto~ L further reinforces the easygoing, rela~ed, 

and relatively permissive ap~;roach of these persons. 

' Clus tel" 4, Ag~ressi ve , .2c~a y mrm Sol. , ,_. S . 11 I 1 {ve and Naive This type is. defined 

primarily by three ac ors: f t E-o,ositive, H-positive, and N-negative. The E-

th t they t end to be independent, assertive, and positive score indicates a 

, perhaps aggressive and headstrong. The high score on Factor ~ indicates that 

they' tend to be thick-skinned, .a~enturous, and socially bold. They may not 

see danger signals. Finally, the nen;ative score on Factor N indic,ates tha: ' 

they may be socially clumsy, injudicious, gregarious, and oerhaps 

self-insight and unskilled in analvzing their own motives. 

lacking in 

Cluster 5, Lacking Inte l~~. •• 1 . A p~lo·ma~y feature,of the present cluster 

f F t B Thlo's indlo'cates low mental capacity, is the very low score or ac or • 

inabilitv to handle abstract oroblems, disorganized, with Door judgment, and a 

tendency toward low morale and qu~ long. 'tt' A second feature of the cluster is 

the relatively hi'gh score for thi,s orison samole on Factor OJ L,e., a tendency 

toward ~uilt-oroneness. 1'heir STEN score of 5.6 olaces them sub2tantially 

above mos 0 eo.. ' ... ~. '':' t f th the~ 0~4son cluster~ It su"gests that they may be some-

what more depressed, anx ous, moo t i dy hyo,ochondriacal, and lonely than most of 

the ot~er orisoners in this s~mole. 

.. 
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Cluster 7, Self-Confldent, Cheerful, 't/arm, and Outgoing. This c~uster is 

defined primarily by three variables: a low score on Factor 0, and high 

SCores on Factors A and H. The c~uster has very high'homogeneity on the low 

Factor O. This indicates self-confidence, cheerfulness,' an absence of fears, 

and a tendency to a simple, vigorous, and perhaps insensi~ive approach to 

sooial interaction. The high Scores on Factor A indicate a tendency to be 

easygOing, cooperative, attentive to people, trusting,' and warm-hearted. 

Similarly, the high score on ,Fact'O-l" H also i~dicates an adventurous, SOCially 

bold, gregarious, friendly, and impulsive approach. T,he negative aspect of 

this is that the person tends ,to be carefree and does not see danger signals. 

A final f.eature of this cluster is the fairly high sCore for Factor B. 'This 

indicates that they are fairly br'ight, intellectually adaptabl!3, and oerhaps, 

of h~~her morale and of better judgment. 

.Qluster 8, Tough-Minded, Cynical, and Down to Earth. The members of this 

small clUster are defined by low Score on Factor' J;, indicating a tendenoy to' 

be tough-minded and cynical. They also have a very 10H' SC01"e on Fac~or M, 
" 

indica ting a tendency to be down to earth and practical. The low score that 

they eKhibit for Factor 0 indicates an active, self-assured, confident 

aoproach. Finally, their relatively low SOOI"e on Q", indicates a comDulsive, 
.::> 

controlled oersorr with a strong self-sentiment. 

.. 

, 
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Table 10 

16PF Profiles of. "Matched" Cluster-Types at 8-Level of 
UPG~~(r) versus UPGMA (cosine) Analyses 

Cattell Cluster Number 
. 161'F 1'" !) 2~\:* 3'1:* 4* 5)'0'< 6 7)~ 8** -

N=19 39 55 18 15 ,4 15 7 

1 A, 2.9 3.0 4.5 4.8 3.5 (un- 3.9 4.0 
2 B 3.8 4.1 4.2 4.2 2.5 stable) 

7.1 3.0 . , 
3 C 5,.0 2.7 6.9 '5.9 4.2 4.7 5.4 
4 E 3.0 4.4 3.1 6.7 3.7 5.3 4.1 
5 F 2.8 3.8 4.5 6.1 4.1 5.4 6.0 
6 G 4.5 4.4 6.1 3.8 6.0 5.1 5,0. 
7 H '3.0 4.1 6.0 6.3 5.0 6.7 4.1 
8 I 4.1 3.1 4.5 .4.5 4.3 2.3 2.7, 
9 L 5.0 4.6 2.3 5.6 4.5 4.9 4.7 

10 'M 4.7 4.8 5.0 4 •. 9 5.7 3.4 1.8 -. 
11 N 5.6 5.4 2.9 2.8 4.7 4.5 3.1 . 
12 0 3.0 4.9 1.9 2.9 5.6 2.7 2.3 
13 Q1 6.1 4.3 4.5 6.6 5.1 4.9 4.7 
14 Q2 6.3 5.8 4.6 5.1 3.7 5.1 4.4 
15 Q3 4.6 3.4 6.6 3.2 5.3 4.5 6.2 . 16 Q4 3.4 5.5 1.9 4.1 4.1 3.1 3.4 

Cluster 
H-Co- .306 .163 .301 
ficient 

.206 .352· .523 .299 . 521 

, 

* Replicated clusters in. the cross-method comparison 

** Replicated clusters in the cross-sample compariGon 

Prison 
Sample 
Mean 

3.84 

4.18 

5.06 

4.13 

4'.46 

5.14 

5.15 

3.86 

4.00 

4.69 

4.13 

'L33 

4.93 

5.13 

4.94 

3.51 

----------.--------------------------,--:----_.------.... ------.... -------------------------
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Validation 

There are two forms of validity 'for the results outlined in earlier 

portioru:l of this chaDter': internal and external,. For. internal valida tion, ~."e 

propose to attempt a replication of the results on a second subset, randomly .. 

dra\o/l1 (N=180) from our original 880 observations. In thi~ way, we can 

evalua te 1'101'1 stable the group strueture obsel"ved in the original sample. 

For external validation, we must try to deterinine if the characteI"istics 

o fthe olus tars in a gi van parti t'1'on reflect, separate and theoretically 

meaningful l:llasses. rNe propose to accomplish this v'aJ:ida tion by calculating 

means and variances of selected exterl'lal descriptive var·iables. r~hether or 

not these descriptive means are signifi0antly different from each other' can be 

determin~d by overall F ratios and Eta-squared'measures computed by a.malys~lS 

of variance procedures (ANOYA). These ANOYA summar'Y tables are included in 

--this ohapter, together with some discus~ion of the significant differences 

among .clusters • 

Internal Validation 

In or'der to validate inter'nally the results on the 16l?F clustering, Ian 
. 

attempt Nas made to r'eplicate the results outlined above using the second 

(r'andomly drawn, N=180) subset. Before clustering, 101 of the extr'eme cases, 

based on a Itpoin-cs-in-space ll model were l~emoved • 

Clustering was accomolishad, again, by UPGMA-cor'relation and by . 
, . 

HMODE",ool:"relation olustering routines. Ccmoarisons between two oartitions 
. 

fr'om these trees were made with the following results: 

Methods Rand Jacc. Cramer Y ..I\.s GrouDs 
UPGMAmr vs. HMODE-r .764 .457 .507 8, 7 

Agr'eement coeffioients are not extraor'dinarily high, but high enough to 

- indic}ate some stability, 

r n 
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The most imoortant evidertce for internal validation is the comparisons 

among clusters identified on the experimental subset (PRIS1) and clusters on 

the second subset (PRIS2). Tab1e,lO shows the intercentroid correlations 

which provide a measure of how closely th~ characteristics of clusters of one 

data set match those of another data set. This time we ar.e looking for high 

positive correlations in order to match similar clusters. An examination of 

the matri" of Table 11 might lead to a four-grouo' classification as follows: 

PRISl PRIS2 
Clusters N Cluster'S N 9 Correlation 

1 & 2 (58) 1 (56) .5'39, .864 
3 ( 55) 3 (59 ) .864 
5 (15) 4 & 5 (20) .471, .539 
8 (7) 8 (10) .587 . 

Table 11 

Comoarisons of 8'-Group Solutions (UPGMA-corr. }-corr.) 
from both the Exoerimental and (PRIS1) and Validation 

. S!Jbsets (PRIS2) 

INTER··CENTROID Q-CORRELATIONS 

PRIS2 Clusters 
PRISl Clusters 1 2 3 4 5 6 7 ,8 

1 .503* .116 -.564 .207 .173 -.016 .342 -354 
2 .894- .• 391 -.905 .214 ··.069 -.225 -.072 -.182 
3 -.928 -.466 .858 .052 .061 .190 .212 .116 
4 .159 .212 .• 069 -.504 ,-.241 .043 -.466 -.018 
5 .174 .311 -.465 .478 .577 .004 .199 .147 
6 • 333 -.238 -.257 -.0,82 -.1l5 .040 -.141 -.151 
7 .025 .022' .233 -.603 -.419 -.014 -.390 .153 
8 -.192 .059 .266 -.445, .102 -.246 -.243 .578 

* Highe~t Q-correlations are underlined 

Note 'chat not only are fairly high Q-corre1ations. accounted for by this 

matching, but cluster-sizes match very well. The matching of cluster 1 in 

PRISl can, in fact, be improved by a110w~ng a comoarison between PRISI at the 

8-cluster level with PRIS2 at-the 9-c1uster level. This comparison indicates 

. ' ---
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that at the hig~er level of the PRIS 2 tree, the cluster is perfectly well 
I,na tched across the two samples'. 

Table 12 

Comparison of 8-Group Solution from EKoerimental 
Subgroup (PRIS,!). and the 9-Group Solution from the 

Va,lidation Subset (PRIS2) 

INTER-CENTROID Q-CORRELATIONS 

.PRIS2 Clusters 
PRISl Cluster.;? 1 2 3 4 5 6 7 8 1 .094 '.1l6 .717 -.564 .207 .1'73 -.015 .342. 2 .700 .391 .797 -.905 .214 -.069 .0.225 -.072 

3 -.847 -.466 -.721 .858 .052 .061 .190 .212 4' .624 .212 -·305 .069 -.504 -.241 .043 :".466 
5 -~077 .311 .346 -.465 ' .478 .577 .004 .199 6 • J. 66 -.238 .382 -.257 .082 -.1l5 .040 -.141 
7 .302 .022 -.230 .233 -.603 -.419 -.014 -.390 8' .004 .059 -··309 .266 -.445 .102 -.246 -.243 

* Highest Q-correlations are underlined. 
, : 

9 
-. 3~4'-
-.182 

.1l6 
-.018 

.147' 
-.151 

.153 

.578 

A slightly different matching, yielding 5 clusters " is suggested by Table 11, as follows: 

PRISl PRIS2 
Clusters N Clusters N Q correlation 

1 (19) 3 (28) .717 
2'& 4 ( 58) 1 (28) .700, .624 

3 (55) II (59) .858 
5 ( 33) 5 & 6 ( 20) • W78, .577 
8 ( 7) 9 (10) .578 

Q-corre1ations may be somewhat better, but cluster si~es diverge a bit more 

than the first (4-cluster) matching. It will be seen later on, hOHever, that 

external relationships (particularly with violepce) may cause us to pl"efer 

this particular partition. 

1' ________ _ 

t , 
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E~te~nal Validation 

Tables 13a and 13b show the results of analysis on external variables., The first 

fi'{e columns a~e th~ cluster means on the selected e~ternal var"iables and the 

three right-hand columns a~e the ANOVA results. Among the criteria are 

included' the 12 CAQ variables, since in a sense they also are ex:ternal to the 

16PF measures on which the. cluste~s were identified. Cluster 2 + 4 is labeled 

o i,n this table. The column headed "Sig." is a list of alpha levels at which 

the compared F-rabios a~e Significant, and the last column estimates the 

proportion of variance in the e~tended criterion accounted for by the 

classi fica tion. 
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Table 1303. Cluster Means of External, Variables 

HETHOD: UPGMA - Correlat.ion - 16PF Clusters' 
on PRISl Subsample 

Cluster !'NOVA Resul ts, 
0 1 3 5 8 

Criter'ion N=58 N=19 N=55 N=33 N==7 F Si'g • ETA2, 

Violent .1552 .5263 .2545 .1818 .2857 3.0292 • 0192 .0676 
Hurder .2441 1.1053 .0909 .5152 0 2.3439 .0568 .0532 
Age 1.8793 2.0000 2.11155 1. 9394 2.1429 .8£'192 .4959 .0199 
Nurture 82.75l17 8.1. 8421, '95.3725 8 ll.8276 80.1429 3.9919 .0041 .0939 
Culture 97.7500 98.3333 108.1887 96.1333 103.0000 3,.6428 .0072 .0859 
Reading 95.2037 85.2778 110.7308 93.3548 97.4286 2.7365 .0308 .0652 
CAQ 1 5.l1828 3. 368!1 3.2,545 3.7879 3.4286 27.7617 .0000 .3994 
CAQ 2 5.4828 3.89 l17 3.3636 4'.3333 3.8571 19.9743 .0000, .3236 
CAQ 3 '4.2586 3.0000 4.0182 4.5758 5.0000 2.9079 .0233 .0651 
CAQ tl 5.1207 3.4737 2.7818 4.12i2 3.2857 1?5092 .0000 • 3072 ' 

,CAQ 5 5.3276 3~6842 '2.6545 4.0606 4.1429 3L0697 .0000 .4267 
CAQ 6 6.2069 4.7895 3.8545 5.2121 J '4.7143 15.5948 .0000 • 284l. 
CAQ 7 5.3103 4.5789 3.1455 '3.8788 4.7143 14.6975 .0000 .2604 
CAQ 8 6.7241 5.6316 3.7091 5.6364 5.0000 18.4308 .0000 .3063 
CAQ 9 3.7586 4.2105 4.8545 3.9394 4.7143 2.3465 .0566 .0532 ,0, 
CAQ 10 5.7586 4.3158, 3.3818 4.6970 4.5714 14.1360 .0000 .2529 ,0'1 

--.J 

CAQ 11 6.1379 5.1579 3.6182 5.1818 4.2857 21.7785 .0000 .• 3428 I 

CAQ 12 5.6379 4.4211 3.5091 4.3030 4.1429 19.2076 .0000 .3151 
R.SCORE 1.3793 1.1053 1. 0364 1. 6667 .4286 .2378 .9166 .0057 
INOFF .4310 .3158 .3091 ~4848 .2857 .2368 .9173 .0056 
S SCORE .0847 ;0496 .0525 .0768 .0226 .2086 .9334 .0050 
S,ECURE .6034' 1.0000 .5091 .7576 .5714 .62~0 .6460 .0147 

'"'", STATUS .3276 • t.73 7 .2182 .5152 .0000 1. 4247 .2279 .0330 
CONTROL .1379 .2632 .1455 .1212 .2857 .74.83 .5604 ,.0176 
H SCORE .0744 -.1501 -.0757 .1289 -.1619 .4699 .7578 .0111 

\ 

, 

.. 
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Table 13b. Cluster Means of External Variables 
METHOD: UPGMA - Distance - CAQ Clusters 

Cluster ANOVA Results 
0 1 2 . 3 4 5 6 -,-

Criterion N=4 N;:40 N=10 N=80 N=22 N=9 N=7 F Sig. ETA2 

Violent .2500 .2000 0 .3125 .0909 ,2222 .4286 1. 683/ .. .1280 .0577 
Hurder 0 • {)OOO ·0 .2875 .1364 0 .8571 .7310 .6253 .0259 
Age 2.2500 1. 9750 1.8000 2.0500 1.7727 2.1111 2.2857 .6656 .6776 .0236 
Nurture 73.7500 83.9167 74.4000 91.7703 86.4000 85.0000 81.0000 2.163i .0496 .0787 
Culture .101.6667 91. 7368 98.3333 1.07.8974 100.0000 80.3750 111.4000 7.5191 .0000 ,.2277 
Reading 102.0000 85.0000 91. 3333 109.2208 88.4000 81. 3750 120.1667 3.6614 .0020 .1241 
PF 1 3.0000 3.3750 2.4000 4.3375 4.0000 3.4444 3.2857 1.8839 .0864 .p761 
PF 2 5.5000 3.2250 6.0000 4.4375 3.8182. 3.444~ 5.·4286 4.3826 .0004 .1175 

0' PI~ 3 2.0000 4.2750 3.1000 6.2750 5.1364 2.3333 3.5714 17.3581 .0000 .31)10 • 
PF 4, 4.2500 l,.4500 5.3000 3.6875 . ;D. 7273 4.4444 6.5614 3.5561 .0024 .1145 
PF 5 3.0000 4.4000 4.5000 4.7250 3.8636 4.1111 4.8571 1.1256 .3496 .0393 
PF 6 4.7500 4.6750 3.9000 5.4875 6.2273 4.444l, 3.4286 5.3930 .0000 '.1640 
PF 7 4.2500 4.5500 4.5000 5.8625 4.7273 4.3333 ' •• 2857 2.9719 .0088 .0975 
PI:' 8 2.5000 3.7250 2.5000 4.1250 4~1818 4.2222 3.0000 2.7343 .0147 .0904 I 

1I1 PF 9 4.2500 /,.8750 ·5./,000 3.2125 3.6818 5.0000 5.5714 6.4371 .0000 .1897 0\ 
co PF 10 4.0000 4.7500 4.3000 4.7250 4.7727 4.5556 5~00OO .2298 .9665 .0083 .j 

PF 11 4.7500 /1.6250 5.2000 3.3375 5.0',55 5.3333 l •• 1429 4.3102 .0002 .1489 PF 12 6.7500 , 4.1750 5.7000 2.1750 3.9091 4.2222 3.2857 ' 12.9460 .0000 .3201 
PF 13 3.2500 5.0750 3.9000 4.9625 5.0455 4.7778 6.0000 1. 3598 .2338 .0471 
PF 14 6.2500 5.1500 5.6000 4.8750 5.0000 5.8889 6.0000 1.0539 .3926 .0369 PI:' 15 3.5000 3.9000 2.2000 . 5.7750 5.3182 4.7778 5.1429 8.9255 .0000 .2450 ~, 

PF 16 6.7500 4.5000 5.7000 2.5375 3.5711. 12.7580 .0000 .3169 3.2273 4.5556 
PF 17 2.5000 4.9250 2.2000 7.1375 7.0000 5.~556 5.0000 27.9904 .0000 .504[, 
R SCORE 1.0000 .8500 3.5000 1.2500 • 9545 .6667 2.2857 .7802 .5866 . .0276 .-
INOFF .5000 .3250 1. 2000 .3750 .1818 . • i1ll .5714 1. 5290 .1716 .0527 

\ S SCORE .0268 .0411 .3066 .0685 .0210 .0175 .0736 1. 8820 .0867 .0641 
SECURE 2.5000 .3750 .7000 .6875 .5455 .2222 1.4286 2.5648 .0211 .0853 STATUS 1.0000 .2750 .5000 :2875 .2727 .2222 .8571 1.4359 .2038 .0496 CONTROL .7500 .0500 .1000 .2000 .1364 .0000 . .•. 2857 3.2295 .0050 . .1051 W SCORE -.1119 -.0968 .7932 -.0053 -.0772 -Q1510 .0408 1.2596 .2788 .0438 

.' 

.... 
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In comparing the two cluster matchings above, and two other'internal 

validation procedure's, we conclude that there edst within the data four or 

five fairly stable and reproducible clusters. These clusters may represent 
.. 

natural classes at' penitentiary inmates. 

An examination of this data reveals that all but one'CAQ score take on 

significantly variant mean values across the classification. Violence is, 

apparently, significantly higher in cluster number 1 than in the other 

clusters. Nurture-IQ, Cultur'e-free IQ and Reading scores are signif1cantly 

d~fferent (at alpha of .05). Particularly high scores are found in cluster 

no. 3. Cluster number 1, associated ~olith violence, shcws low scores in 

Nurt.~re IQ, and Reading, and an average culture-free IQ level. None of' the 

scores on, security, status, ~hd,control differ significantly among clusters. 

Not significant are any of the scores on ~ule infractions: INOFF, internal 

rule infraction (offender =1" non-offending prisoner = 0) j RSCORE = number of 

rule infractionsj SSCORE,scaled rule infraction sC'orei INSCORE, weighted rule 

infraction score. 

PRISONER PERSONALITY TYPES BASED ON THE CAQ 

Six clustering procedures were aoplied to the 12 CAQ scores in the 

experimental sample. Selected pendrograms are shown below. The six 

Drocedures are ';he same as those used for clustering on the l6PF variables. 

An insoection of the trees led to the selection of various levels for further .' 

analysis. These levels and the agreement coeffiCients between them are found 

in Table 14a. 

;, 
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From these com~>arisonst two partitions were chosen as "best": the UPGMA-

cosine (5-group Solution) anH the UPGMAMEuclidean (6~group solution), 

asterisl<:ed in Table 14a. The h1:gh sYll1171etric lambda scores of these particular 

solution~ promoted us to select them for fUrther examination. 

Refining ~he Partitions 

The method used to refine thf'; partitions ~.,as, the method of reclustering 

using the K-means orocedure. Again, two sets of ~tarting centpoids for 

K-means partitions were suggested, ~y the solutions involving UPGMA. Table 14b 

shows the results of comparing the K-means (MIKCA) solutions with the 

solutions from UPGMA, and com~aping them with each othep. As with the ,16PF 

analYsis, the MIKCA solutions with stapting centroids suggested by UPGMA 

produced much better' agreements with the UPGMA,solutions. The solutions based 
. ' 

'on random starting centr.'oids apparently found local clustering which agreed 

poorly with all of the other soln-tions. HOHever, the generally positive agpee­

ment coefficients prr)mpted ar; examination of the actual overlap matpices 

be'c1oleen all of these partitions. This led to a discovery of ceptain clusteps 

which continually recurred across these analyses. We will later describe 

these IIreplicate f l tl' clusters and suggest the overall data structure that is 

implied--collectively-·.by this cumu)a t,ive approach to analysis. 

J'----__ 
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v ' Table 14 b 
Table 14a 

P,BISON - AGREE~1ENT COMPARISONS = Selected naira of Partitions K.:.Means Come-ar'ison Results on the Experimental Subsamp1e .. 
( CAQ Clusters Rand Jacc. Cr V "/\"s Gos. . ---" 

HMODE-r(3)vs.UPGMA-r(SEL) .795 .• 420 .567 .. 526 6, 5 ~ i M = MIKCA 
HMODE-r(3)vs.HMODE-cos(2) .870 .610 .639 .586 5, 5 M-1 = MIKCA run 111 
HMODE-r(3)vs.HMODE-d(1) ·735 .154 , .51S' .308 10, 5 M-2 = MIKCA run #2, etc. 

! • HMODE-r(3)vs.HMODE-d(3) .784 .334 .510 .351 8, 5 

UPGMA-r(SEL)vs.UPGMA-cos(167)' .781 .414 .585 .551 5, 6 

UPGMA-r(SEL)vs.UPGMA-d(134) .788 .177 .578 .425 13, 6 Comoarisons Rand Jacc. Cr V ....;\..s " Gos. . --~,,, ---U~GMA-r(SEL)v;.UPGMA-d(163) , .733 .318 .465 .444 6, 6' 

HMODE-cos(2)vs.UPGMA-cos(167) .798 .472 .613 .5&7 , 5, 5 M-1(CAQ)vs.UPGMA-d(s)CAQ .863 .573 .792 .695 6, 6 ( 
~ i 

HMODE-cos'( 2) vs. HMODE-d (3) .819 .395 .591 • 460 8 • 5 M-6(CAQ)vs.UPGMA-d(s)CAQ .767 .286 .597 .467 8, 6 ., 
UPGMA-cos. (167) vs. UPGMA-1 (163). .817 .529 .655 .621 . 6, 5 M-2(CAQ)vs.UPGMA-cos(s)CAQ .905 .682 .806 • 77!1 6, 5 

• 

. HMODE-d(1)vs.UPGMA-d(134) .895 .219 .561 .440 13, 10 M-6(CAQ)vs.UPGMA-cos(s)CAQ .771 ~ .283 .595 .475 8,. 5 
HMODE~d (3) VB. Upm1A-d (163) .790 .363 .5235 .391 6, 8 

UPGMA-d(SEL)vs.HMODE-d(5) .801t .47!1 .540 .3,94 10, 6 

UPGMA-.d (SEI..) vs. UPGMA-cos.< 154) .796 .441 .• 709 .525 10, 5 

UPGMA-d(SEL)vs.UPGMA-cos(SEL)* .827 .483 • 749 .555 10 • 5 M-l vs. M-2 CAQ* .883 .590 .• 752 .696 6'1 6 
UPGMA-d(SEL)*vs.UPGMA-cos(SEL)* , .845 .563 .723 .621 6, 5 M-l vs. M-4 CAQ .819 .384 .657 .556 ,6, 6 
UPGMA-d(SEL)*vs.HMODE-d(3) .796 .366 .540 .420 6, 8 M-2 VS. M-4 CAQ .796 .339 .597 .479 6, 6 
UPGMA-d(SEL)*vs.HMODE-d(5) .802 .508 .467 .435 6, 6 

-
( 
- * partitions chosen for evaluation and further analysis M-3 vs. M-4 CAQ .818 .360 .718 .565 5, 6 

M-3 vs. M-5 CAQ .799 .307 .681 .478 5, 7 
M-4 vs. ~1-5 CAQ .823 .3110 .696 .518 6, 7 
M-4 'lis. M-6 CAQ .833 .315' .707 .526 6, 8 

( 
M-5 vs. M-6 CAQ .864 .395 .748 .603 7, 8 

* MIKCA solutions with 10~ Outliers Removed .. 

, 

-.-- ,-----------------------------------_ ... ~-~~--
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Evaluation and Int.er-o!"etat~on of the CAQ Prisoner- Per-son.§Llity Pr-ofiles 

The generally r,>ositive agreement coefficients between the, tr-ial cluster. 

analyses on this data (see Tables 14) indicated that although the 

various' partitions did not over-lap exactly, there Has some substantial 

diacovery of similar kinds of str-uctures. ' The 2:q;reement 'tables and evaluation 

1'ables for all of these partitions allovled us to iden~ify particular cluster-s 

that consistently reaopeared across all of these multiole solutions. Two 

oartitions in particular were chosen for more intense scr-utiny. These \'1er-e 

(~) the UPGMA~cosine solution at the 5-cluster level and (2) the UPGMA­

Euclidean distance solution at the 6-cluster level. These oar-tinular­

part~tioris had shown a reasonably good stability as exhibited by the Goodman 

and Kruskal lambda coefficietits,. The evaluation tables below include these 

and a'number of other analyses in which the recurr-ent or-ot'ile types are mar-ked 
, ---

with the nomenclature A, B, 0, D, E, F, G. Types A through G r-ep~esent the 

. partic.ular recurrent profiles that were discovered by scrutiny of all of the 

analyses. 

The Bier-archical Structure of the CAQ Personality Pr'ofiles 

The .schematic diagrams (Figure s 7a and b) indicate the gen'eral persG<l~l.ity 

structur'e that emerged from t~e set of analyses. These are oarticula~ly 

indicated by the evaluation tables, which are also included in this secti~n. 

A first basic .division in the CAQ personalitv ~rofiles is in,to deor'essed, 

nonpsychotic prison~rs (a~counting for about 30% of the overall samole). In 

contrast, a second very ~ener-al class of nondepr-essed but psychotic orisoners 

is found. The nondeor-es.!1ed, osychotic gr-ouo is substantially larger, 

accounting for about 55{ of the overall samole. The two natur-al dendograms 

that we include also in this seotion indicate this basio split into deor-essed 

.. 
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and nondeo~essect prisoners. Both of these dendogr-runs were gener-ated bv the 

UPGMA analyses. The first utilized hhe cosine measure of similarity while the 

second utilized the correlation c'oe fficient as Gl measure of similarity. In 

~oth cases, long branch lines separ-ate a: number- of deoressed subclasses from 

nondepressed subclasses. A second point to note is that both dendograms 

indicate the smaller size of the dept'essed gr-oup. The depr-essed R:roup, is, in 

both Cases. the bottom half of each dendogram. 

The schematic tree diagram indicates more clearly the substantive meetings 
. 

of each of the various reolicated types. Following from the basic division 
, 

into depr-essed and nondepr-essed prisoner-sf a number of differ-ent subdivisions 

are .for-med. Initially the deoressed group splits into two closely relat.ed 

subtypes. The first subtype; F, has r-elatively positive scores for all of the 

first· seven variabl~s, indicating an overall depr-ession. The soor'e on profile 

--
F, however. are not as elCtrel)1e as those iJ.1ustrated in profile G. In this 

lattel:' orofHe, extremely sever-e scor-es ar-s found' for CAQ number-s 1 and ~, 4 

through 8. and 10 and 12. It is n9teworthy that neither of these two 

depressed subtypes has a sever-e scor-s for CAQ dimension 9, which indioates 

Dsychopathic deviation. 

At the top end of the diagram the nondepressed, psychotic group basically 

solits into three different subty~es. All three of these subtyoes (A, B, and 

C) are characteri.zed by oositive scores for CAQ variable 9, osychopa.thic 

terldencies. Variations b~tween the three clusters b.asically stem from the 

di ffer-ent combinations of other- CAQ variables which are found in the three 

subtypes. Subtyoe A basically has a somewhat oositive score on CAQ dimension 

3~ ·indicating agitatiori and r-e·stlessness. Thb oro file is, in fact I the 

largest of the various clusters.. About one-third of all orisoners seem to' 

, 
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fall into this large orofile. Clusters Band C add different kinds of CAQ 

dimensions to the ba'sic osychopathic tendencies. It is noteworthy that in 

both Band C elements of depression creep into the profile. These will be 

fully discussed in the sections below. 

A third subtype emerges in a number of,analyses as a result of two 

clusters having high scores on the joint combination of CAQ dimensions 6 and 

llj i.e., guilt and resentment (CAQ 6) and psychasPhenia (CAQ 11). In many of 

our analyses these two clusters emerged as separate subtvoes with cluster D 

h~ving particularly high scores on CAQ dimension 11, while clustel~ E was 

separated primarily by its high score on CAQ dimension 6. In other analyses, 

howeyer, 'the two clusters were merged together. forming one larger cluster 

accounting for about 17% of the overall sample and characterized by jointly 

high'scores on CAQ dimensions 6 and 11. These two subtypes have relatively 

average scores on the depression variables and \-I'e would generally classify 

these.two subtyoes into .the depressed side of the'measurement space. 

A further manner of illustrati?g the structure of this data set -can.be 

seen in the cluster graph of the clusters as plotted into discriminant SOC'ice. 

The cluster graph (Fig.8) belo:w indicates that when the 5-cluster level of the 

UPGMA analysis with cosine is plotted the clusters are basically spread out 

according to t.he first dim.ension seoarating depressed orisoners (cluster 1 in 

the graoh) from ~he large nondepressed 1£;1"01)0 (cluster 2 in the grapq). 

Between these t'10 large c;J.ustel's we have clusters 5, 3, and 4. It is. 

interesting to note that, in our schematic diagram, clusters D and E represent 

clusters 3 and 5. The cluster graoh i)'l':iicates the closeness of 3 and 5, their 

relative soarsity, and' their location halfway betw~len the deoressed and non-

decressed grouos. The graoh als,o indicates the relative overlao between 

grouos D and E~ i.e., 3 and 5 on the graoh. 
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Figure 7a 

Schematic Taxonomic Structure of Personality Patterns of 
Prisoner Sample Based on the Clinical Assessment Questionnaire (CAQ) 
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Deacriotions of the Various CAQ Perso~ality Tyoes 

CLuster A~ CLuster A is not 1eDre~sed. It is ~haracterized by low scores 

on virtually all of the de;:p:ression dimensions (CAQ 1 through 7). As l~epre-

sented in the various analyses, cluster A has average scores for CAQ dimension 

3. This is a depression dimension and indicates a tendency toward restlessness 

and agitation. Another recurrent fea t~re. of cluster A is the above-average 

score for CAQ dimension 9. indicating a tendency toward psy?hopathic deviation. 

This cluster'is fairly homogeneous, with most of the H-coefficients in the 

various analyses being close to or above 0.60. 

Cluster B. This cluster also does not indicate serious levels of 

depression. However, it is ~even more extreme than clust.er A in regal~d to the 

above-average score for CAQ dimension 3; i.e., restlessness, and agitation. 

The main defining features of the cluster; however~ are high scores' on dimen­

sions 7, 8, and 9. These three 'dimensions indicate that the persons in ~his 

cluster tend to be withdral·m. disinterested in people, paranaoid with feelings 

',of persecution, and fiflally" as in all of these nondec)l"essed olusters, they 

have a very strong tendency 'toward .osychopatbic deviation, This cluster is a 

highly reliable cluster in that it is oicked up by virtually all of the' 

analyses. 

CLUster C. This cluster is i:lentified clearly in only two of the analyses. 

It is Characterized again by a tendency toward psychooathic 1eviat~on. It is 

generally not classified as a deoressed clus~ert although the two versions 

identified by these analyses indicate a bigh score for CAQ dimension 4 (anxious 

deoression). These persons are disturbed and easily uoset and emotionally 

volatile. The other definars of the cluster are the high scores on dimensions 

I, 
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'r, 9, and, 11. The CAQ 11 dimension again indicates psychopathic depression. 

The dimenSions, 7 and 9 indicate that' th~se persons a~e diSinterested in other 

oe~ole, withdrawn a~d somewhat bored, and also have high sco~es on dimension 

11; t.e •• psychasPhenia. 

Cluste~ .D. This small grouD is also difficult to distinguish from its 

nea~ neighbor, cluster E. It is charac~erized by marginally high scores on 

di~ension 6 and ext~emely high scores on dimension 11. The ,latter indicates 

that the persons in this ~rouD, suffer f 
~ rom recurrent, repetitive thoughts and 

emotional impulses surrounding these thoughts~ 
The dimension "As" is called 

psychasPhenia. The cluster genel~aliy has low o~ avel~age SCores on the 

depressidn va~iables, indicating that although depreSSiOn may be oresent. it 

is not held at severe le-vels. Th f e score or psychopathic deviation is below 
average. 

Cluster E. This clUster is also cqaracterized by an absence of psyc11o­

oathic deviation and an absence in general of deoression. It is, however, 

oharacte~ized by extremely high scores on one t componen of depression--CAQ 

dimenSion 6--indicating guilt, resentment, and 'a 
tenden~y to blame self'. Like 

~luster D, depression is generally low o~ absent and psychopathic deviaclon is 
low or absent. In certain analyses this cluster merges with cluste~ D, forming 

one general cluste~ charact~rized'by nigh scores on CAQ dimenSions 6 and 11. 

ClUsters F and G. These ~wo clusters might be classified together since 

they bave vel'Y high SCx:l",es on vil'tual1y all of the ,.' GAQ dimensions, ,fl'om dimen-

" sion 1 throug,h 12, W'tth the exoeotion of dimepsions 3 and 9. The low SCOl~e on 
\\ . 

dimension 9 indicat.es\that. these 0, e~sons are not osychopathic in their general 
attitudes. The low score on dimel."lsion 3 ind,icates that. they are not oarticu-

larly restless or agitated. 0 i t 11 1 n v r"ua y a 1 of the other CAQ dimensions, 

, 
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however, -these persons are at the 'eKtremely high levels. The differentiation 

between clusters ~' and G basically stems from the fact that many of the 

cll,lster analytic methods separated the two groups according to degree ot' 

severity, with F having above average scores for all of ~he deoression dimen-

sions and G having extremely above average scores. These differentiations can 

be seen in the evaluation tables inolud.ed. in t.his section. 
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CAQ Cluster 1 (F,G) . 
Variables N=61 

llomo-
Centroid gene l.!:y . 

1 1.031 -.0)0 
.2 .. 824 .003 
3 .061 .27.6 
4 .900 .2()2 
5 1.000 .371. 
6 .799 .1103 
7 ; 7113 .022 
8 . 813 ./,25 . 
9 -.295 .076 

10 . .986 .431 
11 .739 , .492 
12 .831 .073 I 

Dist. 
Index= 
.7937 

NSD= H=.2,)~ 
9.025 

-

------------------------~--­~------------

Table. 15 

First Canon City Subset· - CAQ, Standardized 

No Outliers Removed (N=172) 
Hethod: UPGMA Similarity: Cosine 

Ciuste'r 2 CA) Cluster 3 (D) Cluster 4 (B) 
N=69 N=17 N=14 

Homo- llorno- Homo-
Centrotd gcneity Centroid geneity Centroid gene1.ty 

-.601 .924 -.383' .8lI0· -.67.6 .971 
-.631 .818 -.183 .561 -.313 .627 

.124 -.101 -.967 .191 .742 .5]8 
-.690 .686 -.224 .632 -.322 .672 
-.763 .738 -.035 .666 -.385 .857 
-.779 .677 ' .072 .571 -.657 .725 
-.5·99 .674 -.499 .804 .710 .280 
-.802 .739 .5l18 .675 .573 .613 

.302 .239 -.654 -.082 .925 .008 
-.687 .656 -.301, .464 -.082 .682 
-.861 .576 .748 .6.53 .020 .366 
-.667 .643 -.173 .819 -.278 .781 

Dist. Dist. 
Index= Index= 
.7947 .2839 . 
HSD= H=.606 MSD= H=.566 MSD= H=.645 
4. 66~l 4.899 3.956 

-
II . 

Cluster 5 (E) 
N=11 

Homo-
Centroid f~eneity 

-.489 .. 896 
.072 -.604' 

-.566 .442 
.095 -.062 

-.217 .551 
1.180 .950 
-.493 .475 

-1. 054 • ,SOl 
-.421 .142 
-.587 .659 

.122 .631 

.200 -.051 

MSD== U=.403 
6.518 

" \, 

Variable 
Homogeneity 

.587 

.397 

.150 

.481 

.599 

.591 

.411 
I 

.615 

.173 

.559 

.540 

.425 

, 
VI 
00 
N 
I 

, 

, 

t 

-



( 

--
CIIQ .C1ust<!r 1 (G) 

Variuul1.!s N"40 
110100-

; 

Ccntrojd ~lellY, . 

1 1.407 .046 
2 1; 321, .154 
'3 -.032 .2:38 
I. 1.293 • 500 
5 J.2t.! .311. 
,6 .942 .t./ l; 

7 1.020 .,~L5 

8 1.03'3 .5"17 
9 -.561 . '321 

10 1.068 • 360 
11 .779 

I 
.487 

12 1.149 .070 
-. 

tHst. 
lnul!x" 
• 7722 

~ISD'" 11"'.297 
8.224 

I I 

! ttr=-: nr"", •. ~. 

~---~--------------------------------------------

( I ( l \ ) 

'rable 16 
First CUllon Clty Subset - CAQ, Stundardl.zcd (N=l72) 

Method: HIKCA Similarity: Hahalanobis Distance 
.(Second Analysis) 

, . , 
Cluster 2 (A) Cluster 3 (I) Cluster 4 (8) 'C1uster 5 (D,E) 

N=63 N=26 N,,:,2l N=13 
- j lIomo- I 110100- !lomo- lioOlo-
C<!ntroid gene'ity r,~"troid !!eneitv Centroid gene:itv Centroid gencitv 

-.590 .919 -,304 .772 -.509 .822 .312 .485 
-.660 .8/.2 -.270 .671 -.129 .532 -.023 .628 

.108 -.017 -.866 .216 '.703 .5ld .554 .516 
':'.721 .686 -.023 .604 -.309 .69/ • -.001 .491 
-.816 .754 .138 .648 -.057 .610 .092 .592 
-.815 .717 .102 .626 -.578 .• 542 .952 .636 
-.635, .672 -.2/13 .619 .590 .456 -.13/• .101 
-.856 ,.751 ././.0 .650 .668 .;'76 -.264 .530 

.333 .210 -.690 .32/ • .833 .566 .595 .155 
-.715 .6/.4 -.065 .373 .090 .493 .692 .1.43 
-.945 .630 .• 626 .622 -.034 .528 .886' .545 
-.730 .692 -.127 .811 -.232 .783 .563 .211 

(list. Dist. Dist. 
Inuex= Index" Index= 
.778:.1 .5775 ./.3/.1 . 
MSD-= 1l"'.624 MSD'" 11"".576 NSI)'" 11=.595 MSD= 11"'.444 
4.4U 4.869 4.625 6.154 

. 

-

Cluster 6 (i~) 
, Ne 9 

lIomo-
Centroid geneity 

-.509 .898 
-.149 .229 
-.55.5 .378 

.106 -.004 
-.199 .642 
1.203 .9H 
-.572 .700' 

-1.054 .751 
-.651 .387 
-.7M .769 

.145 .622 

.103 .385 

NSD'" 11"'.558 
',.7Il1 

() 

. 
Variable 

Homogeneity 

. 

.648 

.570 

.199 

.581 

.600 

.630 

.445 

.657 

.302 

.510 

.579 

.524 

I 
V1 
(Xl 
w 
I 

. ,~ 

, 

\ 

-. 

, 



( 

CAQ Cluster 1 (II) 
V;JrJuldcl;l N"'52 

1101110-
Centr()id g(!1lt.dtL 

1 .902 -. nil 
2 .. IIl9 -.366 
3 .129 .295 
4 .79:> .OU 
5 1.005 .51] 

.6 .613 .167 
7 .U20 .237 
8 .708 .218 
!I -.355 -.02,6 

'10 .908 .265 
11 ,6/,2 .1,',2 
12 .9:13 .23/, 

IH.:oefr. .137 

II I • 

" 

l' 

quater 2 (D,E) 
N"'12 

lIom()~ 

I I 

'rable 17 
Second Canon City Subset - CAQ, Standardized 

Outliers Removed (N-162) 
Hethod: UI'GNA Similudl'Y: Cosine 

-

Cluster 3 (C) Cluster lj (A) Cluster 5 
N=6 , N";71 N=8 --r;;--'-

('I) 

1I00no- !!OlnO- lIomo-CelltroJd gcnaity Centroid genclty Cent,;oid gencity Centroid genc[ty 

-.109 .679 -.297 .605 -.556 .909 ,173 -.200 .2/,7 .426 -.39/, .1l22 -.530 .767 -.587 .873 -~.137 -.01,7 .095 .755 .:U,9 -.014 -.1,23 .607 .325 .55l, 1.198 .886 -.716 .713 .120 .. 81.0 .537 .127 -.530 .773 -.700 .673 -.248 .686 .630 .304 -.138 • 36ft -.512 .305 -.001 .698 • :lO2 .330 .711 .605 -.684 .598 -.694 .859 -.~89 .792 -.178 .1'03 -.552 .287 -.115 .712 -1.0CI7 .208 .836 .276 .411 .321 -.779 .804 -.70/, .355 .197 .903 -.697 .655 .695. .636 .406 .',06 ' .719 ,778 -.552 .154 .35', .580 .283 .77/, -.187 .719 -.655 '\ .603 -.686 .513 

, 

.4~n .633 .482 .631 

,-

Cluster 6 (U'l) ,Varin!>le. 
N,:,9 1I0UJogencity 

lIomo-
Centroid geneit:Y 

-.506 .890 .399 
-./,37 .688 .371 

-1.055 .378 .168 
-.205 .546 .482 
-.279 .291 .561 
-.723 .591. .298 

.477 .383 .l,60 

.919 .552 .332 

.157 .546 .234 

.228 .424 .537 
-.638 .216 ; 316 

.24/, .366 .481 

\ 
.489 

I -

r 
, 



- -------~--~~~-----

( , 

_. 
tAQ Cluster 1 (I.) Cluster '2 

Vud(1hhw N~27 N"'33 
. 

-lIolllo- -
~. 

Calltl'old Almai tv. Cl!ncrold 

1 -.172 .1,36 . 1. 399 
2 -.123 .376 1.086 
3 -.0/,7 .311 .050 
4 . -.2(15 .231 .946 
5 - • .156 .339 1.182 
6 .] 54 • t,22 
7 -.382 .569 

,.760 
1.010 

8 .07;; .586 .796 
9 -.'3'34 .404 -,1,59 

10 .587 .625 l.17l 

-. 11 .591 .574 .918 
12 -.357 .608 1. 275 

d 
I 

/' 

If~Codr. . 
'f/ 

• t,57 

, . 

.. 

o 

" 

( I I I 

'foble 18 
Second Cunon City Subse,t - CAQ, Standardized (N=162) 

Nethod: HIKCA Similarity: Nohulunobis Distanccl 
(V.alidation on MIKCA Partition using UPCHA-R Centroid) 

Second Anolysia 

\' ) 

(F,C) Cluster 3 (E)' Cluscer 4 (C) f"lusttLlr 5 (A) 
N"18 N"'ll Nc41, 

BOlllo- 110010- 1I0mo-
,-

1101110-
geneity Centroid geneity Centroid guneiSL Centrotd gencity ---
-.165 -.046 .386 -.468 .764 -.553 .870 
-,.7/tO .161 .474 -.t,99 .8/,9 -.569 .797 

.103 -.759 -.172 .391 " .580 .229 -.161 
-.243 .10:1 i,!;~:2: .899 .696 -.636 .691 

.423 .391 .229 -.325 .649, -.83B .701 

.039 .557 .19/, -.218 .4/,8 -.562' .224 

.135 • 0~17 .367 ,1,56 .578 -.806 .680 
;135 -.600 .'729 -.01 .2:3.1 -.891 .752 

-.203 -.875 ,354 • glIb .534 .1,09 .160 
.296 -.783 .750 '-.088 .676 -.929 .857 
.581 .301 .435 .595 .7t,4 -.9ltl. .576 
.2/,/, .361 .6i12 -.390 .468 -.8.38 .750 

.fl50 ./,01 .601 .575 

I 

, 

f) 

-
(/ J 

l pa 

, I 

Cluster 6.(ln Val:iable 
N=29 Homogeneity 

1I0Ulo-
Centroid geneity 

-.387 .822 .517 
-.169 .561 ' .334 
-.038 .078 .064 
-.321 .1,72 .356 
-.litO .1,89 .490 
-./1l8 • .361 .256 

.203 .157 ./,15 

.913 .611 .. 535 

.399 .652 .262 

.050 .592 .633 
-.580 .1,78 .555 

.076 .561 ' .558 

./186 ; 

\ 

l' 
, 

-



( i 

" 

. 
CAQ Cluster 1 (Ii ) 

Varlul>lus 1-1"'33 1 
Cluster'2 (G) 

Ne2.l -_ .. _--- --,.J 

1101110- 110010-

. CUlltro.ld .. g!.!net.!:L I.!lltroid gencLty G 

. 1 .461 ./133 1.991 .307 
2 .325 .53] 1. 741 .193 
3 .10B ./,72 -.279 -.01,6 
4 .81,7 .3i8 1.314 .358 
5 .707 .766 1.709 .382 
6 .410. .5/,6 1,211 .422 
7 .429 .405 1.1,48 .156 
8 .894 .628 L 179 .781 
9 -.27/, . :301 -.851 .61.0 

10 .841 .:>68 1.200 .252 
11 .511 .61"1 ... , , 
12 .1,72 .410 

1.038 .569 
1. 414 -.on 

II-Coef f. .500 .326 

() 

() 

, . -\\ 
... 

( j 

'l'ab1e 19 
First Cano~ City Subset,- CAQ. Standardized 

ND Outliers Removed (Ne 172) 
Hethod: Ul'GHA Similarity: Cosine 

Cluster 3 (j\) , Cluster 4 (E) Cluster 5 (ll) 
NooSO N=21 N"7 

!lomo- 110010- lIomo-
Centroid geneity Centroid gcneit:t Ccmtroiu geneity 

-.626 .91,7 -.326 .817 -.539 .902 
-.639 .863 -.006 .530 -.037 .211 

.192 -.030 -1.003 .229 .781 .91.6 
-.639 .686 -.173 .436 -.363 .601 
-.7/,8 .760 -.028 • 768, -.085 .830 
-.710 .619 .632 .58/, -.894 .709 
-.550 .665 -.456 .665 1. 391, .607 
-.635 .5'29 -.203 • 28t, .923 .810 

.t,Ol .333 -. 7!i'2 .021 1.133 .229 
-.621 .630 -./177 .750 .140 .068 
-.61,9 .3JO .261 ,1,75 -.382 .711 
-.636 .678 -.Ot,9 .607 -. Q.49 .609 

.582 .514 .600 

I 

-
" 

Cluster 6, (l~2) 
N"'7 

Ilomo-
Centroid geneity 

.558 .727 ' 
-.221 , .724 

.393 .663 

.286 ,/,78 

.3/,2 • .779 

.922 .825 
-.054 .215 
-.5"'1 • 772 

.787 .184 

.880 .132 
1.065 .744 

.499 .356 

. 
.550 

----"-~------------,'--- - -

, 

Variable 
!lomoguoe1ty 

.7/,0 
.• 641 

.166 

.530 

.719 

.5/38 

.530 

.571 

.312 

.542 

.1,57 
,.508 

\ 



"". 

,,) 
1.,_' 

--~-~---------~ -~-

( ) 

'ruble 20 
l<'!rst CUllon City Subset - CAQt Standurdlzed 

No OutlIers Removed (Na 172) 

( 1 

Hl!chl>d: 1I1'GNA . Simllarity: Euclidean Disc,unce 

. 
CAQ . ClusLl!r 1 (1-') 

V'urJabll!s N"'40 

. . 
qlu!Jtl!c 2 (0) , Cluster 3 (A) Cluster 4 (E) Cluster 5 (G) 

,·N-=10 N=80 N~22 N"'9 ----- Homo-
CtHI t roJ d ]..£lleitt 

lIomo- Homo- I llotno- HOlllo-
CentroId ..££!.leity Centro1'd ganeity Centroid !!,eneitv Centroid I!encltv 

1 .478 ./,92 1. 711 .472 -.626 .91t7 -.3',1, .818 2.550 .6l.7 
2 .230 .528 2.5t,7 .811 -.639 .863 .072 .419 .995 .USO 
3 .158 .503 .090 .014 .192 -.030 '-.961 .226 -.555 -.139 
I, .725 .318 1.122 .107 -.639 .686 -.11l9 .457 1. :J05 .695 
5 .643 .751, 1.911J .618 -.748 .760 -.082 .717 1. 794 ./,63 
6 .499 .562 1.080 .660 -.710 .619 .653 '.595 1.1/,1 .202 
7 .344 .357 
8 .M3 .354 

1. 949 .644 -.550 .665 -.4ltl .676 .929 -.066 
1.313 .909 -.635 .529 -..262 .242 .980 .646 . 

9 -.OBB .13/, 
10 .848 .512 

-1.082 .S83 .402 • :~33 -.795 .069 -.597 .6/,8 
1. 715 .556 -.621 .630 -.516 .728 .617 .3/,5 

11 .625 .60t, 1.11.5 .507 -.649 .310 .275 .1,95 .710 .762 
12 .477 .ld6 1.917 .157 -.636 .678 -.062 .623 .815 .100 

l.>iI:;t. Dlst. Dist. 
lndl!x.'" Index" Index'" 
.8044 .6462 .3900 . 
NSI~ 11=.461 
6.301t 

Nsn= 11".503 HSn .. 11-.582 MSD- H",50S NSD" 11"'.430-
5.364 4.9/,8 5.665 6.085 

. 

1.9 

Cluster 6 (U) 
Nto 7 

llomo~ 

Cl!ntroid geneity 
I 

-.539 .902 
-.037 .211 

.781 .916 
-.363 .601 
-.085 .830 
-.89 /1 .709 
1. 39/, .607 

.923 .810 
1.133 .229 

.140 .068 
-.382 .713 
-.0/,9 .609 

HSJ)- 11 ... 600 
4.110 

~~--..:.-.---------~------~---j--------

I ry 

. Vur labIa, 
Homogeneity 

.776 

.69/, 

.167 

.531 

.732 

.• 586 

.. 550 
,,1,90 
.278 
.572 
.457 
.54/,. 

I 
VI 
,0:> 
"'-I 
I 

\ 

; 

-



·f • 

.\10 

"'. 
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CAQ 
Variabhll.l 

1 
2 
3 
1\ 

5 
6 
7 
!l 
9 

10 
11 
12 

. .C1uster 1 (F) 
N .. 25 

1101110-

_ Gent.!:!!.!.!!. . .ll!:lll!lly 

.53:1 .6/\2 

.42'3 .65!> 

.2 '.l1 .580 
1.020 .395 

.670 .752 

.505 ./.53 

.1.29 .419 
1.07l .6!J6 
-.210 .lliO 

.752 .67& 

.4U2 .611 

./,96 .l,35 

IHst. 
hillen'" 
• 71S0 

1 Hsn ... 11"'.538 
5.324 

---

--------------------'----·------------_______ l ______________ ~ ____ __ 

~ I 

Table 21 
lI1rst Condn City Subset - CAQ, Stnndnrdh:cd 

(N .. 172) 

\ :) 

Hethod: H,[[{CA Similnrltyl Mnhnlnnobis Distnnce 

Clus!:er· 2 (0) 
, 

Cluster 3 (1\) 
. , 

Cluster 4 (D,E) ·Cluster 5 (ll) 
N"'24 NeM N=34 N"l4 

1101110- 110\110- -t 1I0mo- !lQll\el':;-
.:!!.UQl..<L SI.maitv Ccntroi'd gel\city Ccntrold gcneity _ Centroid g(m!.!1 ty 

, 
1.919 .276 -.622 .932 -.38:1 .870 -.631 .9/16 
1.764 .210 -.704 .868 - 088 .604 -.267 .461 
-.231 .013 .131 -.016 - .. 743 .141 .742 .4 67 
1. 274 .420 -.711 .682 -.174 .589 -.322 .672 
1.620 .391, -.869 .830 .106 .708 -.256 .796 
1.149 .513 -.829 .681 .397 .554 -.776 . 78'~ 
1.367 .15/. -.627 .693 -.333 .579 .791 .336 
1.,011 .535 -.821\ .722 -.115 .360 .764 .710 
-.759 .599 .387 .270 -.668 .330 .960 .560 
1.228 .196 -.701 .611 -.274 .481 -.045 .4'}:) 

.958 .513 .-.860 .599 .318 .266 -.101' .553 
l.l,6/, .038 -.74/, .724 -.OU .672 -.232 .757 

D1sl:. Dist. Diat. 
1nuI!xd Index'" IndcK" 
.536:3 • 7918 .6467 . 
NSIl'" Ii"'. 322 }lSP'" 11".633 Hsn .. H".513 HSP" 11".623 
7.798 4.335 5.673 4.2011 

: .~ 

Cluster 6 ' 
Noll 

1I0mo-
Centroid gencity 

.209 .478 
-.104 .601 

.569 .480 
-.009 .45l\ 

0 .571 
.929 .628 

-.268 .233 . 
-./,05 .666 

.724 .104 

.590 .2/,/, 
1.11,5 .620 

./,33 .195 

Pist. 
II\<!cx" 
.0/,88 

HSD'" 11-.440 
6.114 

Variable 
HOlllogellci ty 

.758 

.6/13 

.177 

.570 

.714 

.604 

.497 

.616 

.322 

.499 

.522 

.545 

, 

I 
lr 
ex> 
ex> 
I 

\ 

r 
, 
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The reliability of the prior results was examined by an attempt to' 

reolicate the results on a second' random sample, of prisoners. SpecificallY, 

the methods used were UPGMA (cos), HMODE (cos), UPGMA (Euclidean), and HMODE 

(Euclidean). The comoarison between these partitions, at'a global level, 

again revealed only moderate agreement coefficients; e.g.: . 
Jacc. 
:4l 

Symm. 
Lambda 

.54 
UPGMA (Cos) (CAQ 1) vs. HMODE-Cos (CAQ 2) . 

The overlao in comparing soecific orofiles was, however. much more encoura~ing. 
The EVAL tables included in the present section indicate that the larger 

clUs,ters 'AI F, G
t 

and the combination of (D,E) tend to recur as recognizably 

the same'profiles. 
This is fur,ther indicated by the following matrix: 

Table 22 

Comparison of 5 and 6-grouo Solutions (UPGMA-cosine) 
from Experimental (PRIS1) and V'alidation (P'RIS2) Subsets 

Inter-Centroid Cosin~s (At the Origin) 
UPGMA-cos (CAQ 1) 

LiE,G)' 2 (A) ~ (D) 4 ( B) 

1 .994 -.967 -.121 -.298 

2 .247 -.340 .532 -.661 

UPGMA-cos 3 .096 -.121 -.199 .1115 

(CAQ 2) 
--

4 -.975 .:.977 -.030 .359 

5 -:.102 .071 .495 -.420 -
6 -.180 .140 .265 .341 -=-

2.J.~ 

-.219 
.!ill 

-.:U6 
.132 
.140 

-.36,9 

totally l:"colicated. Simila,rly, the 
The depressed tyo.es (F ," G) are obviously 

osychooar.hio group is well-reoliaated. Clusters D and E, 
lal'~e nondeoressed 
which are so olosely related in the original analysis, again find ~ matches 

in 2 and 5 of the CAQ 2 solution. Cluster B (bore':} oaranoid), Which lies 

within the center of the cluster distributions (see earlier cluster graph) is 

aga,in close to more than one cluster in' the cross-samole oomoarison. 
The conclusion of this comoarison is that althc)ugh the oroCiles are not ALL 

matched exactly. He have evidenc'e that the major d1ft'erentlati{)Os of oerson-

ality tyoe are, in faot, reolioated aoross the sam~les. 

.. 

\. 

I . . 
!, 

... 

, 

~ - --- -~-~--- ,. 

\ 

o 

I' 
, 
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CAQ 
Variables 

1 
2 

'3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Cluster 1 
N=61 

Centroid. 

-.044 
-.009 
-.055 

.112 

.273 

.329 

.285 
-.041 
-.184 

.oa9 

. 341 . 

.150 

~----------------

\ ) ( i 

Table 23' 

Second Canon City Subset- CAQ, S~andard~zed (N=162) 

Method: MIKCA Similarity: Maha1anobis Distance 
{Validation on HIKCA Partition Using UPGMA-.R Centroid) 

(Third Analysis) 

(D,E) Cluster 2 (F) Cluster 3 (G) Cluster 4 (A) 
N=17 N=18 N=66 

Ilomo- Horoo-- Homo- Horoo-
v·,meitv Centroid ~eneitv'. Centroid geneitv Centroid jieneit;y 

.451 .300 -.042 1'.87·4 . "".138 , - .5l~ 7 .886 

.526 .805 .373 1.615 ·-.733 -.639 .874 
.. 211 -.166 .018 -.201 -.234 .149 -.140 
.394 .455 .39/+ 1.609 • 2 7l~ -.660 .647 
.530 .711 .579 1.437 .190 -.827 .740 
.449 -.074 .538 1.47l .649 I -.687 .419 
.287 .133 .368 1. 258 .096 -.641 .509 
.459 . 1.266 .682 1.031 .280 -.569 .3% 
.298 -.346 .208 -.787 -.555 .474 .235 
.~76 .8e3 .645 1. 461 .093 -.709 .644 
.L13~ .676 . .582 .997 .548 -.761 .358 
.561 .469 .347 1.574 .124 -.689 .565 . 

MSD= ]j..:.423 HSD= H=.39l HSD= H=.049 MSD= H=.506 
6.811 6.878 10.773 5.841 

, 

.. 

~ , '. 
l~ • 
\.' ,,~. 

o 

(> ,~ 

C! " c: 
\) . -. , , 

" 
(I • 

(? 

'~''''--''-';-----''':;''''''-''--:'''-----''-----'--------------- -------'------~ ,-----~-~~-~-~--- ... 
~_ @"f~iIi •. -..:a~ -_._, "-

, l 

Variable 
Homogeneity 

.511' 

.512 
-.002 
.l~84 

.583 
• f,68 
.365 

\' .411 . , 
.168 
.520 
.431 
.491 

: 

" 

~ 
\D 
o 
I 

~ .. D 

, I 

\ 

o -



CAQ 
Variables 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
j 11 

'-- 12 

(I 

o 

o -. 

- . 
Vt_ 

( ) I 1 

Table 24 

Second Canon City Subset - CAQ, . Standardized 

Outliers Removed (N=162) 

\' 

Method: UPGMA Similarity: Euclidean Distance 

. 
Cluster 1 (D,E) Cluster 2 (F) Cluster 3 (A) C1ust'er (G) 

N=62 N=10 N=67 .N=l1 
HOl11o- Homo-· 

I Ce~troid Homo- Homo-
Centroid g'eneitv Centr,?~ r.sencitv geneitv Centroid geneity 

-.054 .454 :455 .'467 -:549 .904 1. 855 -.160 .090 .505 .991 .336 -.607 .842 1.180 .483 -.029 .353 -.142 -.512 .126 -.084 -.039 -.056 
.194 .359 .397 ~511 -.655 .674 .1. 562 .158 .296 .522 .901 .565 -.766 .704 1. 319 .732 .357 .438 -.050 .634 -.705 .l198 1.158 .803' ,.201 .252 .079 .621 -.610 .513 1.286 .129 ' 

-.039, ,ll09 1. 391 .761 -,.476 .187 1.179 .599 
-.272 .304 -.208 .135 .454 .280 -1. 087 .247 .105 .417 1.050 ~712 ~'. 682 .633 1.516 ,429 .359 .500, .823 .652 -.793 .440 .880 .494 .089 .586 .705 .178 ..... 595 .468 1. 531 .594 

MSO= 1l=-.425 MSO= H=./~2.2 MSD= 1l=.505 MSO= 1l=.388 
6.790 . 6.246 5.852 6.679 

, , 

I 

- ,. ~ ..... . 

r I 

, ' 

Varii'!ible 
Homogcne'ity 

.611 

.643 

.070 

.510 

.622 

.505 

.384 

.347 

.278 

.534 

.483 

.507 

I 
U1 
\0 .... 
I 

('\)" 

'\ 

\ 

, 

I 

-
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Concurrent Validation 

Tables 25 an1 26 show the results of analyses of variance on the external 

variables. This time the l6PF va'riab1es (~an be listed among; the "eKter'nu1" 

criteria. 

a. UPGMA-cosine - 5~group solution. 

All but Factors B, F, I, M, and Q1 di.ffer significantly among the groups 

in this classification, as do the scores on Nurture lQ, CultUre free, and 

Reading tests. Cluster 3 seems to conta.in a: significant numbet~ of low soores 

op the three intellectual tests. 

b. UPGMA-Eu~lidean - 6-group sul~tion 

l6PF'sca1es significantly differing across this classification are F, M, 

Ql' and Q2· Again. the irr~e~le~tua1 ~;asures all differ' significantly 

with grouDs 1, 2, and 5 measuring particularly low on all three. The 

"securitv" and "control" measures differed significantly among the groups of 

the partition. 

We stress that these ANOVA's should be tested with extreme caution, . 

and should be used descriptively. The eta-squared values indicate a 

more realistic measure of strength of association. 



Cd terion 
Violent 
Hurder 
Age 
Nllrture 
Cultllre 
I{cading 
PF 1 - A 
PF 2 - B, 

'f • PF 3 - C 
Ill-' 4'- E 
PF 5 - F 
P[o' 6 - G 
PF 7 - H 
PF 8 - I 
PF 9 - L 
PF 10 - N 
PF 11 - N 
PF 12 - 0 
PF 13 - Ql 
PF '14 - Q2 
PF 15 - Q3 
PF 16 - Q{l 

PF 17 - HD 

"'-

R SCORE 
INOFF 
S SCOHE 
SECURE 
STATUS 
{;ONTROL 
1-1 SCORE u \) 

I 

1 

I) 
\ ... 

-N==61 
.1803 
.39.3/, 

1. 93/,/, 
81.8750 
92.2037. 
87.1.579 
3.3115 
4.1148 
3.5 /110 
4~G391 
4.t~262 
4.4426 
4.5738 
3.409B 
5.0164 
4.6885 
4.8852 
4 .. 62'30 
4.~197 
5.3607 
3.6721 
4.8852 
4.2459 
1. 541 0 
.491 H. 
.0897 
.5574 
.3607 
• 091;t~ 
.0753 

. ('l 
- -.J 

Table 25. 
Cluster Heans of External Variables 

METHOD: 
UPGHA - Cosine·- CAQ Clusters 

Cluster 
A NOVA' - Resul~.£ 2 3 4 5 ~ -- - ~ 

ETA2 
N==17 N=14 

F SiS· .3043 .1176 .3571 .1818 1.3617 .2494 .0316 
'.1304 0 .9286 .9091 1. 8349 .1244 .9421 

2.1304 1.8824 2.0714 1.6364 1. 2048 .3107 .0280 
92.1905 81.1250 8/,.5385 94.1818 3.1018 .0173 .0746 

107.3284 89.6667 109.7692 113.6364 12.1699 .0000 .2390 
107.9077 84.6250 109.7692 113.3636 ·L 7024 .0013 .1070 

4.4783 4.4706 2.9286 4.4545 3.25UI .0134 .0723 
I~. 34 78 3.4706 '4.9286 . , 

3.6364, 1.2859 .2776 .0299 
6.301,3 . 5.6471 4.9286 5.0000 20.1%2 .0000 .3260 
3.4783 3.9412 5.5000 4.0000 4.8328 .0010 .1037 
4.6957 4.0000 4.5000 3.8182 .8294 .5082 .0195 
5.6087 6.0000 4.5000 5.6364 6.0607 .0001 .1268 
5.9130 4.6471 4.711,3 4.9091 3.9009 .00l,7 .0855 
I,; 1739 4.0588 3.7143 4.3636 2.2299 .0679 .0507 
2.9565 4.4706 4.3571 3.7273 . 11. 3996 .000d .2131 
4.623z' 5.2353 4.7857. 4.2727 .5585 w6931 .0132 
3.1884 5.4706 4.1429 3.8182 9.2750 .0000 .1818 
2.0725 3. 29lfl 2.9286 4.5455 17.1141 .0000 .2907 
4.8841 5.0588 5.6429 4.7273 .5557 .6952 .0131 
4.6812 5.4118 6.2857 4.7273 2.7479 .• 0300 .0618 . 
6.0435 'L,.7059 5.1429 5.1818 13.3720 .0000 .2426 
2.3768 3.3529 3.2857 3.5455 17.9200 .0000. .3003 
7.2609 7.1765 6.2857 6.27.27 32.2107 .0000 .4355 
1.4203 1. 0588 .2143 .27,27 .5572 .6940 .0132 
.3768 .29111 .1429 .2727 .461/1 .7640 .0109 
.0732 .0422 .0095 .0057 .5295 .7142 .0125 
.5797 .588~ .9286 1.2727 .9962 .4113 .0233 
.2319 .2353 .5000 .7273 1.4450 .2214 .0335 
.1739 .1765 .2143 .2727 .8024 .5253 .. 0189 
.04.31 -.1343 -.1932 . -.1969 .4522 .7707 .0107 

. ~ 

_~ •• ~ __ ~ ___ --' •• "----r _ - -
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Ln 
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Table 2~ Cluster Heans of External Variables 
METHOD: UPGMA - Dist;'mce - CAQ Clusters 

" Cll1st~r 
~.oVA Results a 1 (F) ~) 3(A) 4(E) ~G) ..ME) , -Criterion N=4 N=40 N=10 N=80 N=22 ' N=9 N=7 F Sig. ETA2 

/ Violent .2500 .2000 0 • 3125 .0909 . .2222 . .4286 1. 6834 .1280 .0577 
- - -~ 

: 

Nurder 0 .60"'\0 0 .28 75 .1361, 0 .8571 .7310 .6253 .0259 
Age 2.2500 1:9750 1.8000 ' 2.0500 1.7727 2.1111 2.2857 .6656 .6776 .0236 
Nurture 73.7500 83.9167 74.4000 91. 7703 86.4000 85.0000 81. 0000 2.1631 .01,96 .0787 
Culture 101.6667 91. 7368 98.3333 107.8974 100:0000 80.3750 111. If 000 7.5191 .0000 .2277 
fh~atling 102.0000 85.0000 91.3333' 109.2208 88. t,OOO 81. 3750 120.1667 3.6614 .0020 .1241 
PF 1 - A ,3.0000 . 3.3750 2.t1000 4.3375 4.0000 3.4444 3.2857 1. 8839 .086tf .0741 
PF 2 - B 5.5000 3.2250 6.0000 4.L,375 . 3.8182. 3.L144LI 5 .• 1,286 4.3826 .0004 :1375 
PF 3 -' C. 2.0000 4.2750 3.1000 6.2750 5.136tl 2.3333 3.5714 17 .3581 .0000 .3870 

., 
IlF ~ - E 4.2500 L,.4500 5.3000 3.6875 /3.72i3 4.4/144 6.,5614 3.5561 .Q024 .1145 

, 

PI,' 5 - F 3.0000 A.4000 4.5000 A.7250 3.8636 4.1111 4 .. 8571 1.1256 .3496 .0393 
PF 6 - G 4.7500 4.6750 3.9000 5.4875 6.2273 4. ',41,4 3.4286 5.3930 .0000 ' .1640 
?F 7 - 11 4.2500 11.5500 4.5000 5.8625 4.7273 4.3333 4.2857 2.9719 .0088 .0975 I 

In 

PF 8 - I ' 2.5000 3.7250 2.5000 4.1250 1,.1818 4.2222 3.0000 2.7343 .0147 .0904 \0 
.I:"-

Pl~ 9 - L 4.2.500 1,,87S0 5.4000 3.2125 3.6818 5.0000 5.5714 6.-4371 .0000 .1897 I 
PF 10 - N 4.0000 4.7500 4.3000 4.7250 4.7727 4.5556 5.0000 .2298 .9665 .0083 
PF 11 - N 4.7500 4.6250 5.2000 3.3375 5.01,55 ' 5.3333 4.1429 4.8102 .0002 .1489 
PF 12 - () 6.7500 4.1750 5.7000 2.1750 3.9091 4.2222 3.2857. 12.9460 :0000 .3201 

, PF 13 - Ql 3.2500 5.0750 3.9000 tf.962'5 5.0455 4.7778 6.0000 1. 3598 .2338 .0471 
Pr',14 - Q2 6.2500 ' 5.1500 5.6000 4.8750 5.0000 5.8889 6.0000 1. 0539 .3926 .0369 
PF 15 - Q3 3.5000 3.9000 2.2000. 5.7750 5.3182 4.7778 . 

5.1429' 8.9255 .0000 .2450 

i, 
PIo' 16 - Q4 6.7500 'I. ~OOO 5.7000 2.5375 3.2273 4.5556 3.5714 12.7580 .0000 .3169 

.-

PF 17 - ND 2.5000 4.9250 2.2000 7.1375 7.0000 5.5556 5.0000 27.9904 .0000 .504f. 
R SCORE 1.0000 ~8500 3.5000 1.2500 .95f15 .'6667 2.2857 .7802 .5866 .0276 \ 

INOFF .5000 .3250 1.2000 .3750 .1818' ;1111 .5714 1.5290 .171b .0527 j S SCORE .0268 ' • Ofl 11 .3066 .0685 .0210 .0175 .0736 1.8820 .0867 • OM 1 
SECURE 2.5000 ' .3750 ~7000 .6875 ' .5455 .2222 1. 4286 2.5648 .0211 .0853 

~, 

STi\'TUS 1.0000 '.2750 .5000 '.2875 .2727 .2222 .8571 1.4359 .2038 .0496 

j 

CONTROL .7500 .0500 .1000 .2000 .1364 • 0000 .2857 3 0 2295 .0050 . .1051 " l~ SCORE -.B19 -.0968 .7932 "':.0053 -~ 0772 -.1510 .0408 1. 2596 .2788 .0/.38 1-
'.') . 
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Comoaring the l6PF C~assificati~n with the CAQ Classifications 

Cross-classi fications were '.)onducted between selecte'd l6PF classifications 

and CAQ classifioations. The ove'rlaq in group l,llembership was only moderate. 

Rand Cae fficients varied around 0.75 while the Symmetric Lambda scor'es were in 

the range of .15 to .36. Nevertheless, all scores tended, to reach statis-

tically significant levels of associations, indicating that, although class 

memberships were quite different, there was some oositive but weak relation 

between the two instruments when used for c1assification. 

CONCLUSIONS 

,Cluster analytic methods ha.ve had virtually no use in creating personality 

classifications systems usin~ Cattell's l6PF and the CAQ. The present chaoter 

has ,demonstrated that differential structuring of (>ersonaJ.ity does. in fact, 

ell'ist within orison samolos. Different analytical clustering methods were 

aoolied to an extensive ,set of orisoner data. Personality types were dis­

covered to exist and, to a certain extent, reolicated both across different , ' 

samoles. using different clustering algorithms and using different similaritv 
. 

coe fficients. 

It is crucial to acknowledge. however, that although certain clusters were 

recurrent, the matches were not exactj certain oersons were classified into 

different classe~ by different' methods, and in some instances the me~hods 

showed differential sensi~ivitY to different kinds of clusters. 

The major structures in the data set--the large deoressed cluster and the 

large osychooathic cluster:--were identified by ALL methods in ALL samoles • 

The finer subtypes, ho~ever, were not aiways identified. Sometimes they would 

be mer~ed together. This occurr~d with the two subdivisions (F and a) of che 

,/ 
I 

" I 
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deoressed, prisoners. However, this division was oipked up a sUfficient number 

of times to lead us to the hypothesis that two subtypes of deo~essed orisoners 
, , 

e~ist and may be regarded ~s a reliable finding. In general, the two cross­

'samole validation exercises and the cross-method studies led us to reduce the 

nUmber of' clus tet's. It ' t tl th vIas consJ.s 'en y , e case that we would drop certain 

cluste~s if' cross-method and cross-sample. evidence for their existence was not 

available. 

The cross~method and cross-sample tests--the latte~ in particular--seem to 

be much more stringent tes~s than the concu~rent validity test. This suggests 
", ", ,.J", 

that r'el1abilH.v worl<: should certairUy orecede exte~na.l' 'v~lida:tion w~t'k :w1th' " 

~ data' sets. This is particularly imoortant since the oresent an'alyses 

indic~te that establishing evidence for the concur~ent validity of taxometri­

cally generated c~assifications is Simply too easy to obtain. The frequent 

practice of conducting statistical tes~s of differences between the eme~g~nt 
, 

clusters invariably leads to the establish:Lng of "significant di fferences" and 

the noncompliance with ~he as~umptions ~f the parametric significanoe test is 

all too eas'ilY ignored. Yet 'undoubt.edly this oracti6e will continue until the 

applied statist±cal researcher discovers a more a~~ropriate methodology." The 

comoutation of Eta2 values i~ a useful, Derhaps partial~ antidote to 

misinterore'tations of significance testing. These b~in~ the relation between 

the classification and the external variables to a more "descriotive" level, 

indicating the oercent of variance in the eKternal variable that is 

"e;<plained" by the Classification. 

The sizes of the "violence" effect on .. the l6PF clusters can be judged 

aODroKimately by the size of the Eta-squared statistic: Violence Eta2 = 
.068 and Murder Eta2 -_ O'~3 b 6 8 

• 'J , or a out • 't and 5.3" of the variance 

, 



d 
I 

-
, 

j 
I'" 
I 

~, 

L.l. 



f 

" 

'( 

.. 

-597-

resoectively. Th'3 effect size in oontrol oroduced by t,he CAQ Euclidean 

distance solution i~ reflected by a~ Eta2 of .105 or 10.5% of the variance. 

At the substantive level the ·oresent results are exciting. They suggest 

that a reliable start can be made in wo~king toward a taxonomy of orisoners 

based on oersonality. The link betw/~~n pe~sonality and pal:'ticula,r kinds of 

crimes may receive some help from the pre~ent work. For example, the cross­

validation findings of the l6PF classificati?n s~owed that one of those 

olusters contained a higher than' exoected ,lUmber of prisoners convicted of 

violent crimes t inolujing murderers. ~his same cluster averaged significantly 

lower on the intellectual measures, Nt~hure-IQ, Culture -free IQ, and Reading. 

-

'\ 

.. 
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CHAPTER 15 

MAKING PREDICTIONS FROM EMPIRICAL CLASSIFICATIONS 

USING CLASS ME~BERSHIP ASA DUMMY VARIABLE 
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In the previous chapter, a series of prisoner classi~ications were 

d~veloped by cl.ust~r analySing two subsamples of inmates of Colorado State 

Penitentiary. Cattells 16PF'scores and Clinical Assessment Questionnaire were 

used as' bases for the classifications. The purpose of this chapter is to 

evaluate the utility of these classifi~ations in predicting the incidence of 

se,veral prisoner characteristics: (1) likelihood of violen,t be'havior, (2) 

probab~lity of requiring maximum security. (control), .and (3) the tendency to 

commit ~ infractions. The ability of classifications to predict these 

external criteria are compared with the results of traditional linear least-, ' 

squares 'regression arialyses ~ 

If the conditions of linear regression can be met, one would expect least-

squares pred~ction to be more accurate .th~n predictions based on categories 

derived from clustering~ Tl;is is becB:use catego~-ization procedures usuall,y 

are not aimed ,at optimizing the relation to a single external criterion 

',variable. If, as is o'ften the cas~ in real applications, these conditions are 

not met, classifications based on theoretically releva~t personality or 

clinical measures may perform aswell~ or better, tha~ tha traditional' 

regression approach. For e~ample, murderers and even the violent offenders 

are a very small proportion of the cases in the Canon City data. ~~e standard 

regression approach often pe;-forms poorly'when the criterion incidence 

(variance) is so small.. Criterion characteristics are quite varie,d; therefore 

comparisons between the methods may help decide which approach produces the 

best prediction results for a given practical application • 
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t1ETROD 

Two statistical measures can be used to compare results o~ prediction' 

methods: (1) R-squared: the proportion of variance in the (~haracte.:dstic to 

be predicted which can be explained by the predictors (pers<maU/cy measures or 

categoiies), and (2) a measure of significance: which is used to assess the 

b 'l' h a reported R-squared is actually larger than zero. proba ~ Lty t at 
These two 

measures are standard. They can both be computed as :.' part· of ,a regression 

procedure or from. th~ F-ratio in ANOVA (analysis of variance), ~nd they ar,e 

strictly comparable. Thus an a-squared of .05 from a regression procedure 

(interpreted as 5% variance explained) is always larger, for example, than a 

. d f the ANOVA based on a classification.~ .04 implied R-squared value'compute ~om 

d b d ItDummyll variables Actually, an even more direct. proce ure ca~ e use • 

with values .of _z~ro, if the ~bservation i~ not in a specified group, and of 

':f it is. can be c~eat(jld. 'Then QLS linear regressions can be used .to 
~, .. . 

d d "f' measures on the continuous predictors compute R-square an s~gnL ~cance 

) 'd h t'h IIdummyli variables created by the "(e.g., l6PF scores an t en on . e 

, b ' d 'I th':s way. standard e~ro,rs of R-squared and an classification eLng use. n.. . 

error interval' around the R-squared (e,g., R2 =.05 .:!:. • .013) can be computed. 

the' R-. squared is significant, say at the .05 level $ Regardless of whether 
. 

these measures can be comp~t~d. ' 

In comparing the two pre~iction procedures, R-squared values and 95% error 

intervals can be co~puted from a regression using contir~uous pred~ctors and 

from a regression using classification "dummies". The better prediction will 

R d (proportion of ~ariance explained) and a smaller error 
have a larger -square 

interval. Even small values of R-squared c;an be compared in this manner. 

, I 
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CRITERIA 

In ord~F to compare prediction methods, the criterion variables to be' 

predicted must be identified. Eleven of the subjects in the experimental 

subset were convicted of murder, t~irty-one more were convicted of violent 

offer ~ . / (not murder), and the remaining 130 were imprisoned for some other 

kind of offense. Additional in£or~ation'is available on the murderers: a 

coded rating (from 1 to 8) of the seriousness of the offen&e. Secondly, it is 
, , 

noted on the data file which prisoners 'ilere assigned to maximum security 

(N=27). Finally, there are extensive records of rule infractions for a 

substantial number of the subjects in the sample. From this information, four 

criterion variables can be defined: (1) level of violence, (2) 

non-yiolent/violent/murderer, (3) control (maximum security = 1, otherwise = 

2), and (4) .rule' infractions. 

1. Leve} of Violence .. -.-.-. 

Since theseri.ousness ratings of murder charges have been coded in the 

',Ca\"'l.on City data (from Oto .8) it is possible to combine this information with 

the violence information (1'= violent crime, 0 = not a violent crime), to 

create ~ composite variable approximating the IIleve l of violence ll
• Thi's new 

measure varies between o (for all n~n-violent ,offenses) and 9 (for 1st degree 
. 

murder). All subjects conyicted·of violent cl:imes which were not associated 

with murder received a score of 1. This measure has the advantage of trying 

to account for the degree of violence and intent to violence as assessed by 

the prisoner evaluation staff. It also intr9duces more variance in the 

criterion variable, a statistically desL~eable property. The disadvantages 

include the extremely skewed distribution of scores (130 ze,ros, three nines, 

for instance) and the non-interval nature of the scale. 

___ I' 
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2~ Rank~d Measure of Violence 

Since it may be hard to establish truly interval "levels of violence"', a 

r~nkedmeasure can.be constructed as follows: 

o = non-vi61ent, non-murde.r offense 

1 = violent offense, not murder 

2 = all types of murder 

This measure has the disadvantage of lumping murders all the w~l from third 

degree (perhaps only incidental to the crime) with convicted fin't degree 

murderers, assigning them a score of 2~ This reduces the variance but helps 

alleviate the skew in the distribution. 

3. Cont'rol 

,):wenty-seven prisoners have been assigned maximum secur'ity.. The criterion 

"control" i~,a simple binarl variable on which maximum security prisoners are 

assi~n~d a score of Dn~; al~ others a ~ero. It could be very useful to be 

able to predit:t a prisoner's tendency to require maximum security. 

',4. Rule Infractions 

A useful criterion may De the bendency of 'prisoner~ to break rules. A 

simple additive variable is created by summing all thi: rule infractions' for 

every subject with disciplin,ary records. An a~tempt to scale this variable, 

or to normalize it by diviqing by the length of time (in months) over which 

the records spanned, failed to improve the correlations with the predictors. 

PREDICTING VIOLENCE 

Table 1 shows the results of predicting ievels of violence and ranked 
~ 

measures of violence usin'g (1) the classification "dummy" variables and (2) 

the traditional regression approach. Note that the prediction. of lithe ranked 

measure is much better than the prediction of the level of, violence using the 

1 , 

i· 
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classification as a predictor. The regression predictions produce somewhat 

larger R2 when the predictors are the 16PF scah, scores .• , These R2 values, 

hO,wever, were not s,ignificant at the Ii 05 level, due to the size of the 
, 2 

standard error of R. In addition to the usual R2, we report the R 

adjustea downward for the number of degrees of freedom. Since traditional 

regressions based on l6PF scores, in t~is case, contain many more predictors 

th,an the classification variables, the r!r'wn~vard adjustment pf the associated 

R2 is much more severe. 

The final results of these'comparisons can be summarized as follows: 

o Predicting from a classification based on 16PF scores is sligh~ly 

'better for this kind of data than is OLS regression on the original 

scores. Classification information results in a smaller standard 

error of R2 than does the entire'set of continuous interval 

variables. 

" The only' information needed to make the prediction is whether or not 

subjects are in clu,ster 'no. l' of the ijPGMA-correlad.on 8-group 

s'olution. In other words,. l1~embership, in the 19 person subgroup 

cre~ted by the clusteri~g analysis procedure is more predictive" than 

the entire range o~ 16PF int€\\rval scores. 
I 

e ~~en classification is ~sed·a$ a predictor, a ranked measure of 

violent activity is-predicted more accurately (above 10.65% of 

variance) thall a measure of "lev'el of violence ~about 7.69% of 

variance). 

. h was no more successful than the • In this case, the regressl.on aPlroftc 

classification approach in predicting a level of violence. In fact, 

the 95% error interval was largest (;nd included R2 ~ 0) for the 

regression. 

----------------_ ..... _-----------------_.;,;.;.. .. -----.-;..----""--'----------'---~ 
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Table 1 

Predicting to Violence 'and Hurder using Classification 
Based on 16PF Score.s vs. Direct Linear Regression on 

16PF'Scores, Nurture Scor~s, and Age 

-----------,----------------------------------___ I~.------------------------~--
a. Predicting the Level of Violence 

F Implied R2 R2 adiusted '9~% error _ Signg. 

1. From classification* 
2. ~rom regression 

6.08 
1.71 

.0769 

.1890 
.0524 
.. 0782 

+ • .039 
.091 

,.003 
.078 

b. Predic ting RaIlked Measure' (non-violent, violent non-mur(!erer i murderer) 

F 

1. From classification 
2. From regression 

,Iu:plied R2 

.1246 

.18b9 

R2 adjusted 

+ .HJ65 
.. 0690 "+ 

95% error --
.035 
.073 

S ' 'f ~gnl • 

.000 

.060 

* Using UPGHA-correlation (8-group solutiqn) Pl'edictor=-membership i,n cluster 
no. 1 (N=i9) 

Further confirmation of 'the re1ati~nsh:tp between violence and ctassifica-

don based on 16PF sco:-es can be .provided as follo~ys. Consider that the ran~ed' 

'violence viiriable i~ actually a categorical variabl~ and examine the 

distribution of nonviolent, viole·nt offenses, and murders across the clusters 

of the UPG}~-correlation partition. We can condense all the clusters into the 

1 d 2 d th ' d teg ry "all others ll
• r~levant groups, clusters an ,a~ a ~r ca 0 , 

Table 2 shows the results of cross~tabulating ranked violence scores with 

these cluster categories both for the experiment.:(\ subset and the validation 

subset. 
~\ 

These cross-tabulations reveal a marked tendency for violent 

nonmu~ners to be found in group two and the murderers in group one. In the 

experimental subgroup both violence and murder were underrepresented in the 

other clusters. In the validatio!l subset, violent nonmurders also occurred at 

about the expected rate in all clusters except clusters 1 and 2. 
l 
I 

I 
-I 
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Ther!a is no doubt, then, that. clustering using UPGMA with th~ corre~ation 

coefficients ~s measures of similarity'produce a group c~ntaining more than 

the expected number of mu~ders and a group with more than the expected number 

of prisoners serving for vio'lent (nonmurder) offenses. One possible 

interpretation of these tables is that, (1) given membership in cluster 1, 

probability of being a murderer ranges f~om .12 (validation set) to .37 

(experimental set) and (2) given membership in cluster 2, p,robabiiity of' being 

violent ranges from .21 (validation set) ,to .25 (experimental set). It can be' 

verified that both probabilities lire much lo~.;rer in oth1Jr clusters. Probability· 

of being either violent or a murderer, given membership in cluster 1, may be 

as high 'as .89. 

Since these groups v7ere created by correlation, it is instruc tive to 

examine the'profiles of these two groups.' 

1x.E!:. .. I: (N=19) - lli~h Violence/Homicide Tend'ency_ It 'may be recalled ,that 
, ' 

this type is ~haracterized by 16PF profile (A-, F-, H-, 0-, Ql+' and Q2+)' 

'. Outstanding features aore the,ir , ... ithdra:~, shy, ~mbittered and strong sense of 

inferiorit'y. They may be slo~y and .repressed in expressing themselves. 

Schizoid maladjustment is also noted in this cluster. 

Type 3: (N=55) - High Propensity to Violence. This cluster has the 16PF 

profile (C+, L-, N-, 0-, Q3+' Q4-)' 'Major features include tendencies. 

toward calmness, strength of will, self-assurance, an absence of guilt, 

fearlessness, and a 'tendency not to care too much, or to.be fussy. The 0-

indicate~ that these persons are prone to '.'acting out" their maladjustment 

rather thart suffering it as· an internal ~onflict (see also Cattell et al., 

1970). 

,----- ,'---- -
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'fable 2 

Cross-tabulations: cluster Memberships with Nonviolent Offenses, 
Violence, and Murders for Partitions of Bxperimen~al and 

Non~xperimentnl Subsets by UPGMA-8 Group Solut10ns 
, 

\ 

1. EXPERIMENTAL SUBSET 

NQn-violent 
offenders 

Violent 
offenders 

Murderers 

r-'" 

Cluster (8-group solution) 
1 2 All others' 

2 
(1.5%) 

10 
(32.3%) 

(j): 
(63 .. 6%) 

19 
(11.0%) 

, 

38 
(29.2%) 

@ 
(45.3%) 

3 
(27.3%) 

55, 
(32.0%) 

Ii 

90 
(69,,3~) 

7 
(22.6%) 

1 
(9.1iO 

93 
(57.0%) 

Chi s.quare. = 7i.03 (4 d.f,), sign~f. = ,,000 

2. VALIDATION S~ 

Non-violent 
offenders . . 

Violent 
offenders 

, 

Cluster. (8-group solution) 
1 2 All others 

47 43 ® 
(32.4%) (29.7%) (37.9%) 

3 @ 8 
(13.9%)' (52.2%) (34.8%) 

J 

Murder-er:;; CD 3. (16~ (58.3%) (25.0%) . 
~ 

57 
(31.7%) 

58 
(32.2%) 

65 
(36.1%) 

Chi square = 9.972 (4 def.), signif. = .• 040 

172 cases ____ .t_ _ 

130 

31 

11 

180 cases 

145 

23 

12 

! ' 

! I 

I I 

1 I 

-
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Predict:i.ng_ Contt·o~ 

Table 3 shows the results of attempts to predict !y.ci'$oner control 

(~endency to requi!e maximum security). Again, the classification approach is 

more successfu 1. The regression identifies only about 3.6% o.f the variance, 

but with an error of 5% on either side. The classifi~ation information is 

based on whether the case is identifie~ as an outlier (cluster 0) and explains 

about 6.2% Ot the variance. Also this classification is d~rived from CAQ 

scores using Euclidean distanci as a mea~ure of similarity. 

Table. 3 

Pred,icting to Prisoner Control (Maximum Security) using 
C~assifications from CAQ Measures vs. Direct Linear 

Regressions on CAQ Variables 

F R2 Adjusted 12% Error Si~nif. 

From classification * . 2.230 
From regression . 1. 529 

.1130 

.1035 
.0624 
.0358 

+ 
+ 

.054 

.050 
.02.9 . 
.119 

'. * Using UPGMA-euclid. 'dist. .(6 group solution). The prediction is made on 
whether .or not the observation is classed as an "outlier", i.e., all "dummy" 
regression coefficients a~e negative. 

!!edicting Rule Infraction Behavior 

The number of rule infractions appeared to be somewhat correlated with 
. 

membership in cluster 2 of the UP~~-Euclidean partition of CAQ scores (r :.:: 

.1456, p :.:: .057). As shown in Table 4, this corrf.'!lation corresponds to a 

prediction, based on classification, of about 1.5% of the variance 6f rule 

infractions. 
. 

This is a very low predictive ability, and marginally 

significant. But again,the regression on CAQ variables produces about the 

same R2 (only slightly higher) but with an error range an order of magnitude 

larger. 

I 
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It is doubtful whether prediction of this criterion from 16PF or CAQ 

scores could be in any way useful. What I the comparison shows, ho",eve~, is 

that the classification prediction is more liksly than the regresl3ian approach 

to ideritify a very small effect. 

Table 4 

Predicting to Rule lnfraction Behavior from Classifications 
B~sed on CAQ Measures vs. Direct Linear Regressions on the CAQ M~asures 

F . , Implied· R,: R2 Adjusted 95% Error Signif. 

From Classification * 
From Regression 

3.672 
1.412 

.02~2 

.0963 
.0154 
.0281 

+ .016 
+ .162 

.057 

.165 

* Using UPGMA-Euclidean dist. (6 group solution). The prediction is based on 
whether or not the observation is in cluster no. 2. 

--------------------------,~~-------------------------------------------.~----
, -

VALIDATING THE PREDICTIONS 

All of the results ,reported above were obtained from the experimental' ' 

. g,ubs~t (N = 172)" 'I'he reliability of these results were t-ested by ,att~mpting 
" 

to replicate the pcocedures on a second random subset of prisoners (N = 180).' 

Table 5 summarizes these results. 111 general, only on~ prediction attempt was 

successful. Using the 9-group solution, cluster no. 1 of the validation 

subset (N = 29) 'was most similar to.cluster no. 1 of the experimental subset' 

(N = 19). It w~s expected that prediction efforts developed on the 

experimental set w6uld· be somewh'at. l~~ss successful on the validation 
",'\ 

set--especially with relationships as '\>leak as they are in this study. The 

essential purpose however, was~to compare the performance of the two methods • 

'rhe adjusted R2 of .027,. whil.e somewhat: disappointing, does demonstrate that 

the clustering approach is again mor~ successful than OLS regression. Tht!- 95% 

.. 
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Table 5 

,. 
Validat'ing the Prediction Results using 

,Random Data Set No. 2 (N=180) 

!~ediction 

1. Violence from 
Classification l 

Violence from' 
Regression in 16PF 

F -
5.578 

1.058 

Im~J. :ted R2, 
R Adj~~~d 

.032 .027 

.119 .007 

95% 
Error 

+ .021 -
+ .046 -

Si~nif. 

,019 

.400 

2 .• Viole:n~e((RR'iantiiZkee;d:r--------------------o:-------­
Measure) Clasif. 1 

Violence (Ranked 
Mea~ure), Regrassion 

3. Control from Class­
ification 2 

Control from 
Regression on CAQ 

4. Rule Infraction from 
Classification3 

Rule Infraction from 
R-egression 

NOTES: 

2.048 . .01·2 

•. 643 .076 

.184 .003-

.907 .065 

1.035 .018 

.631 .046 

.006 + .010 .154 

.000 + .405 . .868 

, • QOO..:!:. .223 .907 . 

.000 + .018 ~541 

.001 + .005 .378 

.000 + .044 .813 

1 - Using UPGMA-correlation (9-group salutJ.·on). ,\ d' 
cluster no. 1 (N=29). rre :total' = membership in 

2 - ~sing UPGMA-Euclid: distribution (6-group solution). Again, the prediction 
:LS made on whether or not the observation is classed as an "outlier". 

3 Using UPG~~-Euclidean distribution (6-group ~olution). 

4 - The only significant pred~ction at alpha '.05. 

. .------------""'"------------.....:.------------------.. ---~.,'-----
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error intervals tend again to be about half the size of the error generated by 

the regression approach~ 

The major methqdological difficulty in validating a classification 

. prediction is to insure that the pa,rtition on the validation subset mat'ches as 

closel'" as possible th~ partition on the experimental subset~ 'Comparisons 

need(!c> be made at several levels of both trees.. In the present case, the 

9-group solution on the validation subset compared most favorab'ly with the 

8-group solution on the experimental subs~t~ No other comparisons were made~ 

If the comparison between partitions is good, the researchers can be sure that 

prediction results based on classiiication will be well replicated~ 

Al'though the other predi:ctive exercises are inconclusive there is a trend 

for R2 from classification to be higher than from regression~ 1he attempt 

to predict "controll! is an obvious exception .. 

CONqLUS!ONS 

The propor~ion of variance in the experimental data which can be explained 

',using the 16PF scores,' or th~ CAQ' scor~s, on our several criteria is quite 

small.. When predicting level of vi,olent behavior from 16PF scores, only ~bout 
/~ 

7 .. 69% of the variance can be explained using traditional regression 

techniques~ Using classific.ation based on 16PF scores, about 10 .. 65% can be 

explained. Predicting frolll; class.iHc'ation, therefore, fared somewha.t better 

than traditional OLS re8ression. Predictions of control status of prisoners 

(tendency to require mald.mum security) and tendency to br.eak rules were much 

less predictable.. The results ,y-hich could .be considered significant were 

produced by the UPG}~-euclidean distance~classificatio~ method applied to CAQ 

sC!ores~ On.ly about 2-3% of the variance could be explained~ Again, the 

classification information provides a better set of predictors~ 
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When, the criterion variable 1:S a rankabl.e or categorical variable a 

cross-tabulation with the classification (cluster member~hips) can provid~ a 

g~eat deal of info:mation~' Clusters may have to be artificially merged to 

provide meaningful categories for cross-tabulation. 

The most important substantive results of this prediction study may be the 

identification of two clusters in the ~ata which could provide meaningful 

characteristic profiles of murderers and violent offender::.J .. , 

Suggestions for future studies of th~s type: 

o Secure samples with l'arger numbers of violent offenders and murderers ~. 

8 Secure more precise behavioral descriptions of the subjects, o~fenses; 
i_e_, better criterion measures .. 

o When establishing the predictive classifications, utilize comparisons 
of several (not just one or two) K-1evels or levels of thetree~ 

Validad..on using a second set of randomly selected observatio~s on which 

to test the clustering 'and predictions derived f'rom the first set of 

observations is a rigorous and necessary process.. The results, of derivi~g 

',predic tions and testing them on the s~~e data set unnecessar'ily inflates the 
, ' ' 

laxpe'rimenter I S confidence in the r~sul ts ~ Muqh could doubt les s be gained, 

rather than simply reclustering on the second data set, f~om trying a number 

of cluster assi~nm~~t proce~ures~ The preliminary results of our current 

inquiry would certainly suggest ~hat. further investigations of predicting from 

empirical classifications would be a wort~while enterprise~ 

The present exercise of using the class-membe~ship a;s a dummy variable in 

regression approaches to prediction is simply one approach to typological 

prediction.. It is acknowledged that the..re are many different ways of using 

type-membership fOl' predictive purposes~ We would also, therefore) propose 

greater examination of the use of typological methods for predictive purpos~s, . 

, 
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" 
particularly gi~eri the relative success of the typological approach in the 

present stuClyw The work of 'Tryon and B,ailey (i97o), Armstrong and Andress 

(1970), Sonq~ist and MorRan (1963), Forgey (1965), and Gower (1974) would all 

represent useful avenues fo~ ~he exploration of the use of classifications for 

prediction~ 
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The present research project has covered a rather brqad range 'of 

topics. These will not all be' summarized here, and the reader is referred to 

the concluding ~tatements in each of the earlier individual chapters. The 

objective of the present chapter is to dravl attention'to some of the more 

general conclusions and recommendations regarding ,classification methods for 

criminology and the criminal justice system. 

THE DIFFUSION 'AND UTILIZATION' OF NUMERICAL CLASSIFICATION 

INTO THE CRIMINAL JUSTICE SYSTEM 

This research project has paid attention to both innovative taxometric 

methodology as ,yell as the on-going role of classif:i.cation in the justice 

system. We have, therefo:.!e" .an interest in the diffusion and acceptance 

of this new methodology int? criminolog:i.cal l"esearch and the justice 

system. The following represent factors that seem critical i~ the diffusion 

of' numerically based' classifications. We note 'that diffusion implies both 

utilization as tvell as acceptance of such classifications. 
I,: 

Scientific Quality versus User-Acceptanc~ 

, The criteria associated with the scientific quality of classification 

systems are markedly different from the criteria that govern user"~acceptance' 

of a c1assifj,cation. Scientific quc:~lity is governed primarily by the criteria 

of theoretical coherence, des?riptive accuracy, rel:i.ability,of measurement, 

gener'alizability across samples and range of app;Licability. Basic research 

almost totally emphasizes scientific quality. User-acceptance of a 

classification, on the 'other hand, is based primarily on factors such as: 

'si~plicity and parsimony, .ease of learning and remembering, face validity 

(' ... ~;,. 11 .. ···· 
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i " cl~"·nl.·call'JT), an effective nomenclature, clinical (ease of recogn t:ton "~ 

utility (clear and predictiv<:ly valid differenti,\l.l interventions), and 

ease of use (easy identification of unknoWll cases).' .. 
These two general goals are not always consistent with each other, 

e.g., scientific quality may demand large numbers of sub-types, or 

mixed dimensional categorical structures. These may become quite complex. 

This increase in complex~ty may severel~ disrupt the clinical acceptance 

of such classifications (see Skinner and Blashfield, 1980). 

The classifications ,stemming from taxometric methods are.!!£!. 'likely 

to immediately have the features 'which \vould aid accept'ance. He emphasize 

that although the scient~fic quality of such numerically ~ased classifications 

h th t of the C'urrently existing criminological is liable to be higher t an a 

classifications, they may noe be accepted because of inattention to the basics 

of user-acceptance. The advocates of this ne\V technology must" not only , 

ensure the scientific quality' of their classifications, but mus~ at,tend 

t BreT"ster Smith (1980) notes that:, to the criteria that govern accep ance. w 

• • • any new taxonomy should have clinical utility as well 
as scientific value ; . . anything less 'might not be 'tvorth 
the time and money. 

t · and Prol:t'feration of Numerical Studies FragIl!enta :ton 

The development of criminological classifications of high scientific 

quality (broad range, power,' and so on), will represent an enormous 

undertaking. A well ~ntegrated research effort ~ill be required to effectively 

deal with this task. A systematic research effort is one in which different 

classification studies ca~ be related to each other, and through which 

I, 
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there can be a steady ~cumulative b1.iildingof kn,owledge. A serious danger 

to the diffusion and' aC,ceptance of numerically based methods is the 

possibility of a fragmented, non-systematic research effort 'in which 

large numbers of ad hoc isolated numerical classifications are generated. 

Suc~ a nail-integrated proliferatj.on of numerical systems' (of perhaps 

dubious quality) would promote confusion, skepticism and would not enhance 
, . 

user-acceptance. Since the methodology of numerical classification is 

still under rapid development, \vith, some major challenges still unsolved, 

we must also reserve judgment on the scientific quality of its products. 

Timing and the Perceived Need for Innovation 

Innovative approaches to classification \vill .!!£!:. b~ accepted into 

institutional practice unless there is· a climate of acceptance and a 

perceived need to change (Skinner and Blashfi:eld, 1980). In triminolo~y 

we have already dis'covered (see chapters 2, 3 and 4 of the present volume) 

.. .' . 
a pervasive dissat~sfaction'with current classification systems and related 

~--,6cess'es. This has sometimes generalized into over-reaction and to 

a specific EOCUS on the negative effects of classification (labellin~, 

stereotyping, etc.). Yet .CJS practitioners cannot avoid classification, 

since ft is embedded in almost all phases of management, treatment and 

decision-making. 

The present climate in crim~nal justice systems agencies is, therefore, 

rrQ.xed. There is a perceived need on th~ one hand for better classifications, 

but on the other, skepticism, vested ~nterests, inertia, etc. The benefits 

that ,vould stem from higher quality classification systems would seem to 

inevitably propel some systems towards innovati.on and experimentation. 

--~ ~~---- ,'---
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" 

To~vards .Improved Classification Systems in ·Crimino1ogy. 

Guidelines for improvement in b9th the construction of classification 
.' 

systems and their applied uses require an articulation of the relation bet1veen 

the end-use of a classification system and that system's structural 

characteristics. As mentioned earlier, this articulation is at the earliest 

stages and muth more attention should be given to this task. The following 

recorrnnendations are made tentatively, acknowledging the complexity of . 

thes~ interrelationships. 

User-purposes should be explicated and refined. We have stressed 

that.end-uses in criminal c1assification.are often implicit and confused, 

and as a result may work at cross-purposes. The user often has mUltiple 

purpo,ses. These should be unravelled: and clarified. 'User purposes must . . ' 

guide the structuring of new classifications, and it is invariably disastrous 

if these are not made eXJ?licit. This also underlines the necEtssity of the 

basic research worker having a clear idea of the goals of the 

criminal justice system.prac;:titioners. Classification -t<asearch must be 

well integrated vlith everyday practice. 

Defini~ of ,attribute spaces should be upgraded. The sets of 

variables entering the att~ibute space in criminological classification have 

often been of ver:y poor quality. Inadequate input data inevitably undermine 

the quality or the ~esu1ting classification, irrespective of the methodology 

used for clustering. Therefore, perhaps a fore.most challenge in ALL areas 

of criminological classification is the development of improv~d, refi.ned, 

reliable, and coherent attribute· spaces. Irrelevant variables should be 
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identified and eliminated. Precision of measurement should be generally 

upgraded. There should be' an ongoing attempt to provide a' clearer articulation 

of the relation between criminological theories and' the specification of the 

attribute space' for classifications. Taxometric studies, in turn, may be 

helpful in guiding the search for new relevant variables (see Enc, 1976; 

Sneath and Soka1, 1973). There is, therefore, a necessity to work for 

consistency between user~purpose and the selection of appropriate attribute 

spaces. Theory development, descriptive research" and prediction may all 

imply different kinds of ,attribute spaces. 

. 'rhere should be consistency between methodo10~y arid 'the user's purpose. 

We have stressed in earlier chapters that· the "blind" use of classification . . 

methods - in which many of the assumptions and operational processes· of 

the methodology remain impl:tt.it - will hinder improvement in developing 

good quality clas$ifications. The explication of the nature of both grouping 

techniques, similarity assessment and data type is required to allow the user 

to approach consistency between the methodological options, the data, and. the 

user's purpose. The requirement of such consistency cannot be overstressed 

(see also Mojena, 191)7; Ball 1970). Our chapters dealing with comparative 

studies of similarity assessm1elllt and grouping techniques fit into this 

general task of elucidating the operating styles of these clustering 

methods. 

Several clustering methods should be used in creating classifications. 

The current ambiguities emerging from both the theoretical comparisons of 

clustering methods., and t):le Monte Carlo comparisons, obviate clear guidance 

to the applied researcher. The absence of clear-cut mathematical crit,eria, 
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or a single statistic, that wo~ld'serve as an,undisputed ir.dication of clus~er 

validity (see Dubes and Jain, 1979; Blashfield et al. 1978) also compounds 

the problem~ of applications research. Blashfield et al. (1978) write: 

• • • it is impossible. to recommend any single validation 
approach as the best for use in applied research. Simply put, 
not enough is known about these various approaches to support 
their uncritical use. 

W~~ have come to accept the position that at the presept state of 

methodological development the applications researcher is advised to utilize 

several different clustering approaches in creating,a classification. 

He/she would also be advised to use several validation approaches in 

evaluating the resulting classifications and in searching for common clusters. 

,Dubes and Jain (1979), Anderberg~ (1973), ,and Blashfieid et al. (19'78) 

similarly imply that this may be the most defensible tactic. Indeed, the 

concept of repeat~d analyses, perhaps .eA-perimenting with different si'milarity 

coefficients, or refining the att~ibute sp~ce by elimin~tion of different 

variables, etc., fits well 'Vlith the idea that clustering and classification 

are tools for discovery 't<Jith~,n the general contexl! of exploratory da.ta 

analysis (see the early papers by Ball, 1970; Anderberg, 1973). Successive 

analyses, guided by reformulations and prior results and utilizing different 

methods, should help the applied researcher, given the ambiguity regarding 

strict statistical criteria for validation of ,clusters • 
. 

Different clusteril1J~ methodologies used should complement each oth~ :. 

Th~ various clustering techniques differ in certain important aSPQcts. 

To the extent that these differences may complement each other (see 

Anderberg, 1973; Ball, 1970), a prudent' approach is to usc, several methods 
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to deaf with specific features of the ove~all data analysis plan. Inexpensive 

methods can be uSied first or on lar,ger data bases, different clus tering 

techniques can be used in the search for different kinds of clusters, and 

different evaluati.on approaches can be used to reveal different structural 

aspects of the classificatio'n system. We advocate the' usc of different 

procedures in these specialized tasks. 

Comparing Classific.ation Methods: Choosing a Method 

Our compariSO'l1S of various clustering methods have underlined the 

fact that there are multiple criteria, and mu1t:i.ple characteristics, on w'hich 

clustering methods can be compared. Increasingly, our objective has 

become not the choice, of a "bese l method, but' rather to ,attempt to under­

stand and delineate the pcculia'X'itie.s p.nd "clpssif::l.cation styles" of the 
. 

different techniques :." particularly 'vith reference to user purpose.s. 

Dubes and Jain (1976) have noted: 
. 

'.Fhe subjective nature of the clustering problem precludes a 
real~stic mathematic~l comparison of all clustering techniques. 

and later: 

• • • The objective l.S not to choose a lIb est" clustering techt1ique 
or program. Such a task ~lould be fruitlass and contrary to the 
very nature of clustering. 

Yet the applied use of such techniques is still confronted with the practical 

necessity of choosing among the available methods. In the follo\ving remark.s 

we relate our o\vu results, reported in detail in the previous chapters, 

with the general findings of other research \vorkers on this topic. 

l-lard I S method. This technique hap been found to perform best in a 

number of comparative stud:flocs (Mojena, 1977; Blashfi,eld, 1976; and others). 

l 
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Our res1.11ts cast doubt on the conclusion that Ward's method gives the 

most accurate recovery oJ: the knO\vt1 structure" ,In many 'of the comparative 

studies conducted in our present research Ward's method was outperformed 

by other methods, particularly when the data structures were highly complex. 

Unequa.l cluster sizes combined w'ith non-spherical shapes seemed to seriously 

disrupt the ability of this method to corre~tly recover the classification 

structures. These findings Ilre consistent with those of Milligan and 

Isaac (1980) and Sokal and Milligan (1980). 

Group Average .!!lethod. This method generally provided the most accurate 

clu~ter recovery in our comparisons. It generally outp'erformed Ward's method, 

HMODE, and the K-means appronch. Fout' comparative studies (Edelbrock, 1Q79; 
. 

Edelbrock and McLaughlin, 1979; Milligan and Isaac, 1980; and Cunningham' 

and Ogilvj.e, 1972) also suggest that the Group Average method gives good 

recovery of clusters. 

K-means,methods. When the correct K level was known, and when-a 

" "for·tunate" starting configuration was used, ,ve found that these partitio.ning 

methods gave excellent results. However, ,:::.1e also 'found that they are 

extremely sensitive to the initial starting configuration and frequently 

converged upon partitions 'vhich had' very little relationShip t:o the correct 

lxata structure. In the an,alysis of renl data, where there is little kno'\vledge 

of the correct K level, these re.prcseut critical problems. The joint use of 
, . 

.. 

K-means 'Ivith other methods (e. g., HMODE) to' provj.de evidence o:E an appropriate 

. range of K levels and approximat.e starting configurntions is rE~conunellded. 

Compnrative perform::-nce of m!?~ho~s dCE.~nds upon tlP~'L..2i.Jl~~ta structures. 

I"t may be noted that tl1(i Group Average method did not ahmys oll.tperfo;-m 
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. 
the various other methods used. The results suggest that there is a highly 

significant interaction bet,veen type of clustering method 'and the form 

of data structures (e.g.,'cluster shape, relative sizes and concentrations, .. 
dist,ilnces apart; noise, etc,.). Currently, there is E:2. clear understanding 

of the exact nature of this inethod by data-structure interaction (see Milligan and 

Isaac, 1980; Dubes and Jain, 1980). A basic reason for this absence is 

that only a handful of Monte Carlo studies have been conducted and many of 

these have ut:l.liz(>d fairly restricted kinds of artificial data. Much more 

work ,..rith carefully struct,ured and complex artificial data is required to 

clari~y the manner in which different methods deal vlith different data 

strtlctur~s. 

.!::1:!!litations of the Present Comparati\re Studies 

Although the comparativc .... ·studies reported in the present research 
, 

project are fairly broCld - particularly t,Tith reference to the data types 

used - 've ackno'vledge a number of limitations. The most serious of these is 

" 
the limitation on methods compared. We utilized representatives of most of . 

the major families of clustering methods, i.e. hierarchical, iterative 

partitioning, and mode search methods. However J we did not examine 

dimensional/ordination techniques, di'\Tisive monothetic methods, inverse 

factor analysis, or the methods for separating.mixtures. Addit:i.onally, a 

rigorous examination' of ALL il1teractions between grouping technique, 

similarity coefficient, data type and user purpose would be a tremendous 

undertClking and ,.,as beyond the scope of this proj ect. Similal"ly, we 

exnmined only eight.of the ,50-plus similarity coefficients '\'07hich can be 
. 

found in the clustering literature. 
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