S

National Criminal Justice Reference Service

i is fi CJRS.gov.
If you have issues viewing or accessing this file contact us at N g
ryou e 1S :

B R

N

. Z ¥ MF
. Final Report

ncjrs

MUL TlVAREATE":’?: | "AXQNQi\/‘HC' CLASSIFICATION

£ .
» X ~n -:«)
N B = . F‘“ Q E \
B - . ~ gL
wed for - | ‘ STICE BESEADCH
This microfiche was produced from documents recelyectl Z))(ercise - CRIMINAL JUSTICE RESEARC
inclusion in the NCJRS data base. Since l\cIlCJRS Catnnobmitted H. . |
. 143 u ) . ‘ .
ndition of the documents s .
control over the physical co . lution chart on -
b g ality will vary. The resolution
the individual frarme qua .
this frame may be used to evaluate the document quality. .
OLUME 1
5 VOLUME
45 X 2.5
| 10 e gz »
= u & py
_ ok ., liEs
B N
i TV ""20 o -
R =
I I Bl > T
‘ v : ]
( "“ll 25 ”m 1.4 Um .6
; Y M =
g \ ! . e
. S g g 'v:“ r °;¢ J(" &
s R QCTOREHR, 1980
! MICROCOPY RESOLUTION TEST CHART 3 ; J e :
} NATIONAL BUREAU OF STANDARDS-1963-A ‘g E ' ; {
i - i H U.S. Department of Justice
; 1 National Institute of Justice
d 1 This document has been reproduced exactly as recejved from the
H i Rerson or organization originating it, Points of view or opinions stated
- . in this document are those of the authors and flo not necessarily
) h R . ! Seplt'_esent the official position or policies of the National Institute of
, : s Iy wit | ustice, .
e ed to create this fiche comp !
Mlcroﬂlmmg procedurqs us FR 101-11 504 Permission to reproduce this Cowmisialed material has been
; . the standards set forth in 41C ~id.0us. granted by Public Domain
' ’ National Tnstituts of Justice
- £ vi or opinions stated in this document are MM\NM‘“
e Poirits of view the official to the National Criminal Justice Reference Service (NCURS).
’ those of the author(s) and do not represent feJ oo
" . s 'tment of Justice. “ Further reproduction outside of the NCJRS g stem requires permis-
* position or policies of the U. S. Depar : Sion f the sompenn oulld y P
: 08/04/82' e of Justio=
. "ot R M
‘National Institute of Justice .
v United States Department of Justice o
o
- Washington, D.C. 20531 | '
R = R T AR R A L T R R TR T "me : SRR e - o ’
oo SRS AEES. G S e e S R B N
g 7 gt i = ; -
. ‘ , ;i N N

k




i
i
t
{

-

s

\\
%
.
=
A\
1
P
:‘(’.“«‘ ;‘(:A. Rt PIT

e g

-
EERR

. | | e FINAL REPORT : B
- |
MULTIVARIATE TAXONOMIC CLASSIFICATION. FOR CRIMINAL JUSTICE RESEARCH : 7
(Project No. 78-NI-AX-0065) ?
: | Aoy
Volume 1: AN EVALUATIVE OVERVIEW OF CLASSIFICATION IN CRIMINAL JUSTIGE i N
3 [
.y
Principal Investigator: Tim Brennan Ph.D.* “
M X{::)
Project Staff: Mary Downton ) ”N
’ Randy Blair . 3 f%
Dick Williams Ph.D. : | [
Behavioral Research Institute \{
Boulder, Colorado ﬁh@
October, 1980 i %
. L d
. i
. 1;
Prepared for: M
National Institute of Justice o
Office of Research and Evaluation Methods t )
Department of Justice ’ S
Washington, D.C. 20531 ‘ ~ ‘f
] |

. i e Sy
*Mow at Human Systems Institute, Inc., 1906 13th St., Suite 304, ?oulder,

Colorado, 80302. | o A ) ?’ .N CJ R &

b
-

; g@%?ﬁmg*ag1 é
. . o
T A
AT “ o
. N : R D s
*o i \V ,;;/ 28 : ¥ - . ; ;/

—iii.—

'ACKNOWLEDGEMENTS
fhis project has benefi;ted from the input of many people. We thank
particularly George Silberman of the National Institute of Justice (OREM)
for his continﬁed supﬁor;, encouragement, and understanding of this project.
Richard L. Linster (OREM), has also been extrémely supportive of our work.

o,

We are indebted to Judge Horace B. Holmes and the staff members of the

-

Boulder County Juvenile Probation department for allowing us access to

~selected data. Similarly, we acknowledge the support of Dr. Delbert S. Elliott

in allowing us access to sub-samples of his larger national study of
juveﬂile deiinqﬁency. In:our analysis of‘?risoner classification, the
staff at the Reception and Qiggnostic Center at the Canon City Correctional
facility was extremely helpful and kind. We thank particularly Lou Hesge,
and Dr. Gideon‘Weiss; as weli as ﬁr. Tom Crago. These persons were consistently .
supportive in our studies of prisoner classification. Dr. ‘Herb Eber also

provided invaluable help in regard to our analysis and understanding of the

‘prisoner data.

' Finally, I would like to acknowledge my appreciation to the project staff:
Mary Downton, Dick Williams and Randy Blair. These people were a delight
to work with dnd I am indebtaq to them and their intelligence, motivation

and effort.




o

AT

‘TABLE OF CONTENTS

‘-

&olume‘l: AN EVALUATIVE OVERVIEW OF CLASSIFICATION IN CRIMINAL JUSTICE

b

" Acknowledgements ) N

Chapter 1. Evaluative Criteria for Criminologilcal Classification

Introduction
Structural Aspects of Classification Systems
The Attribute (Measurement) Space of Classifications
The Vertical Dimension of Classification
The Horizontal Dimension of Classification
Pragmatic Criteria for Classification- Systems
Conclusion
. Bibliography

Chapter 2. The Uses of ClassifiCation Within Criminology and Criminal

Justice Systems

Introduction v . .

Uses of Classification. in the Field of Research‘Criminology
Classification for Treatment .
Classification in the Criminal Justice System

Conclusion- v :

Bibliography

Page

frry

B =
VL1 O~ U1 BN

31
32
38
40
43
44

Chapter 3. The Failure of Classification in Criminology: Some Results

of Inadequate Classification

Introduction: _

The Relation Between Inadequate Classification Research and
the Failure of Classification in Practical Gontexts

Ethical Issues in Applied Criminological Classification

Conclusiofl ’

Bibliography

Chapter 4. A Brief Examination of Decision Making and Classification

in the Criminal Justice System

In;roduction
~thclusions
Bibliography

50
51

52
61
69
70

74
91
94

YR

AR el S R

——lF

t

Chapter 5, Bibliographic Materials on the Use of Classification in.
Criminological Research and Its Uge Within Criminal Justice

Systems
Introduction o
Bibliographic Materials
Volgme 2: EVALUATING STATISTICAL CLASSIFICATION METHODS

(MONTE CARLO STUDIES)

Chapter 6. Concepts of Similarity as Used in Criminological Stydies

Some General Problems Regarding Similarity as Used in Prior
Criminological Research ,

Explanatory Theory as a Guide to the Specification of Similarity

Similarity ‘in Criminological Studies Using Quantitative
Classification Techniques

Conclusions :

Bibliography

Chapter 7. Some Theoretical.Observations ou Distance Coefficients

Versus Correlation Coefficients for Classification Studies

Introduction . . ’ Ct

Mahalanobis D“; Orthogenality or Implicit Weighting of
Attributes

Euclidean Distance vs. Correlation; Some Strong Cpiniong

Resolving the Paradox: A Brief Look at the Components of
Similarity o ‘

Some Comments on Correlation

Distance Versus Correlation Coefficient: The 'Points-in—Space'
Model Versus Profile Shapes

Other Ways of Measuring "Shape"

Bibliography '

’ Chapter 8. "Empirical Compariséns of Several Similarity Coefficients

Purpose
Method
Conclusions
Bibliography

Chapter 9, Evaluating Classifications: A deparison of Five

Coefficlents for Partition Agreement

Method
Results
Conclusions
Bibliography

96

97
98

112

113

122

125

128

130

135

136 .

137
141

142
146

152
152
154

156

157
157
169
178

180

185
191
206
208

e




A #O°
] t j?g | . .
-vi- : ] ! .
: : : . i
' Chapter 10. Evaluation of Several Cluster Analysis Methods Using - ' : Lo ‘ :
3 . Artifical Data Sets 209 . . C ) Chapter 13. .A Classification 'of Probation Youth ' : '503
Introduction . ' 210 v ‘| . .
Evaluation of Approaches ‘ , 223 ) by Research Sequence . o : 513
. Results -~ Data Set D: Clusters of Different Shape ‘and P . Results : 515
) Separation | 226 : r 8 Evaluation of ES Clustering Variables . 517
¢ Data Set E: Differently Oriented Ellipses, With Minor Cluster ﬁ Lo - Clustering Results for the HSPQ ‘ 523
' Overlap . ' 256 : O D%scussion . . ) 530
Data Set F: Overlapping Clusters of Different Compactness 291 ] f, Bibliography . U 532
Data Set U: A Uniform Distribution ) 331 S : ’
Conclusions - . 353 L Chapter 14, (lassification by Persons ity of a Prison Sample 233
Bibliography 367 % '
-3 : [ Methods of Analysis and Data 537
| 5 Results ' : T 545
Volume 3: APPLICATIONS OF NUMERICAL CLASSIFICATION METHODS IN CRIMINOLOGY g gzig;ne? Personality Types Based on the CAQ 569
' ' ' i onclusions . - o 503
AND GENERAL CONCLUSIONS ' N Bibliography . : © . 598
, : f ‘
€ Chapter 11. Glassification Analysis for the Epidemiologic Description e Chapter 15. Making Predictions from Empirical Classificaticns Using
. of Crime Patterns 369 o ‘ﬁ Class Membership as a Dummy Variable . : 599
% § ’ : . ’ . ! . ]Z | ' . .
: ' . ' Introduction - 370 jy . MthOd ' 601
Classification Approaches in the Epidemiology of Delinquency 377 A Cf1teri? ' '= . . 602
€ "A Behavioral Classification of Juvenile Violence 382 5 . Preéict%ng Violence . e : 603
. A Behavioral Classification of Juvenile Theft . 400 P Valldat%ng the Predictions . . 609 .
A Behavioral Classification of Juvenile Drug Consumption Patterns 416 i H ; C?nc%u51ons ) ' . 611
Discussion 426 b Bibliography _ ‘ 614
‘Bibliography ’ . . 430 - H E o .
N : ) ik Chapter 16. Concluding Remarks and Recommendations - 615
g Chupter 12, The I-Level Classification: An Evaluation by Taxometric éfﬁﬁ . . : .
Methods 432 . H < The Diffusion and Utilization of Numerical Classification into
. g!. . t@e Criminal Justice”System 616
Introduction 433 a H Bibliography ' 625
Methods 438 ‘ e ' ' ' .
o Data 439 e
'S Results , 44l . m
The Overlap Between Natural Clusters 458 e
Description of the Core Clusters ‘ 474 P
Cluster 1 . 474 ?1
. Cluster 2 477 e
. ‘ Cluster 3 478 il
C Cluster 4 479 o
: Cluster 3 480 T
Cluster 6 482 ’ﬂ
Conclusions 497 H
. Bibliography 501 ﬁ'
‘;i A -
1
»»»»» 1)
g
\/{)
. o .
1
“




Pl
7

~

{)”

CHAPTER 1

EVALUATIVE CRITERIA FOR

CRIMINOLQGICAL CLASSIFICATION
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'~ INTRODUCTION

The goal of this introauctory chapter is to lay out, in brief, a number

Our examination of the practical uses of classiflcatlon within criminology
has led us to consider the inter—relationship between two basic sets of
criteria . i.e. pragmatic. end—use criteria and the more statlstlcal criteria,
\

which descrlbe the structure of classification systems, We refer to these
two sets as structural criteria and pragmatic criteria. It is impoi:ant to
realize that the structural criteria of class1f1cation 5ystems have been
discussed only minimally - h the crlmlno]ogical (and. sociological) literature,
yet they have a profound iﬂfluence upon the effectlveneSb .and practical
usefulness of classification systems. (Attempts to 1nprove the performance ‘
of applied classification will become more effective when,gulded by a better
understanding of the relation.between the structural aspegts of classifica-
tions and tne user functions to which cla851f1catlon is applled ‘

The evaluation of class1f1catlon systenms, partlcularlw in an applied social
psychological discipline such as criminology, is complex, The current pub-
lished statements in crlmlnology regarding the 'goodness' of classifications

are somewhat vague, non~-technical, and not particularly helpful (see Gibbons

1975, Solomon 1977, Kornfald 1975,'and others). lhe complexity of this evaluation

*A modified version of this chapter was presented at the International
Differential Treatment Association Conference, Mavy 1980, at Estes Park,

Colorado, entitled Structural Criteria Requlred for Treatment Class;flcatlons
by T. Brennan and M. Downton.

-
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task stems from the fact that cri&inological classification systems have

multiple purpoégs (particularly in applied settings), muléiple structural.
criteria, and multiple evaluation criteria. In this chapter, therefore,

we will review some of the main considerations which impinge upon the evaluation .
of tax¢nomies.in criminelogy and thg justice systems. The folléwing two additional

points should also be noted.

_ The Interdepeadence Between Evaluation and Purpose . o

Taxonomic systems; at base, represent a particular way of orgamizing
complex multivariate information. This organization is usually done within
the context of particular purposes. A critical first point is that withoﬁt
a statement of purpose, ”usefﬁlness” cannot be judged. The value of the
taxonomic systeﬁ will always be related to some pre-existing purpose(s).
Evaluative criteria for gaxonomic.work tﬁerefore ﬁust be chosen with particular -

purposes in mind. : : . ‘

* The Interdependence Between Evaluative Criteria °

A further complexity/ié t?at many of the evaluative eriteria for taxonomic
research are intgr~dependent with one another, It may ggé be possible to .’
jointly optimize ¢ertain of these criteria. For example; predictive accuraéy
may demand that descriptive aécuracy be sacrifiéed. Similarly, reliability
and’ precision are often invefsely related, singe .precisicn is usually maximized
at the lowest (sub-levels) of a hierarchical taxonom§ whilg reliability is often

optimized at the higher levels' of a hierarchy.

"

We stress that the articulation of the intér- dependencies between different

-

evaluative criteria and the various multivariate taxometric methods is a task

ke T

&7

g,

¢
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which is still at the earliest stages. Some tentative guidelines are évolving
in regard to the optimizatioﬁ of particuiar clasgificatory goals (see Milligan
1980, Dubes and Jain 1979). These depend upon explicit specification of

the purposes of the classification scheme as well as the nature of the available

.
.

data, and a more complete understdnding of the clustéring‘mathodologies

available.

STRUCTURAL ASPECTS OF CLASSIFICATION SYSTEMS
In déécribing the gtructure of any taxonomic system, we will'propose a

limited number of fundamental criteria. Firstly, the classificatory domain

(otherwise known as the measurement space, or attribute space) consists of the

particuﬂér set of variables on which similarity between the objects is assessed.

Secondly, the vertical dimension of classification ‘may be understood as

dealing with the level of inclusivenes¢ and hierarchical organization of

the classes. Highly inclusive (broad) categories may be useful for some pur-

poses but not for others. Thirdly, the horizontal dimension of classification

focussés upon the form and nature of the categorization that takes place

at a pérticular level of inclusiveness. Thus, with the vertical dimension

fixed, we may categorize the objects according to different grouping rules

leading to different kinds of classes. Again, different purposes may be ¥
optimized by decisions wade regarding horizontal level grouping. We will‘now |

examine these major principles in more detail. i

R
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THE ATTRIBUTE (MEASUREMENT) SPACE 0? CLASSIFICATIONS
. The natufe of the attribgﬁe space (i.e., the set.of cléssificatory
variables) is‘critical in evaluating a ta%onomic system. The selection of
guch classificatory variables will, in general, be primarily governed by the
purpose of the classificationland_the theoretical orientation of the creator
0f the system, The following are some‘of the main criteria used in evaluating

the attribute space.

Coverage: Comprehensive vs. Narrow. The set of classificatory variables
may attempt to be descriptively comprehensive, covering a large number of

salient features of the objects being classified., At the other extreme, only

a few broad variables may be used. The attribﬁte sp#ce of taxonomies which

have a primary descriptive purpose may become extremely comprehensive. The
limits of an attribute space must be set, usually by some theoretical argument.

The main reviews of criminological taxonomies, e.g., Gibbons (19755, Hood

and Sparks (1970), have compléined that the sets of variables used in
- criminological taxonomies are not sufficiently comprehensive. This is an

“ " extremely cowplex issue (see Johnson 1968) which has not really been dealt

»

with in the crimiﬁological literature.

Level of Measurement of Clasgsificatory Variables. The attribute space

can be evaluated according to ghe level of measurement of its variables. Opp
(1973) criticized most prior crimihological taxonomies on the basis of this
issue. He claimed that tﬂe classificatqu variables used in most earlier work
were vague,fanreliable and often non-operationally measured. Unreliability

in the classificatory variables has devaétating;effects upon both tﬁe craation
énd use ofytaxonomiés. Error‘and 'noise' are introduced, thus blurring both
the class bouﬁdaries and central prototypes..The tasks of prediction, accurate

diagnosis and assignment are undermined.

L}

T
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Theoretical Coherence of'the Attﬁibute Spéce. Any set of objects can
be classified in an élmost infinti number of ways s;nce an almost infinite.
varlety of possible classificgtory variables can be speqified (see Johnson
1968). éome theoretical gudiance is required in the selection (abstraction)
of a set of classificatory variables (Toulmin, 1953). Evefy classificatory
domain is somewhat artificigl and partial in its coverage since it is '
abstracted from a total set of influences which impinge upon, or describe,

.

the objects being classified. A useful way, therefore, of evaluating classi-
. ’ '

fication schemes is to examine the level of coherence or justification. for

the selection of classification variables. At one extreme, variables are

chosen on hunch, intuition, or some other relatively implicit reason. At

_the other, they may be explioitly specified by implication from a clearly.

developed theory. The ad hoc, i}%:defined atheoretical approach has a number
of serious pfoblems, including: bhigh likelihood of spurious findings,
inefficiency, a confusing proliferation of taxonomic systems, and endless
disagreements and non-~convergence of findings.'Hood and Sparks (19705

indicate that in criminology the great ﬁajority of empirically constructed
taxonomies have bgen based upon a relatively atheoretical specification of
claséificatory variables. Toulmin (1953) and Enc (1976) both eloquently argue
for the mutual development of theories and classifications, each stressing

the value of classificaﬁory obséryations being influenced and controlled by
reference to theoretical positions, The relatively poor state of theor?
development in criminology unfortunately provides inadequate guidance at

the present time. We would argue that the atheoretical approach to the
selection of classificaﬁory variables should be avoided, The status and future
development of empirical criminological classificatiog would be enhanced

by greater attention to the theoretical coherence of the classification .
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variables in relation to the purposes of classification.

THE VERTICAL~DIMENSION OF CLASSIFICATION

Hierarchical classification Systems organize classes at various levels of
inclusiveness. Classes at the higher level will include those at the lower
levels. The higher the inclusiveness of a class, the higher is its level of
abstraction., Highly abstract systems generally include.only a few broad
general classes. They are parsimohious and simple. The lower levels of
abstraction include narrower, more unique, complex, ‘and particularized
clesses. Other‘synonyms for higher and lower levels of inclusion include the

terms superordinate classes (higher) and subordinate classes klower) Many

speciflc issues may be grouped under the general discussion of.the vertical

structure of tlassiflcatlons. These issues include the following.

Hood and Sparks (1970) illustrate

Contradictory Demands by Crinfnologists:
this cenfusion in criminslogical classifications when they write ". . . the
trouble is that there is no real wey of knowing how rich in types, or how
detailed, it should be." These writers, in discussing empirically derived
etiological typoloéies veguely suggest that such typoloéies should contain
a "fairly large number” of types, while treatment typologies, are to be
". . . as rich in’types as possible." Cther criminologists, in contrast,
desire that typolegies should be parsimonious and clear.

Ambiguity wvs, Accuracy: The superordlnate class levels, whlle having

the advantage of clarity, simplicity, and parsimony, inevitably suffer from
greater ambiguity and within-class heterogeneity. This stems from the loss

of too much information. The criminological researcher, guided by his particular

purpose of classifying, must decide which of these directions should be optimized.

7
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The 'Equivalence Principle' and the Domlnance of Purpose. The equivalence

principle, alluded to by Rosch (1978, pp. 28- 29) asserts that with reference
to the purpose of the classifier, the obgects classified within a category
are regarded as equivalent for-that purpose. She writes:
It is to the organism's advantage ‘not to.differentiate
one stimulus from others when that differentiatfon is
irrelevant to the‘purposes at hand.
Thus? the purpose of the classifier émerges as a critical determlnant

of the level of 1nclu51veness chosen. If further subdivision does not lead to

1mprovement in the performance and usefulness of the cla581f1cat10n vis-d-vig

the user's pPurpose, then more particularized subordinate levels would be

inefficient.

The 'Optimal Level' of Classification.. Within the terms of a particular.

purpose a general guldellne for ch01ce of an optimal level is that level which
maximizes the ratio.of parsimony to accuracy. Amblgulty and error in relation
to the user's Purpose should be minimized while the cla831f1cation, at the
same time, attempts to be optimally economical. This issue is inevitably
influenced by both statlstlcal/analytlcal criteria (e.g., the 'stopping‘rules"

in monothetic divigive classifications - see MacNaughton~Smith 1965; Sonquist

and Morgan 1963), as well as social criteria such as 'fairness'. The latter
criteria, for instance, would demand that ALI relevant criteria be included
into the terms of the 2lassification and thus would pusih the classification

towards the partlcularlzlng, concrete, subordinate classes.

THE HORIZONTAL DIMENSIQN OF CLASSIFICATIOV
At a partlcular (vertlcal) level of 1nclu81veness, a classification can

be evaluated. according to a few major ¢riteria: isolation criteria, compactness
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criteria, goodness'of fit to the raw data, and so on. These criteria are

clearly interdependent with one another and must be jointiy optimized for

a useful methodology.

Isolation Criteria: Discontinuous or Over-Lapping Boundaries

Theré is much demand by criminological theorists for disconfinuous, non~-
overlapping boundaries and isolated clgésés (Hood and Sparks 1970, Gibbons
1975, and othgrs). Yet, boundary conditions are generally not clear-cut,
and different approaches to the grouping and linking of cases have strong
implications for the sepafation.andlkind of boundaries between classes. The
data itself also determine whether the boundary conditions are fuzzy or )
clear-cut. Cognitive economy'will generally influence the user of a classifi-
cation to view ﬁhe classes as well_separatgd and clear. Our experiegcé, with
a variety of éompiex criminologiqal daté, is that;clear—cup, well-separated
boundaries between empirical 'classes are not common. Rosch (l978)vindicaté§
that the clarity of diséoint‘boundariésumay be achieved through the use of
férmal, necessary and suffic;ént diagnostic criteria .for class membership. The
imposition of stfict membership'crit;ria upon relatively non-continuous

phenomena is widely practiced in criminal justice classification.

Compactness.Criteria

i1

These criteria refer to the cohesion, or internal homogeneity of each

class, in relation to its environment. Strong typological structure is

‘

usually associated with compact homogeneous classes. Homogeneity is a
relative concept in that it varies continuously in relation to the immediate

‘environment of the cluster. Classes are more heterogeneous at the upper

levels of a nierarchical taxonomy, and more homogeneous at the lower levels.

€
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There are many differenﬁ ways of.defining and measuring the homdgeneity of
é class (see Blashfield and Draguns 1976, Fleiss and Zubin 1969, and others)l
A serious problem is that there ié currently no.agreement on the best approach.
Global homogeneity criteria for a complete classification partition include,
for example, Wilk's Lambda Zﬁk , and the various criterig stemming from
multivariate statisticsiﬁcluding: trace W, determinant W (when W is the
within-class dispersion), Hotelling's criteria, and others (see for example
Everitt 1974, McRae 1973, Fri;dman and Rubin‘1967).

There are also hany ways of examining the homogeneity of each class taken
separately either globally across ALL classificatory variables; or across
each specific classificatory.variable. Tryon and Bailey (1970) suggest the
‘homogeneiéy measure Hij’ vhich assesses the homogeneity of variable j in

class i. This is defined by: © -

where n, is the number of objects in a class i, and sij,is the variance of
\ . - . 2, . :
variable j in class i, and sj is the variance of j for the total sample. The

overall homogeneity of a class across all variables may be assessed by:

and the homogeneity of each particular variable j across all classes is

assessed by:
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This latter coefficient is equivalent to the standard univariate correlation
ratio based ;n clags membershipc These measures usually.vafy between 0 and 1,
with high valies associated with high hegerogeneity.

For aﬁplied work in criminpiogy, the form of class.homogeneity is quite
critical. The user of a taxonomic,scheme‘EEEE_Bave a'clear understanding of
the kind of homoégneity that is offered by each class. The homogeneity
requirement is related to practical issues such as predictive accuracy,
ambiguity vs. precision, face validity, the problems of naming, }anguage,
and commuﬁication. Misunderstandings and misusé of classificaéiod schemes may
result if the class homogeneitles of a taxonomic scheme are either ignored
or improperly assessed. Unfortﬁnately, most cfiminoiogical classif@cation
schemes do not have particularly cleaf discussions of the kinds of homogeneity
implied b; the classification, and many do n;t ﬁrov&de aﬁy operational: |
approach to assessing homogeneity. |

Internal Linkage Structure of Classes. Cases may be grouped together

according to a large variety of linkage or membership criteria.‘Sneath and
Sokal (1973), Anderberg (19735, Everitt (1974), Hartigan (1975) and others
have described maﬁy of these approaches. Such approaches as single—link,
comp’ete-link, centroid-sorting, average—linkage, and so on, have a profound
impact upon both the shapes, internal homogeneities, and boundary conditious
of the resulting classes. The articulation of the structure, form and statis-

tical definition of a 'class' in relation to the conceptual meanings of

the term 'class' found in the criminological literautre, has not been complefed.

Similarity Assessment. ALl grouping proceeds according to mutual

similarities. Objeéts which are sufficiently similar to each other are

fa v
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classified together. Theoretically appropriate and walid similarity assessments

are therefore the foundation for all classification. Numerical cocefficients can

_be operationalized in a large variety of ways to measure different 'kinds'

of similarity (see Green and Rao 1969, Morrison 1967, Sneath and Sokal 1973).
ALL taxonomies must have some basis.- either axplicit or impiicit - for the
form of similarity that has governed their construction. The selection of‘;
nuﬁéricai coefficient to assess siﬁilarity may, in fact, rhave ere influence
on the structure of the resulting clasgification than the actual‘grouping

procedure that is used. We deal with this issue in detail in our later chapters.

Reliability or Stability

'The reliability of a classification can be conceptualized and assessed
in a ﬁumber of different ways. An important asﬁect of reliability  is the
degree to whiéh a classification is reproducible across different classifiers
and across different saﬁples: Furtherﬁore,.the diffg;enr specific

.

structures of téxonomies may.be more Qr”less reiiable. Different attribute-
axes may vary in reliability. The éeptral prototypes (centroids, homogeneity‘
measures, etc.) of‘each class méy show varying reliability, the boundarieé
between classés may vary in tpeir stability. A further aspect of reliabili£y
is the degreée of consensus between, different classifiers in assigning a

'new' case into the existing classification scheme. Inter-observer agreement
is absolutely critical in most applied settings since if there is h%gh
disagreement between observeré/classifiers, thg classifications will be
unworkable and will have diminished value. There may be disagreements, fof

example, between clinicians regarding the use and frequency of diagnostic

categories, different classification decisions may be reached regarding the
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same persom, etc. It can be seen that the issue of 'equity or fairness' is

critically dependent upon reliability_of classifications.’

© The reliability of a' taxonomic system may be diminished by a number of

different features: measurement of ‘the classificatory variables may be

inexact; certai@ relevant variables may be omitted, the diagnoétic criteria
;sed for class recognition may be ill—sﬁeéified, etc. Most of the‘theoret;f
cally-generated psychoibgical, psychiatric and sociologigal systems in
criminology, to the extent that their theoretical terms were not' tied to well
defined operationally measureébie d%agnéstic criteria, inevitably suffer from
impaired reliability. Inter-classifier agreement requires that thé classification
be constructed by operationaily objective methods. An enormous number of
prior‘criminonoiogical classifications did'not comply with this cri;efion
(see Ferdinand 1966).

A useful reliability index for inter-classifier agreement, partigularif
in those situations where one way_of conducting the classification cén be
géken as 'correct', is Cohen's Kappa Coefficient (Cohen 1960). This provides:
a measure of 'agreement' between ;hé classifications. It hay the additiopal
property of controlling for 'chance' levels of agreement, while a more complex
version can account for diffeient levels or seriousness of non-agreement,
The basic form of Kappa is: .

Po " Pc

K= T35
4

E{;P and is the:
ii?

sum of the proportions of cases appearlng in the main dlagonal of the square

when Po = observed proportion of agreement, i:e.,

-

table with i rows and columns, Pc is the chance expected proportions of

"
gt
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agreement, Pc = v‘§:? +P+ : gnd Pi+‘and P+i are the marginal prépqttions
in the ith row and c;lumn, respectively, |

In examining the'cross—classification of two partitions, weighted Kappa
CKW) takes account of the kinds of disagreements between the classifiers.
Each ijth cell of the cross-classification is weighted (W;j), where W varies
between .0 and 1.0. This weight is used to indicate the seriousness of the

disagreement. Weighted Kappa is:

P! -~ P"
=0 ¢
Kw 1 - Pt
' c
LI LI s ) .
when Po i3 WijPij and P ;é;. WijPi+P+j' For additional- useful dis-

cussions, see Reynolds (1977), Everitt (1970), Fleiss, Cohen and Everitt (1969).
In our later chapters comparlng the structures of classifications Pproduced

by clusterlng techniques we examine other'partition—matching coefficients.

These are described fully in later chapters.

Goodness-of-fit Criteria

At any particular hierarchical level classification structures can be
assessed according to their degree of fit with the basic raw input data. Many
apptoaches have been offered. The Cpphenetic'correiation (Sneath and Sokal
1973), the Kappa coefficient (Cohen 1960), Wilk's criterion, Rand's Coefficient
(Rand 1971), Goodman and Kruska;'s Lambda and others, have all.been used to
examine various aépects of the fit between inpu% data and the classification
lstructureé reached by clusfering methods. It may also be noted that soﬁe of
these coefficients may be used to assess other criteria, e.g. agreement and
reliability, and compac;nesé of clusters, etc. There is a need to clarify
the felative merits of these various approaches (see also Dubes and Jain 1976).
In criminology much consideration should be given to,the selection of

appropriate coefficients to examine goodness of fit, Currently, this is a
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neglected issue in this discipline.

Statistical Validity Criteria

Classification technidues will ineviaably produce clusters even on random
data. Thé dangers of artifacﬁual results are, therefare, always a possibility.
Many users of classification techniques Qill accept the results with only
intuitive indicafqrs of validity. In this sense face validity (if it supports
prior conceptions) is the main aspect of acceptibility. Statistical tests |
have bean developed (e.g. Engelman and Hartigan 1969, Hartigan 1975, Schultz
and Hubera 1973, . and others). However, the major difficulty is"that they usually

~demand assumptions that are of dubious applicablllty for many real data situa-

_tions (see Dubes and Jain 1979) The_appllcatlon of,conventlunal standard

significance tests is not a solution to the valldlty problem, since the null
d13Lr1bution assumptions requlred for clustevlng saem intractable (see Mountford
1970, Hartigan 1978). Classical distribution theory can be appropriately applied
only to patterns that are‘classified.a_Eriori.‘ |

An enormous-literature has developed afound the various attampts to
provids validity tests withia the framework of clustering. Good reviews are
available in Dubes and Jain (1979) and Blashfield, Aldenderfer and Morey (1978).
Indices of cluster compactness, cluster isolation, goodness—of-fit coefficients
and other approaches are brought %o bear on the questions of the adequacy of

a total partition as well as the aaequacy of individual clusters. ‘The issue

of clustering tendency also enters into this growing literature.

PRAGMATIC CRITERIA FOR CLASSIFICATION SYSTEMS
In addition to. the structural criteria mentioned above, classification

systems may also be evaluated according to criteria stemming from the various

o

g
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USEr purposes. Some of these purposes are extremelj general (e.g., predictive
validity) while otbers are mb;e specifically tied to the raquirements of
criminology. The following criteria are sonsidered:

(l) ‘Predictive validity: ‘

(2) Descriptive validity

(3) Face (caqsensual) validity

(4) .Theoretical validity and logical consistency

(5 .Power and control: usefulness

(6) frecisipn

(7) Scope (or range)

(8) Generalizability

(9) Practicality and efficiency

(10) Acceptability to users

Predictive Validity’

This 1s a critical evaluaiive criteria for all practical users of
classification systems. BlashfiEId and Draguns (1976) indicate éhat "elini-
cians have often argued that prediction is the primary purpose of a classm—
fication." Predlctlve validity is at the heart of the choice of treatment
for clients. Classifications should yield predictions that have clear relevance
for the effectiveness of treatments for each client, e.g,., prison inmates
brobationers, etc. The gredistive'information that classification systems
provide should enhance decision—making Qith reference to treatment interventionm,
release decisions and so forth. The work of Overall, et al. (1966), Paykel
(1972) indicate the use of pred;ctive~validfty within the context sf the
evaluation of differential treatment effectiveness.

Classification systems must have certaia structural characteristics to

be useful as predictive systems. First, the classes within the system must

A
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be fairly well differentiated on the criterion variable to be predicted.
Second, the classes within the systeﬁ should have reasonably high within- "’

type homogeneity on the préaicted variable. Such homogeneity assessments can

‘be examined, for instance, using Tryon and Bailey's H coefficient. Third, the

input ddmain for attribute space of variables must be highly salient to the
external criterion. Irrelevant variébles,'or unreliable variables, will
detract from the predictive accuracy. fourth, the lowest leveis,pf the
taxonomic hie;archy will, in general, maximize the predi;tive accuracy to the
external variable. This allows iarger aumbers of interaction effects at the
various concreté particular suB—typés to come into play, allowing finer °

differentiation between types in regard to the criterion variable.

Descriptive Validity ‘ ) | .
Accurate description of a set of objecés is one of the main general

purposes of taxonomy conétruotioﬁ. Classification for the purpose of

description is usually aimed at gaining greater clarity of the particular

set of phenomena. Numerical classification systems attempt 'to go beyond

.

anecdotal, impressionistic déscripti6ns, which are often neither clear,
objective or rel;able. Blashfield and Draguns (1976) stress‘the issues of the
selection of both the set of classificatory variagles and the sampling of
objects. Both of these influence the descriptive validity of a classification
system. Skinnmer (1980) argues ‘that the descriptive validity of a classifica-
tion is dependent upon both the convergent and discriminan& properties of
that classification system (see Campbell and Fiske, 1959). Convergent

validity in this sense is the degree to which the objects are similarly

classified across, different attribute spaces, e.g., behavioral data, personality .

.
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characteristics, social history and so forth. Discriminant validity, on the
other hand, examines the distinctiveﬁess of the classes when alternative
attribute spaces are used.’

The most general criteria; however, for evaluating the descriptive
validitﬁ of a classification is the degree to which the system is isomorphic
with the empirical phenomena. It caﬁ be'a;gued that the taxonomic systen ;s
never a perfect isomorph of an empirical situation. Some information is always
deleted from a classification system. Descriptive validity, therefore, will
always be somewhat incomplete, This may'not cause difficulties where the
information deleted is irrelevant to the purposes at hand. The level of °
descriptive accuracy that is'acceptable is, therefore, again governed by
the user's purpose.

The requirements of good descriptive accuracy_include an appropriate and
adequate sampling of botg variables and subjects, as well as the selectioh.off
classificatory procedures which ayoid the imposition of artifactual boundaries
ék misleading homogeneity structures. All numerical methods embody certain
assumptions, and, particularly for the purposes of descriptive classificgtion,
such assumptions should be consistent with the nature of the data. A further
critical consideration for the development of descriptively accurate classi-
fications is the selection of the ﬁost appropriate level of inclusiveness. The
issue of the correct number of classes becomes quite important if only one
classification level is to be.chosen from an overall hiera;chical structure,
Descriptive accuracy is usually enhanced by'rétaining'the full taxonomic
hierarchy rather than choosing one particdiar level. The limitation to one

particular level incurs the danger of choosing the wrong level, .i.e., too

few, or too many classes (see Edelbrock 1979).
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Face Validity . . . .

Face validity is sometimes. referred to as consensual validity. This
aspect of validity deals with the intuitive meahingfulness, reasonableness,
and relevance of the classificatory constructs to users. Face validity

contributes profoundly to the acceptance of the classification system by dits

users.

Theoretical Validity and Logical.Consistengz
Cromwell et al,(1975) haQe seg forth a number of ?riteria that enhance

the loglecal coherence of classification systems. These include (1) the.designa-

tion of whether the system is'dimensional, typological or a mixture of these;

(2) whether the system is hierarchical and, if.so, the clear specification

.of the nature of the vertical dimension; (3) whether the clusses are mutually

exclusive or overlapping; and (4) the inclusion of clear explicit and precise
rules for assigning new cases into the system,
While all of these criteria obviously add to the clarity of the system,

the theoretical and explanatory coherence of a classification can also be '

enhanced by other factors. First, the coherence of the.attribute space can

greatly clarify the meaning and foc;s of the systém. Second, the elucidation of
the form and structure of both similarity assessment and type~definition
(agglomeration ruies) will add to clarity and consistency. Third, attention should
be paid to the logical consistchy between the form of similarity, the type
definitions, the purpose of classification and the nature of the data..(Enc

(1976) probably gives the most enlightening treatment of the complex relations

between empirical classification and theoretical development.)

0
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Crlminological empirical classifications have been consistently criticized

‘for their lack of theoretlcal coherence (Opp 1973, Bottoms 1973, Gibbons

1975, and others). The majoi problems stemming from this lack of theoretical
coherence is that the implications for intervention and control are fuzzy,
weak, and unreliable (Mechan 1968). Strong coherent classificatory theory

will usually imply clear 1nterventlons. Classifications tied to lnterventions,

e.g., treatment classification, sentencing classification, etc., could be

rendered far more effective 1f their theoretical coherence and validlty could
be improved

Usefulness

Classi?ication systems vary .idn regard to ﬁhe ambunt of control they provide
over the environment (Meechan 1968) . Power or control is a function of the
coherence of the explanation prov1ded by a classifluatlon the specificity of
the intervention implied by thls explanation, and Lhe acculacy of the predic-
tions which stem from the clasnlflcatlon. Power is enhanced by preci31on of
measurement, clarity of explanation, specificity of interventions, and validity
of the predlcted cutcome. Strong explauatlons will lead to effective controlllng
interventions. The practical use of cla951flcation systems to enhance specific
ends (e.g., rehabilitation), or to suppress others (e.g., recidivism) is
dependent upon this concept oé power/control. Classification systems in
criminology have been aevaluated by many reviewers as lacking in power. The
control that they provide is, in fact?'undermined by a variety of factors.

These factors include incoherence of explanation, poor or weak precision of

neasurement, low predictive validity, inadequate coverage of criminological

A . . - W EEERR
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populatiohs, unreliability of the'assigpment/diagnostic process, and sc
on (see Gibbons 1975, Brennan and Huizinga 1976, Hood and Sparks 1970,
and others). |
Pgecision

Taxénomic_systéms vary in regard to the precision with which their
class-concepts or categories are measured and related to real empirical
events, Precision refers to the accuracy of measurement, the presence of
explicit diagnostic criteria for each class, and the clarity of conceptual—
ization of eachvtype—concept. P%ecisionlis an important requirement of any
applied classification system. Whege operational diagnostic criteria are’
vaguely specified, and when feliability of measurement of classificatory
variables is loﬁ or charaéterized by error, then the precision of tbe‘taxonomy
will be low.

Precision also increases'with greater information content. Thus,'preciéioﬁ

would be higher at the more particularized concrete subtype levels since

.

these retain more information. The more generalized abstract classes at the

.

higher levels of a hierarchy will wsually be less precise, but mor: reliable,

~

due to the smaller number of classes. In this manner precision and reliability

.

are inversely related.

.

Precision is an absolutély critical aspect of applied social or psychological

classification systems since these must deal accurately, efficiently, and
unambiguously with persons, clients, etc. who must be identified into theirx

correct categories.

Scope (or Range)

The scope of a classification system is the range of events.to which it

can be applied. The aim of many classification systems in criminology is to te

1%
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as wide in scope as Possiblé. Classifications are regarded as better if they
include 2 maximum number of offenders within their descriptive or explénatofy
range. Good systems should combiné a broad rangé of relevance with high precision
and power. However, widening the scope of.classification,systems usually means
loosening the precision and coherence of the-defining ter&s and thereby
running.the risk of ambigﬁity. For example, many pf the earlier classificatory
systems were loaded with psychiatric concepts (see Solomon 1977, Ferdinand

1966, for reviews) and were aéplied to a ver§ broad range of criminal behavior.
Yet, these systems.generally qffered only ambiguous class—terms, poor

precision, and poor control. On the other hand, specific behavior or

biographical classifications have relatively limited range and poor

‘control but high precision. ‘An obvious goal in criminological classification

is to develop adequate theoretical/explanatory/predictive classifications

gr.

which are fairly wide in scope but which do not sacrifice accuracy or precision.

Generalizability: .The Universal - Local Dimension

Many classification systems are developed for specific populations.
It is often impoftant to examine the generalizability of classifications
acrbss different~populations. ékinner (1980)'prop§ses fhat the issue of
generalizability is an important criteria for evaluating classifications systems.

Earlier, McKinney (1966) introduced the problem of generalizaBility in terms
of a dimension he'referred to as‘univérsal vs. local., Most clasdification
Jystems véry according to‘this continuum. In criminoiogy, many curfang
classification systems are limited and are tied to a specific locale. McKinney
refers to such classifigation‘systems as. "localized". The generalizability

of a particular classificatiod system is deeply influenced by the attribute

¢riteria that are used. These may be idiosyncratic to. a particular institution
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or a particular cultural systém. The attribute space for the I-level

cldssification system stems from a relatively universal theory of ego

development, and should, therefore, be conducive to a classification system

which is universal in scope. It would be an advantage for criminologists to

attempt to construct classification systems o% the universal type, di.e.,
applicable "acroes.the board". More explicit and theoretically generated
attribute spaces would ‘be a.ptecondition for the development of such .relatively
universal classifications, as well as a more explicit approach to the sampling
of cases. McKinnev (1966) has indicated that the normative orientation of the
.sociai sciences (including criminology) is thet research workers universalize

. classifications wherever possible. This demand, however, is usually offset

by the desire of local social systems to optimize classification systems for

-

their own specific purposes.

Practicality and Efficienqz

A critical set of criterie'for classifications used in practical institu~
tional settings’'deals with cenvenience andvpracticality. Again,.different
structural criteria contribute to the overall practical feasibility.of‘
classifications. These practical criteria include:

~ Costs of persomnel training

~ Time and costs involved for assessment of the person being classified.

Some classifications may demand large amounts of complex data for

the assignment process.
~ Parsimony and face validity. Classification systems are efficient to

the degree that they are easily understood, easily remembered and have

high face validity.

- Misclassification rates. Classifications are unworkable in practice

to the extent that either the basic reference classification is unreliable,

[y
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or there is unrellablllty in the ‘assignment p”ocedures for new cases,
Unrellabllity in elther of these two aspects will lead to higher levels
of mlsclass1f1catlon. Misclassification in turn leads to inequity,
confusion, lowered confidence; eynicism, and disagreements between
ciassification personnel. -

~ Coverage of Cases. Classiflcatlons are unworkable in 31tuaLloes where
they deal only with a small segment of the full populatlon being
classified.

It should be clear from this brief discussion that the end-usge consldera-

tion of Practicality and efflciency is directly related to many of the methodological

and structural criteria mentioned earlier in this chapter. A complete
artlculatlon of these relations and 1nfluences would be helpful in guiding

the future development of criminal justice classifications; Similarly, the
currently used cla531f1catlon systems ch be evaluated in terms of these crlterla.

ACCEPtablllty to Users .

There are many different .aspects leading to acceptability, First, a
classification system will tend to be accepted if the namlng procedures that
have been used are reasonable and accurately related to the phenomena belno

. (=]
classified."

Second, if a classification system has good predictive accuracy leading to

] . o
good treatment interventions, i.e., high clinical utility, them it will also
tend to be accepted. |

Third, a coherent theoretical structure will serve to increage accepte~
bility,

Fourth, clear definitions, clear membership criteria, objective diagnostic

decision rules, and an appropriate coverage of the objects teing classified

would all tend to increase the chanteg of any classification system gaining
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wide acceptance.

In criminology, the different classificaiion systems have.gained various

levels of acceptability. However, there is no classification system currently

in use that has gained general and widespread acceptability among practitioners.

The California I-level system, for example; had the advanﬁages of an intuitively

appealing theoretdical strﬁctufe and a simple and easily remembered set of

names. Lt has some disadvantages, @.8«, relatlve inefficiency, relative

unreliability, marginal predlctlve valldlty, and a rather cumbersome

approach to the assignment of new cases. Yet, for many years and among many

practitioners it gained a high level of acceptance. Each cla351f1cat10n system,'

therefore, could be evaluated in terms of the partlcular mix of features whlch

_lead into'general acceptabllxty;,
One arpect of .acceptability and face validity is the degree to. which dif-

ferent observers agree upon the categorizations that have been made of the same

set of' objects. Katz (1965) studied the categorization of psychiatric
patients from diffevent vantage p01nts, e.g., experienced c11n1c1ans,

nurses, and family. members. Consensual validity is related to the emergence

of the same classification decisions from these different vantage points. The

variability of different classifiers in regard to the same set of data can

emerge from their different system of "relevances'" and may lead to systemati-

cally different classification structures. When different classifiers agree

"on the same classification structures of the same Taw data, then consensual

validity can be claimed in terms of the level of agreement between such
classifications (see Katz 1965). Coefficients such as the Kappa Coefficient, and

Goodman_ and Kruskal's Lambda Coefficient, can be used to assess the overlap,

Ie
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OTr. consensual agreement,

.

between the different classifiers

. . CONCLUSTION

of later chapters. Th
. ere is a desperate need
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ctiveness
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.
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CHAPTER 2

THE USES OF CLASSIFICATION WITHIN

CRIMINOLOGY ANE\CRIMINAL JUSTICE SYSTEMS
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INTRODUCTION

"The findings of classification specialists," writes Yepsen (1975), "are
used as bases for every important phase of the offender's life while in the

institution and after his release as well."  Clinardand Quinney (1967),

using a broader frame of reference, address the pervasiveness of classifi-

cation in social research:

i -

The use of types and the ordering of the diversities of observed
phenomena has been instrumental in the development of the social
sciences. Types not only reduce phenomena to more Systematic °
observatiou; they also assist in the formulation of hypotheses and
serve as guides for research. )

Not ounly is classification utilized at virtually every level of the cr{mi~"

nal justice system, but a concern with classification informs a large portion
e
of criminological research as well. There is simply no part of crime and
delinquency research or processing which does not make some use of
classification. Criminologists and those working in the criminal justice'
system have long recognized the need For valid andlreliable classification -
Systems to provide a basis for both “systematic observation" of criminal
behavior and effective decisioﬁ~making,

This necessity of creating classifications to adequately order the complax
phenomena of ‘criminal beha;iqr has resulted, as Ferdinand (1968) notes, in a
"torrent of typologies". These typologies reveal an attempt by criminologists
to provide a clearer conceptual structure for a mass of quite confusing

information. When confronted with the diverse phenomena of criminal behavior,

'classificatory Systems are inevitably utilized most prominently in the

.
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following three areas: - a) the field of research criminology, where it is

necessary for fesearchers_to Qse some sort of classification for pursuit of
various scientific ends; 'b) for offender tréatﬁcnty which is granted a special
;mphasis because classification in this instance concerns both the
eriminological researcher and the criminal justice worker equally; and ey

the criminal justice system itself, where.decisipns involving use of

classification are made at nearly every stage of offender processing. These

three categories are not meant to be absolute, but simply to provide a

‘

provigional organization of the ways in which classification is used. Each-of

these areas will now be examined in more detail.

USES OF CLASSIFICATION IN THE FIELD OF RESEARCH CRIMINOLOGY

Substantive Directions of Prior Taxonqmlc Research

The multiplicity of criminal typologles which have been‘genera;gd

may be provisionally broken down into six basic categories:
1) Sdciological and soéial role systems, e.g. Schrag (1961), Sykes
(1958), Garabedian, (1964), Roebuck (1966), Kinch (1962), Lindesmith

and Dunham (1941), Harary (1966), Dorn (1969), Marcus (1975), and

Cohen (1971)

i i i p i i hasis 1is
2) Psychological and psychiatric taxonomic systems, vherein emp

placed on the p;ychological or psychiatric characteristics of the

deviant person. Examples may be found in Jenkins and Hewitt (1944),

Redl (19563, Aichorn (1935), Reiss (1952), Argyle (1961) and Block

and Flynn (1956), among others. Shafer-(1969) and Ferdinand (194%3)

3 ] . i iaws of these
most likely provide the most gomprehensive reviews of th

psychological taxonomic systems.

e S B
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3)

4)

5)

6)

.Hyman (1972)
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Ego development .and social interaction taxonomies. This approach

provides a synthesis-of psychological qnd sociologicéllconcerns.
Specific focus is given té problems involving ego development and
interpersonal interaction. The most visible of this sort of typology
is the Caiifornia I-level system, the explication ;f which has
created an enormous amount of literature (e.g. Loev1nger 1957; Warren
1966 Jesness 1974; and Molof and Jesness 1972), OGritical reviews
of the I-~level system may be found in Gibbons (1970) and Beker and
All of this literature ewempllfles the ongomng .
contxoversy whlch'e tists concern;ng the validity and reliability of -
this taxonomic system..

Behavioral claséifications. Surprisingly few of these exist in
eriminology (e.g. Kulik, Stein, and Sarbin 1968; Swanson and Mobley
1976 Hartjen and Gibbons 1969, and - McCaghy, et al. 1§76),
Physlologlcal and constltutlonal systems. wiéh the advent of’
criminology, a number of systems were created which claésified
criminals.according Eg certain morphological,. physiological and some
mental charactefistigs; More recently, chromosonal structures have
be;n offered as a baéis for classification. Once agdin, tﬂere is
controversy over the usefulness of these approaches,

Taxonomic systems For diverse particular crimes. Many extant
classification schemes in the crime and delinquency literature
concentrate on specific crimes. TFor example; the systems of
Guttmacher (1960), Neustattar (1957), Megargee (1966), and Blackburn
(1971), among others, deal e&clusively with the problem of homicide.

In the area of runaway youth, for example, thera have been at l=ast,

two dozen different typological systems offered to both explain and

g
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describe this particular form of juvenile delinquency (see Brennan
1980). Theft, violence and drug abuse also have stimulated many
different taxono@ic systems (see Saunders, 1972}.
It must again be stressed that the above rep;esents only one particular
forﬁ of structuring the substantive directions of ;riminological work utili-
zing classification. |

Classification for the Epidemiological Mapping of Crime

*the environments in which people live."

Systematic mapping and classification of the incidence, prevalence,
and distribution of criminal hehavior provides an attempt to clarify the sub-

ject under consideration. This descriptive task comes under the heading of

epidemiology; which, Gruenberg (1965) writes, '"relates observed disorders to

The epidemiology and enumeration of

crime has had to contend with the complexity and multidimensionality of crime

"and delinquency. It is for this reason, among others, that epidemiology

-

necessarily involves classification, or, as Gruenberg‘puts it, an epidemio-
logist needs "consistently applicable classifications of people..."."

Good classification (or description of a phenomenop) is a critical part of
an adequate epidemiology of the event to be counted, explained or |
controlled. Is the phenomenon increasing or decreasing, is its distribu-~
tion even, Fandom, discontinuous or structured in some other way? Reliable
epidemiology further requires unbiased data and appropriate analytical
methods. Glaser (1974) péiqts out that clear classification of oéfenses is
critical for facilitating the enumeration and observation of .criminal casaes.

he study of the prevalence and spread of crime demands a classification
For many

framework of specific and well- differentiated units of enumeration.

crimes, indicates Glaser, these classifications are either not available (i.e.

e S Y |

)

“35
rapé) or are currentlyiih the process of being establishe@_(i.e. arson; see
Inciardi 1970). This point underlines the importance of 5ehavi§ral
classification systems for pérticular crimes and additioqélly indfcateé some
diréctions for further taxaﬁﬁmic research, -

Many criminological investigators have recognized the importance of
descriptive taxonomic research (Opp 1973, Kornfeld, et al. 1975); and most
bemoan the fact that so few descriptive kaxonomies‘haﬁe ﬁeén forthcoming.

They all point out that ﬁhe descriptive taxonomic task in criminology has’ not
been done sufficiently well.. Wenk and Halatyn (1974) explicitly call fo? more
'behaviorally accurate' descriptions of crime, while Hood and $parks (1970)
indicate the failure of earlier ;ttempts'té construct valid desc;iptive taxo-
nomies of criminal behavior.' However most investigators continue to blur and
undermine the epidemiological ﬁurpése by creating'typoiogies which
inextricably mingle descripti;e, predictivef and theoretical ele@ents; the} do
not see that one neéessarily precedes the others.

Another major factor regarding the use of classification in epidemiology
is the existence of complex interrelations betwéen crimes. The domain of
criminal behaQior is complex iﬁ a multidimensional sense., Appropriate epide-
miological mapping would by necessity‘have to address itself to this multi-
dimensionality. The use of univariate percentages and bar;graphs

oversimplifies the reality of the behavior being described. A
muitidimensional domain basicalyy requires a multidimensional mapping if
descriptions are to be'realistic or accurate,

Classification for Explanatorv Theoretical Research

Another dominant concern in eriminology, a concern intimately relatad

with the need for valid empirical descriptive taxonomies outlined above, is

the use of' taxonomic systems as a major strategy for the developument of
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scientific explanations (Glaser 1974). The need to utilize classification for

explanatory theories of crime was explicity recognized by Suthdrland in 1939:

It is not likely that a general explanation of all crime w111 be
SuEfLCLently spec1f1c or precise to aid greatly in understandlng
or controlllng crime. In order to make progress in the explana-
tion of crime, it is deSLrable to break crime into more homogenous

un1150
" Bottoms (1973) takes this point of view further, advocating the generation of

theory "by‘working outwards from classifications of empirical data." The

suggestion that empirical classification is an invaluable aid to the
generation 'and testing of crlmlnologlcal theories is also made by Wenk and

Halatyn (1974), Hood and Sparks (1970), opp (1$73), Ferdinand (1966), and

Gibbons (1975), and others. Consideration of using classification for

explénatory research has lead to much slightly inappropriate musing on the

relative merics of 'theoretical' versus 'vmpirical' typologies (e.g. Ferdinand

1966). Much of this discussion stems from a oervasive misunderstanding of the

interdependent relation betweehn toeotetical and empirical elements. .
Explanatory classgfications derive thoir practical significance from the

fact that they are cfitioally ihvolvoo in tho.processes of oontrol through

treatment intervention and'preventive intervention. Explanatory classxfl-

cation systems, if valid, can ldeally be utilized for the development of
intervention programs (see .Cromwell, Blashfield, and Strauss 1975).
Explanatory or etiological clasd¢ifications not only describe criminological
phenomena and generate predictions, but they try to provide an undershanding

of the processes involved and suggest ways in which the "future course of

events might (in principle) be controlled. .Explanatory typologies and

explanations implicitly suggest that by-modifying the relationships and
conditions which generate a prediction, the outcome itself may be changed.

Strong explanatory systems should lead to strong control and appropriate

e e S
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intervention. Con?ersely, weak and lnvalld explanatory systems may lead to
weak or unreliable control and only marglnallj appropriate 1nterventgon.

At the present tlme,’explanatory classifications and the predictive
typologies they engender not. orily form a large body of work within |
criminology, but are useﬁ exteasively in the criminal justice system,
providing the oasis for decisions ranging from parole and release risk to
prison work assignments (Gottfredson and Wilkins 1978; Korufeld, et al., 1975;
Bottoms 1973). Howeyef; most explanatory tyboloéy research has been
methodologically and conceptdally weak (see Smiley 1977; Kornfeld, et al.

1975; Huizinga 1977; and Brennan and Huizinga 1976), a fact which calls into

question decisions based 'on the classifications curreutly in use. 1In the

.above semse they provide only weak control and insufficient guidance for

intervention or prevention programming.

-Classification for Evaluation Research

There has been only minimal use of good classification methods in

criminological evaluation résoarch, yet their contributiono could haoo a
profound impaot on the‘fruitfulness and procedures involved in this type of
research. Ewamples of evaluation research 1ncorporat1ng this taxonomic
perspective are the Enwllsh - Borstal study (see Bottoms 1973), Sampson
(1974), in hls study of post- prlson SUCCEbS, and the Behavioral Research
Institute Study of Youth D1vtrs1on Processes (1978). Also relevant is wood's
(1969) general discussion of the homogeneity requirement for research inte
deviance and control, Recently, Glaser (1977) has argued that if correctional
evaluation is to contribute to the development of practical knowledge, it
should attempt to explain why particular types of programs should havo any
iqpact on particular types of clieﬁts. Hood and Sparks (1970) earlier point

out the confusion and inconsistency in the results of this sort of research.
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This underlines the need for the incorporation of taxonomic methods into

evaluation designs. The heterogeneous mix encountered in particular treatment

settings is entirely inappropriate for the development of unambiguous relevant °

treatment propositions. Any excess of diversity, especially when the unit of

analysis is unclear, will lead to confusion and uncertainty regarding the
propositions and results stemming from evaluation research. Scientific theory
3}

requires clear propositions in reference to well specified units of analysis.

CLASSIFICATION. FOR TREATMENT

3

As mentioned above, treatment is accorded a special category in that

it is equally a theoreticadl and practical institutiomal concern. It is also

one of the categorizations which most intimately concerns the offender, since

this sort of classification began as attention began to shift from focus on

. the offense to focus on the perpetrator of that offense (Yepsen 1975). The

A

original assumption that all offenders are not alike, that they are

~heterogeneous in sacial, péychological and behavioral characteristics, lead to

the further éerception that offenders differ in their responses to the same
treatment. It was increasingly regarded as a mistake to treat thcm all with a
single global treatment.approach. By the 1930's, classification plans began
to be develéped for prisoners‘which would provide for individualized treatment
to meet their unique needs (Hippcheg 1975). The totallyvindividualized‘
approach being clearly imbractical, the search, for more usgful typologies has
iﬁ£ensified in order. to elimgnate the problemé‘which arise when like treatment
is administered to offenders with different problems (See Bottoms 1973;
Gibbons 1975: Kornfeld, et al. 1975). “The problem, as defined by Quay (1975),
is to find a way of "classifying héterogeneous populations of delinquents (or

other criminals) into more treatment-relevant subgroups."

T e g
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Classification for tieatmen; implies the use of diﬁferéntiai interventions.
for such purpoées.as rehabilitation, reform, and the minimization of
recidivism. It implies thgfuse of explanatorf théory as 'a basis for making
appropriate .and ﬁeaningful interventions. There has cpnsequently.been an
on-going search for adequate theoretical and explandtory classification
systems. The published reséarch‘offers‘many-classiﬁipation systems from the
perspectives of psychiatric theory, éociological theory, p;ychological theory,
interpersonal maturity theory,irole theory, and so forth. There is, at tgis‘
time, no generally accepged‘ﬁheoretical position reéarding 6ffender'
classificationt Different causal theorigs‘have differgnt tfeaément
implications, and movt of them perhaps have some partial validity for
particula? forms of criminality,

It is evident that classificatiom systems resulting in valid treatment
systems.would have tremegdous practical importance within the field‘of
corrections (see Kornfeld, et al., 1975; Glaser, l§74; Warren, 1971, and
others). Unfortunately the:hopéd for benefits from offender classification
have consistently failed to be realized by crimimal justice irnstitutions.

Weak and partially valid ciassification systems have seriously contriputed to
this failure. Orlando and Black (1975), for example, speak of the'difficulty
which juvenile courts have in attempting to modify effectively the behavior of
children. This dilemma basically requires the creation of more valid
treatment typologies. Xornfeld et al. (1975) point out that this taskiis made
difficult by the "differential meanidg" of treatment (rehabilitation,
management, supervisionm, etc.). The problem of :reatment classifications- is
also compounded by the coutroyersy sufrounding the relation of offender cate-
gories and differential treatment methods. As Hood and Sparks (1970) make

clear, previous studies in this area have been inconclusive. This

TRy T
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inconclusiveness and'feiated methodological confusions could be among the
reasons why many prisoners have felt that clagsification makes- little
difference in treatment d;cisions’énd has indeed limited their possibilities
fo; rehabilitation (Kornfeld; et al., 1975). | |

CLASSIFICATION IN THE CRIMINAL JUSTICE. SYSTEM

Management Processes

Much classificatory activity in criminal justice inmstitutions is aimed at

the effective management of the institution. Most traditional classification

schemes were not primarily based on the humanitarian goals of treatment,

rehabilitation, and reform, 'but on custodial issues, escape risks, violence
classifications, work assignments, segregation for preventiné contamination of
one type of offender by another, availability of facilities,-and a variety of
other practical considerations; Flymn (1975), in fact, suggests that former
clasgification schemes havg eéﬁzbited an over-coucern with the issues of

management and less concern with the welfare of the offender. Kornfeld, et

“al. (1975) also ﬁoint out that classification in general has been used

. primarily for security and management, and only secondarily for treatment and

rehabilitation.

Warren (197i) makes it abundahtly cleaf that all management decisions
"require an impiicit or explicit classification system', However, as she aiso
makes clear, an,implicit system cannot be easily examined for reliability and
validity. Thus, once‘again, aﬂ‘objective and operationally measurable
typology is necessary for effective and humane institutional management. As
Flynn (1975) has cogently written, "...classification, in the ideal sense,
provides the administrator and the correctional planner with the best

available decision~making tools."

Lpefersnnmacin
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Constraint, kscape Risks, and Violence

Many purely predictive clasgifications are utilized iﬁ‘criminal justice
institutions to predict certain risks such as escape and violence, as well as
in&icating‘optimpm levels for constraint on offenders. One of the more famous
of these is Mountbatten's (1966) classification for Prison Security, which is
criticélly discussed by Boﬁtéms (1973). The reliability and validity of such
predictive categorization systems is a critical issue. Bottoms (1973)
suggests that Ehere has been far too little knowledge of the reliability of
such categorization syséems. Predictive classifications may have ébsoluﬁely
no relgtisnship to explanatofy theory; their value is purely as a predictive .
device‘for managementrdecisionﬂmaking and iﬁs various purpoées.‘ Predictive
accuracy, in this purpose, may be much more imﬁortant than the theoretical
meaning of the'classificatién'(see Simon 1572). :Gottfredson (1975), in fact,
considers prediction as the main comﬁénént of justice decisions:

4

Parole and Release Decisions

Here again classification systems are concerned primarily with the
prediction of recidivism. .Such classifications may emphasize the minimization
of the risk of recidivism rather than a concern with offender needs.,
Korqfeld; et al. (1975), express enthusiasm regarding the use of
classificati;n systems for the reduction of risk. They emphasize that this
differs tremendously from the treatment or pathology model. They also suggest
that taxometric methods and mathematical procedures should be heavily ptilized
to provide exact probﬁbility statements pf risks of recidivism. Hood and
Sparks (1970) reviewed classificatioﬁs of offenders, emphasize offender needs
in reference to reform and treatment, stating "we must now take this process

of taxonomy a step further and consider some ways of classifying offenders in




i

2

ways relevant to the choice of treatment." Optimal treatment classifications,

¢

in any case, may potentially be more successful than purely predictive

classifications regarding.the reduction of recidivism. "If an optimal

treatment is providil for each type of offender there would theoretically be

minimization of recidivism risk. However, we suggest that the different

urposes of treatment intervention and the -prediction of recidivism both
pUrposes L P

require different kinds of classification systems if the two different

purposes are to be optimized.

A further aspect of treatment classification concerns Lhe degree to which

classification procedures can be utilized to aid re—integration‘of the

offender into society. Classification in this sense is concerned with the

)

problem of minimizing the amount of control and supervision which is applied

to different offenders, in order that no offender be held by constraints

greater than his or her needs or risks demands. The probability of restoring

the offender to society in a successful manner could be enhanced through the

use of classification systems. An attempt can-.be made through the use of

appropriate classifications to dramatically reduce the numbers of persons who
are exiled from the conmunlty and to minimize the levels of. this exile. ‘

Diversion, probation, and parole decisions represent attempts to minimize this.

exile. The use of classification here implies that differential levels of

constraint and exile would go hasd in hand with the search for new forms of

treatment. The ultimate goal of this process would be the re-entry of the

offender into the community, while simultaneously insuring high levels of

public protection. Many criminological rescarchers see classification as an

essential component-in reaching these dual objectives.

Adjudication and Senteuncing

Classification is pervasive throughout court proceedings. The courts make

L Sl
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innume £ : 1 lati
rab%e classificatory differentiations, for example, the concept of

classifiears . . (yeqs
sification by criminal responsibility, Glaser (1974) presents a tho h
roug

d}SCuSSlOn of the issues 9urround1ng cla381f1catlon via responsrblllty
Glaser states, Aclasolflcatlon of criminals by their responsibility would
appear to be a matter of.decidiog whether or not they are criminals.“ Various
1eve1s of responsibility may be designated, Glaser 1nd1cares that the major

class:.f Vv
1cat::Lon ariables relevant tO the concept of respon51b111ty are a
ar ge,

_1nsan1ty, and 1nte111gence, and mental competence

Gottfredson (1975) asserts that sentenc1ng decisions aro."lnfluenced" by a
number of confllctlng goals. The justice system, he argues,lls plagued by a
"typical lack of attention to the classification and prediction problems
inherent in the sentencing process." Hood and Sparks (1970) have aloo

re
marked that the effectiveness of dlfferentlal sentencing could be greatly

enhanced by utilizing the typologlcal approach

CONC#USION
A concern for classification, as can be oeen from thé brief review
)
permeates most phases of both studylng and deallng with criminal behav1or.
Despite this prevalent concern, however, few classification systems have been
utilized extensively. ‘This is due to a number of interelated factors, not the

le
ast of which is the sheer methodological inadequacy of most extant

classifications.

««««««««
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CHAPTER 3

THE FAILURE OF CLASSIFICATION IN CRIMINOLOGY:

SOME RESULTS OF INADEQUATE CLASSIFICATION

'
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Even a cursory review of the field of criminological classification will

i
.

reveal that clasgificétion'is often not utilized in a careful or systematic

* manner, either within research criminology or within the more practical .
contexts of criminal justice practice. Classification is, in many instances,
either carried out in an extremely h;phazard way or it is ignored entirely as
;n imﬁortant componeﬁt in decisions regarding the disposition and treatment of

offenders. Yet, as Eynon (1975) has written,

until we begin serious scientific research on classification and

. treatment, we will have to content ourselves with inflicting our
ignorance upon the hapless offenders who have Fallen into our
clutches. '

A similarly bleak picture regarding the current state of classification
research and practice is also noted in a number of key reviews within the ;

field (see, for example, Kornfeld, et al. 1975, and Gibbons 1975).

In a recent non-technical review of classification in criminology, : : .

Kornfeld et al. (1975) wrote that : . o

« « « the problem of developing a basic offender classification X ;
system, universally accepted and approved throughout the . . )
criminal justice system, remains to be completed.

The need for good classificatory research with clear, practical - -

applications rzmains pressing. The promise of such work is still motivating ]
g P !
‘ |

many people to work with classificatory systems, but the factors which are

» undermining their efforts have not yet been examined and dealt with. We turn #

i3

o

now to a brief examination of some of these EFactors. . o

-
’
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THE RELATION BETWEEN INADEQUATE CLASSIFICATION RESEARCH
" AND THE FAILURE OF CLASSIFICATIQON IN PRACTICAL CONLEYTS
The failure of c1a531flcatlon within the crlmlnal justice system cannot be

understood without examining the theoretical and research contexts in which

and practical dilemmas will

this failure originates. Many ethical, political,

be resolved not through manifesting a more profound humanitarian and

empathetic concern, but through the use of a more valid, thorough, and

appropriate methodology. We believe that a concern with improved methodology
may lead to more insight, fairness, and consequently to more humane treatment.
The relationship between.'inadequate research" and "inadequate practice"
can be seen as a series of levels in which failure at one level can be
]
"surface

The first

profoundly disruptive at the next level. level involves

the everyday practice of classification within criminal justice institutions
(jails, probation departments, courts, detention centers, diagnostic and
assessment units, etc.). The next deeper level (level B) consists of the

products of criminological research in classification. These products are

badically various classification systems which' generally include more or less
explicit descriptions of each type contained within the s}stem, and

~occasionally a set of rules for the identification and assignment of new cases

into the system. The next level (level C) comsists of the conceptual and

methodological approaches to Ehe ereation and use of these qystems. There are

a number of issues prasent at each leval whlch can interact with and affect

the other 1evels. be prov1¢10ual outllne which follcws is intended to

provide an overview of the major issues wh1~h operate at each level, The

1nte1connechlons between these levels wxllté\comc progreSSLV;ly clcargv’lator

<

in the report. | | ‘ . )
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v
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Level A. Classification practice within criminal justice lnst}tutlons

(Practice).

1. Large amount of skepEicism among criminal justice persomnel regarding the

validity of any current classification system (Eldefonso and Coffey, 1976).

Confusion amoug criminal justiée personnel regarding the methods of

classification and how they can be effectively implemented (see

Gottfredson, 1975).

3. Many offender classification systems currently in use have severe

operational shortcomings:

a. Limited predictive validity. This problem means that the system in-:

question will not be very useful for predictive décision making (see

Bottoms, 1973).

b. Lack of explicit allocation procedures. Many typologies do not

include specific guidelines for the identification and assignment of

nev cases (see Béker and Heyman 1972 for criticism of the I4l§ve1 in

this regard).

Partially due to the -lack of explicit allocation procedures mentioped

above, many cases are often mis~classified.

d. Fartially due to the unreliability and confusing instructions
recérding‘the use of offender classification systems, many cases are
o

often not classified at all.

4, Few offender typolagies currently in us® are connected in any clearky

] ' . » 1
valid way to types of differential treatment. Thus they prov1de onlyv a

ini i i 1 e 1 and Sparks
very minimal basis for intervention and control. (See Hood ar p

1970, Eyngn, 1975).

5. -Parole waﬁﬁs and other dPClSlon-ma&ln" bodies within the justice systam

either gencrally ignore the need for effective classification systems or

do not use currently oper

ating classification systems in a rigorous manuar.
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6. Parole boards and other décision-making bodies continue to rely primarily

on stereotyping and other forms of lnetpllc1t and jntuitive categorlzatlon

when confronted w1th the exigencies of maklno a decxsmon (Daudlsrel,

Sanders, and Luckenbill 1979; Gott fredson 1975)

Level B: The products of classification research in criminology.

1. There has been an unsystematic proliferation of classification systems.

These (often competing)'systems are difficult to integrate with each

other, often have dlfferent mellcatlons :for decision-making, and there is

isually no good reason’ for preferlng one to another. ot

2, Most prOposed classification systems have not been evaluated (sce Hood and

Sparks 1970, Gibbons 1970, Glaser 1974).

stems have no clear empirical and operational»basié,

. 3. Many typologlcal sy

and thus are difficult to effectlvely measure, evaluate or lmplement.

4. Many classification systems have never been replicated, which calls into

question their reliability (see Beker dnd Heyman in relation to the

I—level) . .

5. Most systems have no- particularly obvious relationship to existing

criminological theories, which limits their construct and theoretical

véﬁidity (Gibbons 1975, Beker and Heyman 1972 '

6. Most systems reveal high 'within-class' variability, and low

'between-class' differentiation. This implies that they have a very

tonuous relations to actual structure of the data, and thus may not be

particularly useful either for communicating about offenders or for

storing and retrieving information.

q

.

O

€)

Level C.

1.
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There are almost no descriptive taxonomies in criminology. The
descriptive taxonomic task has ‘either been dgnored or has not been well
done., Acroes all the sciences it is almost axiomatic that careful and

systematlc descriptive research is a prerequisite to .good explanatory and

:theoretical work (see Northrop 1947, Meehan 1968, Eysenck 1950, and

others). Cattell's famous'dicoum that "nosology precedes etiology

asserts that etiological explanations are dependent upon the prior:

clarification of &escriptine patterns. Most criminoloéists are now
beginning to recognize~that descriptive taxonomic research has been
thoroughly neglected in criminology and must be pursued (see Wenk and
Halatyn 1975, Hood dnd Sparks 1970, Sparks 1973, Gibbons 1975, etc.).
A failing related to the above has been the misguided attempt to find

-

all-inclusive explanatory taxonomies. A number of criminologists have

attempted to construct Eheoret}cal taxonomies which purport to explain all

.

criminal behavior (§ee, for example, Ferdinand 1967). These theoretical

systems suffer' dramatically from the problem of oversimplification. They
. . . (_] . . : .

are simply inadequate to cope with the full complexity of ecriminal

behavior. ‘ ‘ -

Methodological and conceptual failures.

Copceptual confusion regarding structural aspects of classification, The

concept of a 'class

w s, . ) ‘ . » e .
ays. The most basic division may be that between monothetic and

.

polythetic classes (see Sokal and Sneath 1963, Sneath and Sokal 1974,

Bailey 1975).4/14ditional variations in the creation of classes can stam
from different linkage criteria embodied in various cluster amalytic ;ﬂ
methods (e.g., single, average-link, completa link, ete.). Yet, although
these considerations intimaﬁely affect the use of'classification for a

purpose, cgﬁminoiogists have, ignored them. ‘

speci Fi ‘
pecific by and large,

A E l
| | , .

1 N . )
_can be operationally deflned in a number of different
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Failure to realize that different kinds of classification systems are
appropriate for each'distinct type of purpose. The nature of pérticulaq
taxonomic systems can be varied to optiﬁ{%e a number of quite different
purposes. For taxonomic research to be'useful, it is necessary that the | |
appropriate kinds of systems are generated for each pafticular purpose,

There is thus an urgent need for criminological researchers to be
‘cognizant of the different purposes of classification, and the manner in
which different kihdé'of classificat@on systems can be constructed to |
optimize a given purpose. Some of these different types of clas§ification

include: ‘ )

a. Predictive classifications: to optimize predictive accuracy in

reference to a specified criterion (escape, recidivism, etc. )

) bR .
iptil i £ i :  for scripti enumeration
b. Descriptive classifications: for accurate description, 3

.

and epidemiology.

Theofetiéal/ekpianatory classifications: to embody explanatoiy or
theoretical péoqesses;within a taxomomic framework. Classification
of any egtity inte this system would be equivalent to explaining its
perfo%mancé with relevance to some c:iterion variable.

;d." Data storage/retrieval classification systems: classification
systems can oper#te for the orderly storage and ;etrieval of larze
masses of information (é.gg, library classifications, the periodic
table, etc;) A

Tieory development classifications: these ave used in exploratory

research to restructure the data in ways that m%ght reveal useful new

hypotheses-

O

i,
"v
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These general purpqs;s fe&ppear in a multiplicity of different practical:
situations within the:criminal justice system. Fo?.example; predictive
taxonopies’can be us;d in regardlto prediétion of recidivism, escépe
risks, risks of violence, etc. Different purpoées often imply very
different kinds of crassificatioq structures, e.g., describtive
classifications would necessarily be isomorpﬂié té the data whereas
predictivé, or data storage and retrieval systems do not necessarily have
this property. Libréry classification schemes using .alphabetical ordering
procedures, for instédce, have no isomorphism with the knowledge
structures of the materiai classified.

Overabundance of non*gmpirical, and often‘npn—operationa1, classification
systems.

The attitude of some reéearchers t%at typology cohstructidn is an_end in
itself, wit? an accompanying ‘disinterest in either follow-up evaluation or

in non-research applications.

Oversimplification. This can happen in two basic ways. first, the .

classification may'have.too few categories. Second, it may be basgd on an
insufficient number of descripﬁive variables. The problem of

oversimplification leads directly to ethical criticisms of the type ' |
specified in level A, since one ﬁajor argument is that many classification
Systems are overly reductionist and do not match the full cpmplexity of
criminal behavior (see Kornfeld et al. 1975, Bottoms' 1973, Clausen 1965).
Some criminologists are aware of this problem and there has been a call )

for more 'multi-dimensional' classification (Hood and Sparks 1970)., Thesa

.

latter authors believe'that a good typology should be "as rich in typas as

possible."

.
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A different kind 6f pfoblem emerging from the use of gversimplified ::
ciassification systems is éhat of 'informétipn overload.' An overly m
simple glassification system will generally be unable to cope‘%ith'the
diversity and quahtity of information which enters into real-life

decision-making. They provide no effective way of synthesizing data in

order to make effective decisioms. A result of such overload is confusion

and inordinate delay within the criminal justice system. A further result
is that the system -eventually becomes unacceptable to its users (ive., it
lacks 'face validity' dnd efficienﬁy. The offender being classified andf
criminal justice persomnel will ﬁoth be skeptical about classifiation .
systems which do not match the complexity of the phenomena being dealt
with. |
Confusion, or careleésness, regarding adeqﬁate approaches to the
evaluétiog of taxonomic systems.' Occasionally a taxonomic system offered
in the criminological 1iteraturé, such as Blackburn's (1971),typoioéy of
homicides, is sgnsibly and rigorously evaluated. However, the performance
of criﬁinoloéical reséarchers in regard to studying the reliability,:
validity, and general usefulness of their classification systems is
dismal. A number of interrelated factors lie behind this generally
inadequate approach t; eva}uation. The‘predominance of non-empirical and
loosely defined theo;etical typologies has bezen a disaster for systematic
evaluation (see FerdiAand 1967, Solomon 1977). Most of thes;
impressionistic systems are not open Lo empirical analyticai.evaluacion.

and have not been successfully operationalized. Another major problen is

the conceptual confusion regarding the different purposes of taxonomic

systems in relation to different modes of evaluation. Evaluation should’

be tied to a specific purpose. For example, predictive taxonomic systoms

o

I 4 % e e
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should be evaluated according to their predictive accuracy. Evaluative
criteria thgrefore follow naturally from the purposes of the classifier

Unfortunately, a perusal of the criminclogical literature suggésts that

rl & P l..- '.0. 3 N *
.criminal taxonomists.are either naive regarding the differential purposes

of typologies or are quite unconcerned with them (again regarding taxonomy

construction as somehow an end in itself). To the extent that purposes

- are unspecified, or are somehow unimportant, there will be no clear basis

for evaluation,.

L
s

Biased, partial, and erroneous taxonomy construction. This stems from
many factors, including:

a. Biased or partial sampling of cases. The creators of classification
systems within Fhe field of criminology have generally paid little
attention to the representative nature of the sa&ples on which tgev
have based their taxonomic systems. An examination of the reviews by
Ferdinand (1966), Rubenfeld (1967), and otheré, indicates an.
extremely Qnéystematic approach to sampling. A typical exaﬁple of
this problem can be found in Baer (1970), where a propssed typology

of delinquents is constructed utilizing sixty male delinquents in one

small area with no non-delinquent control groups.

b. rent L 1
Incoherent or poor selection of variables. Use of irrelevant,

non-operational or unreliable variables to construct a taxonomic
system. Redundancy.and overlap between variables can élso create
havoc in the construction of classification systems.

¢c.  The problem of "artificial boundaries.” Each class is basically
delineated by a central tendency and a boundary condition. In the
absence of an adequate methodology, boundary conditions may be

inappropriately drawn, thereby placing artificial or unrealistic

)
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'boundaries between classes. It is therefore possible-for the

proposed classxflcatlon system to conLaln an artificial number of
types, i.e., to meose a number of types whlch are not actually
contained on or (uggested by the data (see Hood and Sparks 1970).

There may be either too many or too few categories in these

typologies. In either case, there is a false ‘conceptual imposition

upon the phenomena being examined. Numerical taxonomy in particular

has focused a very great amount of attentiom upon various

methodological appgoaches to the process of delineation of boundaries

between data modes. (see Everitt 1974, Huizinga aﬁd Brennan 1976.).
The utilization of inappropriate taxonomic methodology for both the
construction of classification systems.and their evaluatién, along with

the mis-use and misunderstanding of currently available statistical

4

methodology. A review of quantitative classification research in

criminology indicates two serious problems at the level of methodological

approaches to typology construction. Firstly, reliable quantitative

not been'widely available until recently; As late as the

.

methodology. has

_mid-1960's the great majority of research criminologists dld not have

access to quantitative taxometric methods.

prevalence of non-empirical systems and over-simplified monothetic systems

(created by the polar division of a few key variables).

With the advent of quantitative taxometrics and the increasing

availability of sophisticated programs, criminologists’ have been
increasingly utilizing more powerful and appropriate statistical methods.

However, this increase of sophisticated methhodology has lead to the

problem of their misunderstanding and mis-use. This unfortunately is to

be expected since taxometric methods are extremely flexible, and involve

- b

This largely accounts for the.

o
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a large number of crucial decisions for their effective use, along with a

large number of alternative ways to do similar tasks. Fuxthermore, the

methods themselvos remaln by and large untested on crlmlnologlcal data.

N gn s . ,
McKinney (1970) in particular is concerned about the issue of the gencral

neglect by all the social sciences of typologiéal methodofogy. He writes:

« « .+ types and typologies are ubiquitous . . . everybody
uses them, but almost no one pays any attention to the
nature of their comstruction. DesplLe the. omnipresence of
typologizing in social enquiry it remains a relatively
underdeveloped aspect of methodology generally.

: - . e | ”
This statement is partlcularly true of the field of criminology.

Classification systems are employed pervasively by both criminological

theorists and practitioners within ghe criminal justice system; yet, the

appropriateness of their methodology remains generally suspect

ETHICAL ISSUES IN APPLIED CRIMINOLOGICAL CLASSIFICATION
As Wilkins and Gottfredson point out, any decisions made which involve

human beings 1nevxtab1y contaln a moral value content. Decisious which are

. made within the crimihal justice system are thus inextricably entwined with

what are essentlally ethicdl problums, since these’ decmsmons may profoundly
affect the offender's life. It is this human element which renders

classification most difficult and whlch, it seems, is most often ignored.

Poor et B . . .
classification practices imevitably lead to confusion, inefficiency, and

lnjustice. The institution which perpetuates and imposes such poor

classification decisions is, in a sense, behaving unethically., Ethical

behavior Gould consis : inimi
consistently attempt to minimize caveless, over-simplified ar

AN

confused classification decisions. -
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Complexity and oversimplification

One of the most‘important ethical considerations deals with the _ .
consequences of the omission of pertinent information or of attempting to
condense all the significant aspects of a highly tomplex behavior (i.e., human

behavior) into a man.geable classification system (Clausen 1965). Human indi-

viduals exhibit an extraordiﬁarily‘high level of complexity (or as Gottfredson

and Wilkins, 1978, put it, human intelligence .is a "very high variety

generator") and certain approaches to classification can (and do)

over-simplify the behavioral, social, and psychological phenomena surrounding,

criminal justice. Any classification systelm will result in certain omissions

and distortion, and the moral implications of this distortion must be explored

(Wenk and Halatyn 1974). All relevant information must be considered; the -

omission of any relevant criteria when dealing with human beings may render a

classification syatem unethical. Poor classification systems may severely

"over~reduce the ¢omp1ex1ty of human behavior by compr3531ng multldlmenslonal

lnformatlon 1nr© essenLLally unldlmen51onar categories (Kornfeld et al.

1975). / o - . o

i\
W\ o
Since it xs evident that no single explanatlon or classification can

account for ALL offenses and behaviors, some way must be found to adequately

u o o
cope with the -heterogeneity of dev1ant behavior. An 111t1a1 impractical
response to thls problem tends to be a call Eor 1nd1v1duallzed programs for

. . r, .
offenders (Yepsen 1975); however, this solutlon is not practlcallv nor

Yo fully

theoretically feasible, and usually leads to increased confusion.o

]ki LA + 4
individualized pollcy could hope to deal with the 'infinite variety' of
D
ofrender behaviors. . Some condensation and categorization is always

neces&ary. ‘ o

.describe, control,

ment would be to create a'unique category for each individual:

-63-

These and similar problems find their expression in what Ashby (1962)

_calls "the law of requisite variety", which simply states that any attempt to

or explain a phenomenon must match the phenomena in terms

g @ b R

of complexity and variety. As mentioned above, one way to meet this require-

. an undertaking

which is at once impossible and undesirablé., Another way of conforming to

|
( .
Ashby's law woulL be to decrease the complexity of the system while 1ncrea51no

its ability to handle iInformation. This is essentially what classification

schemes attempt to do, i.e.” to match the variety of behavior with a system

that has 'considerable information handling capacities' and a high 'varigty of

response (Gottfredson ang Wllklns 1978). Classifications may contain an

element of injustice, 51qce they w111 necessarlly truncate and distort the
A .
holistic nature of human behavior.

However, it is only when the ability of
the classification system to handle variety falls significantly below the
ability of the offender to generate it, that decisions made using that system

are open to the accusation of unethical practices This criterion eould be

used in evaluatlng many of the extant classification systems’ which permeate

P o

eriminal justice systems.

-
#

Stigma and Labellng SLemmln from P@or Classlflcatlon

Another ethical issue relevant to criminal classification is the

Any soﬁi;gf

label iheﬁitably affects the way in which an individual is perceived and

problem of labeling and the stigma which often. accompanies it.

understood by others (Orlando and Black 1975). Labeling is in a sense Trelatad
n : )
to the problem of oversimplification outlined above in that a label may

obscure much more than it communlcates. .a categorization unavoidably involvas

a loss of 1nformatlon. Many prisoners feel that a classificatory label

entails an extreme dehumanization (Kornfeld, et al. 1975). This viewpoint

teyw

Y, o ‘ : ' 0

o R ARSI L LD




-~

e

S S

(\

g y.

revedls a fear that the complexity of ‘a whole being is being ignored and that’

the prisoner is being reduced to a label. This feeling further exacerbates

the suspicion that classification is being used predominantly For institu=
tional needs and not the prisoner's (Ibid.). Clausen (1975) provides this

necessary caution in reference to the poWer of a (misapplied) label:

A diagnostic label too often serves as an excuse for not looking
at the person and his situatiom, but this 1s the fault of the

labeler, not the label.

which cdn be so destructive,
J

It is not the classification per se, therefore,

but poor claSSLflcatlon and confuged utilization of it.

The label dellnquent' can have profound and upsettidg consequences,

though as Quay (1975) poxnts out, it is a legal label and does not necessarlly

®

1mp1y psychological, soc1olog1ca1, or behavior homogenelty@

(1975) state that alternative naming devices such as "child in need of super-

etr., are being used to minimize the sstigma
7
All of these, they stress,

"unruly children",
<

attached to the label "delinquent".

vision",
are

nonscientific legislative definitions. In the Cault de01s10n of 1967, which

Orlando and Black"

required more procedural safeguards for children lnvolved with the law, it was

pointed out that identification as a 'delinquent' produces ‘only slightly less

stigma than the term 'eriminal'". 1In the 1946 decision of Jones vs. Common-
. ,

wealth, the Virginia Supreme Court had this to say: ' .

...the stigma of conviction will reflect upon him for
life.” It hurfs his self-respect. It may, at some
inopportune, unfortupate moment, rear its ugly head to .
destroy his opportunity for advancement, and blast his,
ambition to build up a charactar and reputation °“tltllng
him to esteem and respect of his fellow man. (Ibid.)

" With even more melodramatic flair, Justice Musmanno (In re Holmes, 1954)

7

wrote: ;

Y
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* The grim truth is that a juvenile courf record is a
lengthening chain that its riveted posiessor will drag
after him through ‘childhood, youthhood, adulthood, and
middle age. (Ibld ) .

As é result of the above considerations7 the concept of 'sﬁoiled éubli;
identity' gained widespread attention. M .
official response to delinquency may push a youth furth@r into criminal
behavior (Ibid.). For‘exdmplé; Gold and Williams (1969).suggest that appre-
hension (and thus the label l‘d.e].:1'.1'xquem‘:') itself.leads to further delin—

quency. The label is seénlas a self-fulfilling prophecy. -

The stlgma assoc1ated with what are basically legalmstlc or social cate-

gories is a perva51ve theoretical, practlcal and political dllemma.’ This is
nicely illustrated hy categorization of offender-'dangerousness'. As
Kornfeld, et al. (1975) point out, danger is a social perception. What

coustitutes danger and risk is a social decision and thus is fraught with

'

political overtq@gs (Bottoms 1973), Nonethefess,"no matter how relative the

label utilized, the sfigma‘tends to become generalized across a number of .

sécial contexts. Godé classification practice and systems can avoid the

problems of stigma and premature or innappropriate labeling by being suffi~
ciently éccurate, sufficiently complex, and by careful 'naming'
tant classes. The 'naming'
sub-classes is a criticaliy important component of the construction and
Hﬁactical use of classificaﬁion. Procedures for 'naming' classes will vary
according to thepurpase of the system.
predictive systems

or less public concern and public scrutiny, e.g., for

release and parole decisions will be' more critically scrutinized than

descriptive systems used for enumeration and epidemiology.

The President's Commission on Law Enforcement of 1967 suggested that

Different purposes will command more

Some theoxists have suggested that the

of the resul-A

of a classification system, and of its component /»
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o intelligently for constructive (presumably rehabilitative) purposes.

writben guides and standards be implemented in the course of in-service

Offenders also accepted classification more positively if he/she was given

'trainiﬁg,for criminal justice wofkers, in order .to prevent ab;;i#e labeling by some explanation of tﬁe_results. T
‘the intake staff (Orlando’ and Black 1@75). Similar guidelines For construc— Related to consideration of the offender's 1egﬁ%?%ights is the necessarily
tion ?nd iﬁplementatiog of classification éystems might be helpful, and would problematic issue which arises in reference to the oféenderfs needs, parti~
hopefully begin toﬁéombat:tﬁe current loss of iﬁformation, dehumanization, and culafly since the needs of the offender are often at &ariance with the
stigma inherent in many exkant'classifiﬁatéry systems. - interests and needs of the communit} (Orlando and Black 1975). It is.evident
Offender Rights and Neéds in-Relation to Classification -that.much-classificétion is being performed with insufficient attemtion to -
Kornfeld, et al. (1975) point out, in reference to the use Of‘classi- offender need. One possible way of’as;uring this increased relevance would be
fication, that the offendef'may have a legal right to refuse .information to to furthe: involve offender; in the clas%ification process itself., Kornfeld,
classifiers; ‘this is essentialiy éuestioﬁing the extent to whiéh an attempt to‘ % © o et al. (1975) stress the need for offender participation by stating ;h;?
C classify an offender involves an untoward and illegal invasion of his or>her ’ : . ‘offender deletion of erroneous information could lead to a more initially
¢ . . privacy. How much information is an of%ender required to give? Similarly, g aécurate.clasgificatign.‘ They'furtﬁer-suggésg that perhaps no meaningful
. ) 4 ’
f there is a certain question as to whetﬁeq the offender has the‘right to refuse @ classification can take place "without the informed cooperation of
¢ treatment; treatment attempts could be comstrued as unlawful interbengiz:zjgﬁo offenders". This pérticipation méy'alsd help to alleviéte a problem which
" the offender's life. Thig.raises the further question ;f whetger or oot a 1 . . occurs in the use of ménjﬁcurrent.ciassificahion systems: the tendency to be
j classificatory label caﬁ be.considergg a legal.status, and whether boards ,@D overconcerned with the requiremepts of instituticnal management at the expense
FC} z which make decisions utilizing classification schemas are sugject to judicial of concern with "offender ré-ihtegration" (Flynn 1975). ‘ - .
% resxrggnts. ' § There is much confusipn about facto§s which havé to be taken into éccount
g We shguld note here that under certain cenditions offenders react posi- © if classification systems are to édequ;§§ly deal with offender needs. Bottoms®
i ‘f(: tively to classification. .Kornfeld, et al. (1975) found that offenders were (1973), for example, without clear specification stresses the need for a
: positive about classification if they felt ﬁhat it could 1) validlyihetermine : - typology to take into account the offender's "situational environment'". On
% - , . () | L
ﬁi‘f. l appropriate treatment, 2) accurately predict recidivism, 3) prbvidé;morc” i g the other hand, Kornféid,'et al. (1975) suggest that it is actually unrealis-  »
o o understahding of the offender and if 4) it wa: used for comstructive pur- v » tic to consider offender need as a criteria for classification,gand offer
' poses. It is thus interesting to reflect that‘a positive appraisal on tﬁe _tg3 'reduction of risk' aS‘a more adequate C?iteria since i;wcan be handled and
0 part of the person being classified seems to.dapend on essentially tle samo | evaluated mathematically. This latter position seems to reflect some confu-
© eritical .factors which are important to ghe user, i.e, issues of validity and o oy sion about purposes.. It blqu the distinction between classification for
reliability in the classification system per se, ‘and whether it is used TS M‘TLB treatment and classification for prediction.

)
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ts1m11ar sentences" (Gottfredsan and Wilkins 1978).

. kept in a more "secure condition"

~ ' L 68—
Nounetheless, it is imperative that offenders be treated fairly; and this
requires, among other thlngs, a more consistent and valld approach to
classification (Flynn 1975): Thls revolves arOund the problem of equity; that
is; whether or not "similar offenders in similar c1rcumstances, are given
In this context,
unfairness implies dlss1m11ar treétment.for similar offenders in similar

which further implies the use of haphazard or w1de1y unreliable

)

Another issue which relates to the concept of equity

frameworks,
classification systems.
requires that the offenoer not recelve more help than is required and not be
than is required.by potential risg (Flyun
1975).

Thus, the equity issue converges here with the issues of efficiency

and diversion.

Accountability for Poor Classification Decisions

(1975) formulate the problem of accountablllty for

~

Kornfeld et al.

poor classxflcatlon bluntly: if a person placed on probation commit%vi/
. ot
murder, who or what is to be held responsible? The question of accountability

These

.

poor classification decisions may result from a faulty system of classifica-

arises whenever the effects of a dubiously rendered decision are Felt.

tion .or careless use of a valid system. Currently there is a certain trend

towards maﬂlng those responsible for a bad decision legally liable. This, as’

Kornfeld, et al. (1975) pOLnt out, could very well lead to a rise“in

incarcerations'since_dec‘*xon makers will be reluctant to place themsclves on

°

o
the line by maklng*rekgase decisions, Wore accurate classzflcatory sysktems

would help to determine risk of recidivism, violence, and ascape,
things.

It is also likely that .ncreased accountability could lead to an attempt

at clarifying the criteria used for making ‘decisions, and to make explicit

. G
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" 'in reference to the tenor of the attacks directed towards them.
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those tacit categorizations ‘'which are often used in decision making.

Gottfredson and Wilkins_(l978}-suggest that parole boerds adjust their focus
' This dmplies -
that increasing accountability could very well rmpiement an attempt to create
more adequate and reliable guidelines for classification and decision making.
Gottfredson and Wilkins (1978) also suggest that usieg‘models to test decision
making methods may decrease the quantity of bad decisions: that is,

situations usually assumed to involve moral value choices may be simulated

(possibly by computer). . o h .

CONCLUSION

The above outline is meant'to be provisional and does not suggest a
dogmatic view of the varioos relatiomships‘exgmined.‘ The interrelations
between different issies at different levels are complex. Tor ihstande, the
absence of a theoretical foundation for taxonOmy construction in criminology
has been partially responSLble for the rampant prollferatlon of overlapping
partial ClaSSlflcatlon systesm. This in turn has deluged the criminal qutice'
worker with too many competing systems. _This has lead to confusion and
finally rejection on the part of many crimimal justice‘personnel; Needless to

say, the absence of predictive validity, theoretical coherence, and good

guidelines fer the operationa use of typological systems have also contributed

to the negative or: antipathetic attitudes of many criminal justice workers.

Thus it should be evident that practical difficulties at one level ara
intimately related to research and methodologlcal difficulties at anothar

level, ,yrs Lo present an inif Lgl b

¥
delineation of these different levels and to orLeElv examine some of th

Our pury ose in theé present Chapter LS

™

connections between them.
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CHAPTER 4

A BRIEF EXAMINATION OF bECISION‘MAKING'

AND CLASSIFICATION IN THE CRIMINAL JUSTICE SYSTEM
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INTRODUCTION
Rornfeld, et. al.'(1975), in conducting a limited institutional survey,
discovered that virtually none of the inmates questioned were aware that they

This is all the more

.

had been subjected to a process of classification.
surprLSLng in light of the pervasive use of c1assmflcatlon at each stage of

the crimimal justice system. Most writers agree that use of ‘clasificatory

processes is unavoidable in justice decxsxon making (see Gottfredson and

Wilkins 1978). Most decisions concerning an offender require that the case

first be interpreted "as an instance of some larger categories" (Daudistel,

Often these categorization decisions are

hy

.

‘Sanders, and Luckenbill 1979).

highly intuitive (see Hood and Spenks, Kornfeld 1975). Howaver,.in this form

they represent manifestations-of "implicit policy" and merely serve to

>

underscore the ublqultous "influence of classification in the JUSCLCE process

(Bottoms 1973)0 P
The Nati.onal Advisory.Commiésion of Criminal Justice Standards and Goals

il

suggest uhat»"c1a551f1catlon is conceptualized as a ~system or process by which,

a correcthnal agency, unlt, or component determlnes dlfferentlal care in’

handling of bffenders (ﬁegargee and Bohn 1979).' Cl&531f1catlon, then, is

\3
utilized to dkﬁferentlate between types of offenders in order to provide

equitable and aﬁbroprlate treatment; a faulty or unreliable classification

»

-

ripplas are falt =0 tha

system can Lhere*brn prodm_o dizastrous cf fects whose

»

outermost reaches of crxnlnal Justlcp. A poor classification decision,

whether it results from use of an inadequate and mlsunderstood TLCuOd ar from

.
»

sheer carelessness, implies a series of moral, theoretical, and pragmatiq
o o
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issues each of which must be dealt with by criminal justice workers if the

system is to be made to operate both humanely and effectively. It seems

prudent to re-examine the use of classification in decision making within
criminal justice institutions

In light of the above consmderatlons,“Lhc purpose of this paper is

L )

first, to identify the decision mé nlug

twofold: points in the crimirs’!

justice system where classification usually oeccurs, and second, to {dentify
the basic problems related to'classification in current justice

decision making practice. ‘It is hoped that this analysis will help to clarify

the importance of classification in regard to fair and consistent

decision making. "Until we begin serious scientific research oun

classification and Lreatment," writes Eynon (1975), "we will have to content

ourselves with 1nfllct1ng our ignorance upon the hapless offenders who have

fallen into our clutches.," ™

o
.

Decision Making Junctﬁﬁi&

~

It is often not at all clear, even to those who are intimately involved,

how certain decisions are made in the criminal justice system. However, even

though some of these mechanisms by which decisions are made remain largely
hidden, it is possible to identify the points within the system where explicit
decision making is prominent and to examine ways in which classification is .

involved at those points. -As mentioned earlier, decision making inevitably -

entails the interpretation of a case as an instance’ of some larger wmore

ék?eral categeries. Daudistol, Sandars and Luckenbill (1979) have argued that
: , [

“*=._bécause penal code categories are "inherently abstract," criminal justice \
, ] - .
"eyplfications'" to represent categoriss

a

develop for the processiag of

. workers

’ » * O " ’ & :
cases; these “typifications" include many properties learned through .

exparience,” which involves knowledge of the offender's

"organizational
o )

o .

o
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psychological and sociological background, ete. (ibid.) "Typifications" such

as these ,may be exténsively utilized whenever a-decision needs @ be made, yet

at the-same time they may remain only vague formulations. The lack of ‘

explicit classification systems serves to underscuve the essentially arbitrary

explicating the classificatory

nature of ma@3>decisions and the need for
s //
i

N

schemas whicgyarE“egpedded wi&ﬁin‘this process.
The following section attempts to identify the major decision making

junctures in the FriminalAjusﬁice syétem and to at least partially delineate

the way in which clas;ifiéétioﬁ‘is used in each of them. A brief glance at

.

Figure 1 should make it clear that while the adult and juvenile justice

_systems ‘exhibit a basically similar structure, they also diverge at several

iméé&tant states., This is pértiallycbecause the juvenile justice system
conceives of itself gb béingkessentiaiiy.differgnt from the ad&lt system; The
explicit goal is to help the youthful offender and to divert- him or her from
the system (though the reality is often otherwise). Inwﬁact, until tﬁe Gault

decision of 1967, juveniles essentiaiiy had no rights of due process, since

the court conceived of itself in a parental role.
S

( & » . . ’ N ’ 4.
gnaklng in the juvenile system might assume a mote informal manner, which

It followsgthat decision

SR TSP U

‘
8

indeed it does. Even more is left up to the personal discretion of the judge

and the juvenile probation officer, and there is mueﬁ»4ﬁo%% personal
interaction with tlre offender. However, use of classification (particularly
intuitive and subjective typifications) seems to be pervasive, and, given the

the

need for valid
i ‘ ‘

legal and moral complexity of juvenile delinquent behavicr,

T e g . v .
. dlassification may be more pressing..

"
- -

JFactors Common To Both Adult and Juvenile Svstems

1. YContact With Police. (i

a, Decision: What action, if any, is necessary“{arrest, warning, etc.).

¥

et i A R e S
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b. Classification is usually used here’on an intuitive level, utilizing a

number of relevant vaviables (age, sex, seriousness, etc.) tc "typify" a case

. . X .

in order to make an appropriate decision. The major difference between

treatment of adults and

i

juveniles at this stage rev.lves around the fact that
the police are constrained to make a choice which least restricts the freedom
of the minor (Eldefonso and Coffey 1976). After arrest of a juvenile, the

i : ‘

N

police can handle a case within the department, release the offender to.

parents or guardians without referral, or refer the case to 'a

non~authoritativeftreatmenﬁ~agency.

I

Adult Gystem .
1. Charging / First Appearance.
a. Dec;sion: Those suitable for charging must be 5creened, and then a

charge must be chosen. At first appearance, an offender may be sentenced (in’

the event of a guilty plea) or released with or without.bond, in or out of

custody.

b. Claésification is'necessafy'to categérize.alleged'offenders into
separate classes which would suggést whether specific charges should be
brought up and how the offendefrs shouid be processed (remand to jail, Telease
on personal bond or payment of bail, e;c.).
2. Preliminary Hearing.

a. Decisiﬁn: Conce;ning the probable cause to hoid a defendant for trial.

to reflect degrees of

be. Classificatiqn at Lhis stage is usually aesigngd
seriousnéés of the crimé.‘
3. Plea Negotiation / Arraignment.

a. Decision: .Whaﬁ plea to gante‘r.v""‘t

b. Classification is used if there i; negotiation between the defensa
attorney and the prosecutor, e.g. they‘"typify“ a care:’ "To 'typify' a

concrete case is to define it as an instance of a 'commonsensical' class of
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DECISION-MAKING POINTS IN THE CRIMINAL JUSTICE SYSTEM

WHERE CLASSIFICATION IS IMPORTANT

ADULT JUVENTLE °

—t CONTACT WITH POLICE }

/ -
[ CHARGING/1st APPEARANCE] ‘ [ INTAKE/INVESTIGATION |

s

[ PRELIMINARY HEARING |

| ADJUDTCATION |

, N ..
[ PLEA NEGOTIATION/ARRAIGIMMENT |

| CRIMINAL TRIAL |

. , .
| SENTENCING/DISPOSITION | [ DISPOSITION |

X .
| INCARCERATION |

LNy '
" T AFTER SERVICE/PAROLE |
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events for which there are routine dispositions deemed by courthouse members -

*as appropriate and just (Daudistel, Sandﬂés,,and Luckenbill 1979)."

'4; Criminal Trial (in the event of not guilty plea).

a. De;ision made Qith regard to guilt.
5. Sentencing / Dispdsitioh.

a. Decision needs to be made regérdiné disposition (institution,
probation, et;‘). This is essentially a placement decision. (Gottfredsont
1975, stresses that sentencing decisions are "éuided unsygtematicglly”:} "It
would be difficult to find ‘other decision problems affecting critically the -
liberty and future lives of lafge numbers of peOplé in which decisions are

made with so little knowledge of their results.")

b. Classification is necessary to provide valid guidelines for a

correspondence between type of offender and type of sentence / placement (this

<

essentially needs 'to be'a diagnostic classification); however, as suggested
above, this use of classification is alsc usually intuitive.

Juvenile System

1. 1Intake / Investigation.'

~
'

- 8. Decision: Does the court have jurisdiction over the ats? Should
there be court action or referral to another agency? 1Is detention or release-
in order?

b. Classification is used extensively at this stage. The p:obation
officer makes a 'diagnosis' cf the juvenile.which later informs Eﬁe dccisién
of the court. The juvenile must be‘classified as a delinquent, status
offender, or neglected - abused child (Eldefonso and Coffey 1976).
Responsibility classifications and sariohsnéss classifications, and

rehabilitation classifications are often dominant in this process. This is an

important stage, since 'the decisions made at the intake level can
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characterize the juvenile in the eyes of other communlty agencies . , .
(ibid.)."  Phelps (1976) pomnts out that 50% of ‘the cases do net move beyond
the intake level.
2. Adjueicationf

a. Decision: Whether or not the juvenile will be found legally
delinquene.' |

b, Cla531f1catlon is used heré in a diagnostic way to determine how the
case should be handled, partlcuiarly 31nce the court empha51ees thcrapeutlc
concerns (katkln, Hyman, and Kramer 1976). Classification here is still
predominantly intuitive, though Eldefonso and Coffey (1976) have pointed out

that strong attempts have been made to establish "standardized practices" of

categorization,

3. Disposition.

a. Decisgion: needs to be made regardlng the best course of action.
(probatlon, lnstlLutlonal commitment, or complete dlsmlssal)

b. Cla351flcatlon is. agaln 1mperat1ve, many authors stress the need for
classes which are emplrlcally related to spec1f1c dispositions. |

Both Systems

1. Incarceration.

a. 'Decision: What sort of institution would be appropriaﬁe for a
specific inmate? Which inmates within a specific institution are to be used
for which tasks? What would an appropriate treatment be? (Woeld‘parole be
appropriate?) i

b. Classification‘(beth diagnostbc and predictive) is obviously eeeded to
provide an appropriate placement for each tvpe of offender. Different types

of offenders also must often be separated within the institution. Treatment

and rehabilitation related classification systems are required at this point.

R
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Eldefonso and Coffey (1976), among others, warn that here there is often a

danger of "gearing classifications to imstitutional requirements."

2." After Services / Parole. R A

a. Decision: Who to release and under what cigeemstances.

b. Classification system helpful at this poinﬁ:ne pfovide prediction of
recidivism, Predictive classification eystems efe_emphasieed aloeé with
rehabilitation_systeﬁs. a .

It is necessary to stress .that decision meking points may vary somewhat in

their order (charging, for;example,Jmev follow the flrst appearance)

"Procedure in the juvenile court i&aﬁﬁeﬁ more subject to ad'ustmonts'and
J J

revisions. The judicial processe ror examples, are 'informal' to the point
where treaLment is often prescrlbed without. the benefit of a full hearlng
(this is known as "informal adJustment"). This is in harmony with the srated
geal of the juvenile court whixh is emehaticaliy rehabilitation. Or, ae

Katkln, Hyman, and Kramer (1976) put it, the juvenile court is partzally a

court of law and partlally a social service agency. Thus, rehabLlLLatlon

needs and potentiality may domlnate classification decisions.

Basic Problems In Current Decision Making Practice °
A, éubstantiﬁe Problems
1. Inconsistency of,decisione made., The lack of explicit and widely

implemented classification systems has lead to a eewildering
multiplicity of standards regarding decisions to be’ made. In the
realm of Juvenxle justice, for ewamole,‘"...any ten juvenile
probation officers are likely to describe any ten cases in nearly a
hundred different ways. (Eldefonso and Coffey 1976)." Furthermora,

each state, local jurisdiction, probation officer, etec., has a_

"different standard for determining classification matters (ibid)."
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¢ There have been, many attempts, of cou;s;,,to create and use méfe‘,

The ;ame situation obtains among the practitioners of adult criminal 1 . ; . © explicitly de £ined classification SYStémS wiFhin the j;stice.systemh

’ . . i ' “ ya
justice. Decisions tend to ﬁe made intuitively and often depend upon g A The I-level theory, for example, has been used extensively throughout”
v;rying and pérhaps unexaminedgidaas about classification. In making : ;J% : the juvenile system in California to classify offenders for treatment’
decisions regardiné disp@sitioa, for instance, choosing among the ' ’ i? ) needs, posgibility of probation, etec. A slightly,more unusual way in
alternatives "is a matter'largely.within'the discretion of judges | ;i which classification can be used is reported by Gottfredson (1975).
(Katki&ikﬂymaﬁ, and .Kramer 1976)." Sentencing decisions, writes | gf The prosecuting attorneyté_office in Washington D.D., in order to
Gottfredson (1975), are usually "guided unsystematically™ by a.éhmber ! ;§ ' 'deal with the sheer vélume of incoming work, emplé;s'a classification

ol o . _ :
of conflicting godls. This is partially a result, he further states, ég system "based upéﬁ an extensive collection of objective data obtained
-of the "typical lack of attenﬁidn to the claésificatian and ) %? \ from each case" to provide a "daily ranking of cases." Al% in all,
_prediction problems inherent in the sentencing process." % : however, intuitive and unsystematic use of classificatory ideas far
. ' ’ ‘ o
Most classificafions}used by criminal justice workers are, as i} . | . outweighs the presence of well-defined and consciously utilized
mentioned above, intuitively ébnstructedif‘; Some are even implicit in EO clagsification .systems. Incdnsist‘ent decision making, then, is due
. SRR . . L

the decision to the point that those using them are unaware of having ’ | not only to the‘lack of good clagsification systems,. but also‘to_tﬁe
uéed thém. When decisions are made by the poliég, for instance, an “ ? { ) vgrying ideas aBout classific;timn held by pe;sonnel in the criminal
implicit classificétion schema is almost always at work, wherein I l(} justice 59steﬁ-‘ Incbnsisééncy iﬂ.é“ inevitab}e.consequence when
individuals are categorized acéording to informal c;es (race, dress, ; I | . inexplicit categoriesvand non~objective.methods are used in decision
.etc.), seriousness of crime, context of arrest, etc. (Daudistel, ' | , z making. f :

Sanders, and\iuékenbill 1979). Even in a particular justice system : ) 2. Case Overload. .The sheer number of cases wﬁich must be handled in
where decisions concerning dféposition or treatment are based upon } : ._\most parts of the country creates two crucial problems. First, the
the use of explicit classification, other decisions (involving : - HmaSSiVe amount of information geﬂerated by each offender often

charges to be made,'tﬁe preliminary.hearing, or the Sentencing % s _ renders decision making extremely difficult.*;ﬂn}gss‘qh;s dat# can he

. . K - : a

itself) may remain on an intuitive 1ével. An effective ;nd fair % . .5' effectively ordered and conceptuglized, offenders may be dealt with

' . ‘ 2 ‘ X

system would r%quipe that the pvesuppésitions operatjhg behind all % in an arbitrary manner. In Lhe face of serious information overload,
ngsiSions be made explicit and cbnsistent through the use of vallid ' : ; O decisions tend to be made unsystematically, with the decision—mnker'
classificatory tools. This may ﬁe the only way to effectively 5 utilizing only bits and piecces of the relevant data. The judge’
organize and systematically accumulate the mass of data produced in j presiding over a case is naturally confronted with a great mass of
eacg‘épecific ase and to choose and finally evaluate amont many ‘ ; O -

»lternatives present in each decision. é

.
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| dataj and while the‘éburts keep a record of decisionstmade, they do |
‘not keep a record:of their eventual'outcomes., Thus, thére is iittle
rgai data about éhe felevancé of case.information to decisions for
disposition (Gottfredson 1975). This seryeé to underscore the need
for more systematic and valid classification systems, Sbth in order
to o?ganize the data and to emphasize thé ﬁosf félevant Yaformation
in reference to 'the most appropriate tréatment.
The second dilemﬁa related to case overload concerns'

5
overcrowding. If institutions are overcrowded or. there is a severe
lack of funds, existing facilftieé may not bé adequate_ for ensufkng
the appropriate treatment of each. type of class of offender. This.
point is relevant to.the'problem of practical constraints on good

. " decision making, which will betexamineq later. . ”

3. Skeptic%sﬁ. The lack of effective and valid classificntién séhémas,
as Eldefonso and Coffey (1976) point out, engeééers a certain
cynicism among.criminal justice worke;s regarding the number of
poo%ly'conceived»apéroaches to classification with which they are

' expected to work. As a consequence, the systems which do exist tend

to be used haphazardly, if at all, TFor the most part, ecriminal

justice personnel-distrust classificatipn ¢ystems (and are highly

.

suspirious of the social sciences in general). This is not

surprising, ‘given the fact that most available classificatory schemas

suffer from major deficiencies and“are often difficult to implement.
Social scientists{gnd ériminologist§ are not always aware of the
needs_whicé existkih real-life ;ituations.
B, Methodoleugical Problems In Available.Classification Systems. Many of the
classification systems 'now'in use are plagued with methodological inadequacies

which seriously call into question their validity and reliability in actual

operation. A valid classification sYstem would help to provide more reliabl:

1%

S ki e e NN Sl s ik

Nt camemiai it

o)
N

e

~

3\

4

-85~ .

guildelines and help counteract the effects of prejudice and %ther extraneous
influences. Without thié,‘the tenor of decisions made will fluctuate widely,
givingl them a decidedly arbitrary cast. "Théopfobiem of equity,” séates'
Gottfredson (1975), "implies a classificatio&;problem.f To be fair and .
equitable, decision making mmst at least be consistent. One way to help

ensure consistent dedisions regarding offenders is to base them on a reliable
and valid offender élassifiéation; a classification preferably based on ~
observable behavior, not foender Eeeling; or perceptions (they are, after

all, "not in trouble-for what they perceive but for what they do. Eldefonso

and Coffey'(1976). This statement emphasizes the importance of behaviorally

based taxonomic systéms.
‘ The following list provides a partial delineation of the shortcomfﬁgs
cpp%ained in almost every.criminal classification now in use. These
deficiencies in taxonomies not only %ng to confused and inappropriate
decisions, but encourage ériminal justice workers to fo;égo the use oflany
explicitly coastructed classification system and to rely on ad hqc intuitively
derived categories. (A more deéailed consideration of these problems may be
found in our eérlier'project report, i.e. Brenqan, et al. 1979)

1. Limited Predictive Valiéitya There is a great need in the criminal

justice system for valid predictive classification schema, since many -

decisions rest on the ability to accurately predict recidivism, etc. .

*

El

However, most offender classification systems have not been designed or

evaluated with regard to predictive validity, thus limiting their

usefulness.
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6. Current Systems Are Not Related to Actual Criminal

~86~ . |

- .

Lack of Explicit Guidelines for the Identification and Assignment of New *
Criminal justice workers find it difficull to use classification |

bR

Cases.

systems that prov1de no clear method with whxch ohfenders may be assigned

to the categcries they include. This confusion condernlng assignation

it

renders eveh the most elegant taxonomy unusable.

chk of Reliability. Most offender classification systems have never been
replicated, thch leads to serlous doubts about thelr reliability:

where’ repllcatlon studles have been attempted, many proposed

Furthermore,

raxonomies are found tb,be unteliable.

Cases are Often Mis-Classified. Lack of clarity concerning the assignment

of cases to an existing taxonomy, along with inadequate trainiﬁéjand lack

of interest on the part of criminal justice personnel, can lead to
offenders being dealt with according to'their placement in an

inappropriate category.

1.

Cases Are Often Not Classified At All, If classes in the taxonomy are

ill-defined, if .they do not corﬁéSpond ééequately to the actual domain of

1 . & R
criminal behavior, or-if it is unclear how cases are to be assigned to the

categories, criminal justice workers often forego the explicit

classification entirely and return to a reliance on their more or less

intuitive ideas about types of offenders.

Behavior. There is an

astonishing lack of offender typologies based on a.systematic description

Yany existing,systems‘exhibit a confused mixtura

»

of criminal behavior.

social,“psychological, and behavioral approaches.

7. ,Misuwderstand*ng ot the ConCEptual PrOpultlES of Classification' Systems.

Taxonomxus may be StJUCtUrEd in many different ways (pol@thetic vs. '

monothetxc, etc.J), and may be coustructed for many dxff;rent purpose%
[»d

<l

Yy
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(description fction, et A ‘
p ’ predlctlon, etc.). Each structure and purpose leads t '
s to a
speeific k
ind of claqsmflcatlon system, and failure to be clea b
T a out
Lhese ro
properties (or mixing them. uhsystematmcally) may render th
e
resu : ] i
. ltant taxonomy inappropriate for the task at hand

8. Oversimplification., 'Gurrent offender ¢

" complexity of
¥ criminal behavxor to the extent thaL their relation to th
e

L3

01

stems from the
use of too few variables in the construction 6f the syst
stem

or too few categories in the system itself

.

9. Biased Sampling Used in Construction.

)

the classifi ] ]
ification s stem 1s somehow - too strictly limited b th
y y y the

If the sample utilized in creating

g

.

in terms i vd v
of belng e aluated.ﬂ Many of them ha e, in fact, not b
’ egn

g

personnel are he31tant to use thed
. Q

1T. Misunderst ing
:anding and InaphyOprlate Use of New Classification %e thodol
o ogy.

Many problems i ' may
y p 2MmS 1n current taxonomies may stem from a deficient

understanding of istical o
ing or statistical and taxometric methods for creati
ing

- )' T o . . . '
. x -
IS
J

<\ '

this is net
recognized, th
y e tuxonomles
created using thase methods will be

v—’

sub-optimal er erroneous. . “
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the use of classification in justice decision making. It would be useless to

[ S

system and 'is used as- such. Defense attorneys, for instance, use

'

have valid and reliable taxonomies if they could not be effectively v . : time delays to keep their clients on the street or to try to force a.

implemented, or if there were no way to control their use. We will briefly

more lenient sentence by delaying the trial until interest in it is

outline some of the problems in the criminal justice system as a whole which low (Rosett and éresey, 1976). What does this imply? Yor one thing,

might impair or undermine the use of a good classification schema. ;; ) o © it reveals that most suggestions for improving the criminal justice
L. Homgostaélkf This term refers to théyté“d@nCY'Of any complex system ] if | gyétem (such as Nagél,'197§)Amay be doomed to f;ilure because ;hgy
to move towa;d*ﬁtability. Any variable in a stable operating ‘system '? ] are being ggsited at the Qrong level. Solutions proposed at the
N b , : .
which is changed jmay cause other variables to adjust and restore a B operational lével of the system might simply be absorbed into it and
state of equiifgfium- Thus, in effect, nothing changes. The . - é , . underﬁinéd in thetprocess of maintaining the basic éystem
criminal juétice systém, regardless of where it is pr;dded, maf ' ‘ pe ié eqhilibrium. Any viable improvement must be posed at a level above
il ; ’ ] N
always adjd;t b89k to its current set of working procedures. ] i ‘ @ and outéide thelsyséém in order to effectively implement true -

As a concrete éxample of this tendency toward operational B : : . | ) structural changes. An actor im a play cannot propose improvements
equilibrium, 13? Ué briefly ahdres; the phenomena Of.PYOCEdUFall ‘ ‘ . 'iﬂjthe productién whiie perféfming.on stage, since theé\would simply
delay. Most observers agree that delays in the crimipal‘jusﬁibe . \VQD o be seen as bart.of the play. He must step outside of the contgxﬁ in
system are deplqrabla‘and should be eliminate&l Delay is seen, ) %l c‘ . order to change it. This mean; that a classificatigg\s?stem, \
mistakenly, aé a abberation of the séstem rather than an intrinsic é. > regﬁrdless’of.its vaiiditg‘and viability, may have little effect if

. . ‘ . . , % | _ - ‘
and required part, Many solutions are proposed to handle this . : j]\ ' simply plugged intp the existing system.
. problem: vrigid time limits for different aspects of the tkial, c ;% 2. Political and Economic Constraints. The contours of this éétggory
elimination ‘of certain laws which tend to keep the courts full (those ] §}C> should be obvious, but they must be mentioned. While Levin (1977)
. iy _ ; :
that deal with drunkenness, pornography, etc.), more consistent i? mainkains that .judges, for example, are not strongly affected by
g
refusai of bail, etcT (Wright and_?oX, 1978). ﬁ local politics, their decisions may certainly be much affected‘by
" This type of SOIUCiOQ reveals a fundamental minunderstanding of ifp\ pnrticulér political biases. 1In parts of the country where elected
: P .
the dilemma. FifSt: these are ad hog measures which would be gpplied [?W -%. judges have party affiliations; the affect of political vieypoint is
to one area of the system and cause more problems in another, thereb§ f; ~ﬂ even more constfaining and complex. However, political influence in
e § y "
allowing 5913Y Couagaiﬂ proliférate. Second, dslay is not % ?ga) the justice system exténd far beyond personal bias. As Wright and
@ '

A
NS .

' necessarily an annoying condition to certain members of the justice

‘

Fox (1978) point out, criminal justice in complex sociesties rests

systém. Delay is seen as a fundamental, structural component of the upon a political base. This means, for one thing, that those with

N - e
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3. Bias. There is more to bias than a political content. Whatever
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political connections (which usually means those that are socially

and économically'advantéged) wield significant power in the courts .

>

and elsewhere. It also means that policy in the ;ourts and in ébe
prisons is depen&ent on the cﬁrrentlsocibmpblitical context, e.g.,
classifications For release in relation to violence and recidivism.
“Economic constfaints are intimately related to political
considerations.>:A conservative political.climate, for example, may

lead to lack of funds' for libérally oriented treatment programs.

Scarcity of money“aiso leads to a severe competition within the

7

justice system for resources: each group (police, courts, Y

N

correctional institutions) will consider its own needs of the highest

priority. The ways in which economic constraints.can undermine tle

e

effective functioning of a good classification system are obvious.

If an offender is assigned to a class which suggests that a specific

1, .
B

disposition would be most appropriate, and the facility or program is

either overcrowded or ﬁon—existent, then the point of valid and

© ’ .

reliable classification is lost.

sources, it can have a very concrete effect on classificatory
decision m&kingg' Levin (1977), for example, found that in Pittsburgh
and Minneapolis wh'ites consistently receive a greater percentage of

probation éhqn blacks (this in spite of the fact phatvmore blacks are
arreéted). in this sense, a good classification system amight help
over~ride bias, since it would presumably not discriminate on the
basis of color. However, if its use were mnot monitored, it could be

misapplied or used in such a way as to conform to its user's

prejudices., This would be particularly ‘the case where the criminal

e

ustice worker's bias is against explicit classificktion in general.

e e A o 1 P e,
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4,. Conflicting Goals. Each state and section of the criminal justice

o . ' ' : o
system has a different purpose. Prosecuting and defense attorneys,

; N
4 €

pfebatign officers, judges, etc., all have different goals fegarding
the fate of a pafticular offender. This interplay Af conflicting
immediate purposes is setvin a context of continuing debate over the
général goals of the justice system (punishment,'rehabilitation,
‘isolation from society?). Each group has a cergain tendency to want
to iﬁfluence prevailing classificatioens, steieotype; and decisions.in

accordance with their own purposes and biases. The police, for

77

exaﬁple, though they are not directly involved, can influence the
process of charging merely by the way in which they present

information and by what classificatory implications they choose to

s

suggest, It must also be remembered that the police informally

classify (screen) those stitable for charging anyway, so there -is

ample opportunity for their influence to be included in the eventual

decision (Dhuéisbel, éanders, and Luckenbill 1979). These sorts of

considerations obviously affect the tenor of decisions made, most

.

often leading to incousistency and confusion.

. * CONCLUSIONS

These general comments, are not intended to be sn exhaustive critique of
the criminal ju%tice‘system, nor are they a prelude to’proposing specific
reform measuresg clearly that does not fall within the scope of this paper.
The intention of this briéf overview is to make explicit some of the less

obvious constraints on the effective

context. If some of the constraints which inhibit valid and equitable

classification are removed, then the problem of larger system constraints an

i
4

+

-

use of classification in its operational .




the use of classifigation must be addressed. Neither of these.changes will be

effective without the othér; decision making»is dependent on good
classification, but good. classification may be less effective without an

ifproved context for implementation.

.

Decision making in the ¢triminal justice system requires both that the law
be followed and that appropriately humane action be taken in the case of each

offender. "Therefore," wrote Melanchthon in his Ethics, "an interpretation

should be ‘applied to every law that would bend it to more humane and lenient

decisions." This is in agreement with Aristotle's definition of equity

(epiekeia) ds the correction of.law, or its adjustment to fit a very transient

human reality. As H. G. Gadamer (1975) states, "the law is dlways imperfect

in itself, but, in comparison with the ordered world of law, human reality is

necessarily imperfect and hence does not allow of any simple application of

the former." This again implies that real cases will almost never fit the

generalized legalistic classes which form the essence of the written legal
code, and that there will always have to be fine adjustments between such real

unique cases and each legal sub-classification. "Consequently," write

Daudistel, Sanders, and Luckenbill (1979), "when members (of the‘jugtice
system) are confronted with concrete cases, they approach them from the

perspective of their typifications, not from the literal meanings of the

stgggtes."

How do the mechanics of classificatory decision making deainwith the
complexity of human behavior in reference to the written law? As was stressed
previously, ét each pointbwhere a decision is to be made within the céiminal
justice: system, classification is nécessq;y to ofder the diversez kinds of
“information generated by an offender, and to suggest appr0p£iate treatment,

disposition, etc. Decisions made including subjective choices are never

Q
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arbitrary, but depend on the use of some sort of more or less obvious

classification schema. These schemas, however, usually d@pend on intuitiva'

ideas about types of people and types of crime. Thls subJecL1v1Ly may cause

de0151ons to vary widely across the system of crlmlnal justice. Where

explicit classifications have been utlllzed, they have; on the other hand,
tended to be woefully: 1nadequate, both metnodologlcally and in terms of
strategies of use. Develomment of valid and reliable ClaSSlflcaclon systems,
along with a program for their effective‘implementation in the larger context,

seems imperative if dechLOns are to be of maximal value to the oifender and

provide maximal efflcx¢ncy for the operation of criminal Justlcen
/

.
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CHAPTER 5 | N
BIBLIOGRAPHIC MATERIALS ON THE USE OF CLASSIFICATION

IN CRIMINOLOGICAL RESEARCH AND ITS USE

WITHIN CRIMINAL JUSTICE SYSTEMS . . : b
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INTRODUCTION

As part of our fesearch pfpgram'on the development and evaluation of
taxonometric methods for use Wlthln the field of crlmlnology we have compiled
an extended blbllography on classificatlon within crlmlnology This bib-
liography will be up-dated during the coursequ our research program. It
should be noted that this bibliography covers general crime and delinquency
studies. It does not focus at all upon the largeg ganeral field of taxonomic
methods. Those studies which are malked w1Lh an asterisk have 1nc1uded
some application of taxometric methods. .

We would be grateful for any respense regarding classification papers

in criminology Whth mlgh“ have been overlooked for this bibliography. We

_are partlcularly interested in locating addltlonal applied crlmlnological

studies which utilize multivariate taxometric techniques.

LI
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"All the real knowledge which we possess depends on methods by whizh
we distinguish the similar' from the dissimilar.”
Linnaeus, 1737

. . ’ k Ef Similarity judgments are critical to the conceptuglization and construc-
tion of all typological and classification systems across ALL disciplines.
Entities grouped tdgether into a class are regardeé as being mutually

if ~ 'similar' to each other in some sehée, and Aifferent from other classes in the
%f ‘ same system. The structure of‘any typological system is profoundly dependent
3 "upon the basis by which ;éimilérity' and 'dissimilarity! are assessed.
VCHAPTER 6 ' : ' | i L %; Within the field of criminology, however, t?e methods by which items are

. ' . : %} . designated as similar rarely, if~ever, come in@o a realm of conscious exblica-

- o ' ' i P L . tion. The basis of similarity in most criminal typologies usuall mai
- CONCEPTS OF SIMILARITY AS USED : T you ~ P gles aLly remains on

B

¥ a tirely intuitive level, and tends to be infl i t
IN CRIMINOLOGICAL STUDIES ! n entirely intuitive level, an 'en s to be influenced by certain unsta ed‘al

iy priori assumptions which eémerge from the investigator's professional bias

©

(behavioral, sociological, psychodynamic, etec.)

|
1% I. SOME GENERAL PROBLEMS REGARDING SIMILARITY AS USED IN
| ' ' PRIOR CRIMINOLOGICAL RESEARCH

o

Some criminological theorists give the impression of asking for an expli-

B 7 e - S i S i e e L

{ cit definition of ideas about similaribty as a necessary prerequisite to any

good offender typology. Kinch (1962), for example, stresses that a criminolo-

| on A . : .
o gical theory must specify the factors which define separate types in a classi-

fication scheme. Gibbons {(1975) similarly states that in a good offender

- e et

typology the characteristics used for classifying types must be made clear.
Frankenstein (1970) speaks of the need for comparing “behavioral units as

clearly separated from each other as possible." ‘Rubenfeld (1967) calls for

. I U




-

e "

Fo

. }(fﬁ

e ey

~114-

the "classification of subjects inte conceptually similar subtypes," while

‘ Hood and Sparks (1970) ask that the criteria for similarity be made clear to

facilitate "easy assignment"‘of subjects to specified categories. None of
these vague statements, howevef; recognize similarity as a separaée and
definable'problem; usually it is inextricably confused with concepts of
"type'. Concepfual ideas of simiiarity remain on the level wﬁich Sparks
(1968) thought was relevant only to 'empirical' typologies; that is, most
investigators ﬁroceed . | ) -

e «Simply by grouping together individuals according to their most obvious
apparently relevant features, so that each group contains members whic

are as similar as possible to each other and as different as possible from

all other groups.*

The general utilization ofi'direct similarity Jjudgments' which "appear to
be based more on intuition than empirical results®" (Summers and MacKay 1976)
leads Lo what Bénniéter (1968) has.called‘the "relative failure of the
diagnostic category clearly to" imply other decisions." Failure to éxplicaﬁe
the manner in which simi{arity‘is asseésed invariably éeems to ‘lead to a
nuéber of logical confusioné ia the b?eation of criminal typblogies. One
consequence of intuitive similarity’ judgments is that thé criteria by whigh
such judgments are made may change over time with a singie subject. Thus we
find an investigator like Kincg (1962) Qscillatiﬁg between behavioral

('offense patterns'), psychological ('self—cpncept'), and sociological

¥We acknowledge here that the structural definition of the concept of a
'type! or 'class' can also profoundly affect the structure of any empirical
classification system. These are usually defined by internal linkage criteria

and/or boundary conditions - see, for example, Wishart (1969), Cattell and

Coulter (1966) and others.

=
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('reference groups") bases tor the Judgment of similarity; or Frankensteln
(1970) who beglns by speaklng about 'behav1oral unlts' but ends up p051t1ng
similarity in terms of psychologlcal variables.

A problem therefore in the intuitive use of simiLarity is that oceca~
sionally more than one concept of similarity is operatlve in a single
typology. Cavan. and Ferdlnand (1975), for lnstance, create a typology u51ng
social contexts as a basis for 31mllar1ty, but then advocate using psycholo~
gical factors in conjuﬁctioh With the initial typology. It also appears that
when 1nvest1gators criticize each other's typologles, 1t is often due to a

mlsunderstandlng concerning the focus of smmllarlty Jjudgments. When Gibbons

(1975) refers to multi-factor analysis as 'explanatory porridge'-and 'causal

nihilism', the disagreement seems to resiQe in differing ideas concerning the

basis of similarity. . : . e
There are criminologicél studies‘extant which have used multivariate
cluster analysis to generate'hypologies, but few of these,%éurprisingly
enougp, state tpe substantive focus of similarity assessments, or what
similarity measure‘has been éhoéen: and why (see section V).
Th&s, the major problems concerning the concept of similarity in erimino-
logical studies seem to'be:
1. Intuitive use of the concept of similarity;
2. Merging the concept of similarity with the concept of a typé -
i.e., fail&re tb recognize similarity as a distinct problem;
3. Shifting the baéis of siailarity from one focus to another
(behaviorgl to psychologicél, ete.) without making this shift
explidit (this maf lead‘to an unsystematic use of more than one

concept of similarity in a single typology);
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L4, Failure to'realize when twe opposing‘typologies are operating on
different assuﬁptions of similarity;

5. When multivariate.clnster analytic.methdds are used, failure to
state what simiiarity measure is being esed, the substantive focus

of similarity, and why tﬁey were chosen.

II. SUBSTANTIVE‘BASES OF SIMILARITY IN CRIMINOLOGICAL STUDIES

1. Behavioral Similarity
Similarity conceived in terms of actual criminal behavior could pro-
1 -
vide a strict basis for criminal behavior taxonomies. However, a problem

exists in the fact that variables from other domains (psycholegical, social,

phy51ologlcal, ete.) 1neV1tably seem to creep into the measurement system. Iﬁ

‘is almost 1mpossmble to find’ any good behavioral taxonomies w1th1n the crimi-

nologlcal literature. Very few uplters have focused upon behavioral simi-~
larity as a basis for taxonomy studies. Consequently (and.incredibly!) the .
entlre field of orlmlnology is almost devoid of good criminal behavior
taxononmies.

The reasons for this omission are not hard to Finds Criminological taxo-

nomists'seem to be fixated on fhe explanatory task and uninterested in the

epidemiological/descriptive task. Opp (1973) for example dismisses behavioral}

classifications on the grounds that such systems provide no information about

why the offender eommitted the offense in the first instance. We see here the

misguided demand that behavioral classification systems should be 'explana-
tory'.‘ Ope seems to ignore the fact that c¢lassification research can have a
number of different purposes, explanation being only one such purpose. Smiley
(19%7) more recently makes thé same mistake, suggesting that descriptive
behavioral taxonomies be dismissed because they are not useful for either

differential diagnoses or treatment.

N
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Aside from misguided appEeeiation ofAthe use of behavioral taxonomies of
crime, a number of other methodologlcal problems have undermlned studies of
behavioral similarity. Some researchers have empha31zed formal statistics
using institutional data such as arrest records, senten01ng 1nformat1qn, and
oéher legalistic data. A number of weil kqown examples of this approach to
behavioral similarity are available - see Buikhuisen and Jongman (1970),
Roebuck (1963), Gibbons (1968), Hartjen and Gibbons (1569), and others. Each
of these published studies-differé‘in the detail of their conceptualization

and assessment of similarity. 'However, they each emphasize behavioral

. #imilarity - primarily assessed utilizing offical data records. Issues of the

Peliapility, validity, cross-sectional sampling of behavior, aed s0 foréh, of
such official data; become expremely impontant'in assessing the worth of ehese'
efforts. We applaud the effort ef such researchers in moving towards
well~-defined taxonomies of cr;minai behavior; however, we would agree with
Hood and Sparks (1970)'that official statistics probably previde only an
ektremely thin and anreliabie slice of the overall deviané behavior of any
person., Gibbons h;mself oroadens the basis‘of the similarity asssessment by
offering the concept of the cfiminal role career. -We suggest that the
assessment of self-reported behavioﬁal simila?ity ; across a multiplicity of
possible crimes, dsing fairly long time iﬂterVals, would have more defensible
levels of reiiability and content validity than most of the approaches men-

tioned above. Currently, there do not seem to be any good studies of criminal

behavior taxonomy making use of extended self-reported behavioral checklists,
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-

good sampling, and defensible taxometric methodology, A large number of

studies have approached the 'criminal-type' problem'through factor analysis of
behavioral ratings (Quay 1966, Gold 1970, and others). We adopt the position
of Cattell (1965), Lorr, Jenkins and Medland (1955) and others,that factor
anelytiC‘methodology is !'fundamentally inappropriete' for the discovery of

taxonomic systeme. If these above researchers were attempting to discover

'types of criminals' with their factor enalytically orientated studies they
were utilizing'innappropridte methodology and were probably unaware of the

earlier issues raised by Lorr, Cattell, and others, regarding the usefulness

of factor analysis for the discovery of 'types'.
.2. Sociological and Social Sﬁructural Bases of Similarity

The investigators in this category see similarity in terms of social

contexts and social processes. Kinch (1962), for example, uses the delin-

quent's orientation to soeietyyand.to a 'reference group’. }indesmith and’
Dunham (1941) also see similarity in terms of the criminal's relation to
society, as does Harary (lééo)‘in his reformulation of Merton's typology of
social deviance. Dorn (1969) éakee'a'similar tack, concentrating on the
criminal's attituée toward society,.and using the Yinger-Cavan concept of sub
vs,lcontracultural delinquenoy Clark (1964), Schrag (1961), Sykes (1958),
~ Garabedian <190u>, and Cohen (1971) ‘use variouz 'social role! models of
similarity, while Smith and Austin explore the concept of socialization.
- Cavan and Ferdinand (19%5), along with Yablonsky (1981), aleo see similarity
in terms of relation to society and to a delinqdent peer group.
The utilization of sociological and social structural variables as the

basis for similarity assessment in criminological and deviance studies is

primarily justified by the argument that the definition of deviance involves

-~y
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class, social roles, soc1a71zatlon prooesses, and so forth are viewed as
eritical factors within any valld explanatory cla331ficatlon system for social
devmanoe. A maJorlty of sooiologlcally orientated typological systems have
been theoretical in nature, and therefore have assegsed similarity only on a
very few broad social structural variables (see Cloward and Ohlin 1969; Merton
1938 Harary 1966; Cohen and Short 1958; Thrasher 1963, and others). The
theoretical nature of these systems has meant that most of the major issues
around 'similarity' were never really addressed. The concept could essen-
"tially remain implicit and theoretical. The statistical and conceptual 1ssues
which .might have come to light in its operatlonallzatlon could be overlooked.

The
main crltlclsm of basing. similarity only on social phenomena ig the

a
. failure to provide an adequate treatment of 1ndlv1dual diffevences and an
¥

inadequate treatment of learning processes. There is the danger that certaln
crltlcal dlfferentlatlons ‘Will remain hidden within the typology. The
resulting typology will be completely Unable to make certain eritical
differentiations. The omission of such differentiations will result in
serious errors of over—generalization, and the emerging types will logically
contain an undue amount of withln-type heterog meity. This will, in general,

seriously damage the predictive accuracy of any typologlcal system. 1In

commenti
ing on s001ologlcally-based classification Systems of offenders Bott
oms

(19 3), for instanc men a hi
e, com W hi ) k
7 r ' ents th t ", . .wit in this sociological framewov ’

h - p y a. - ans ale not ed at per e

3+ Psychological Similarity




b

~120~-

(I-level). Butler and Adams (1966) operéte on the same assumption; in

Subjecting I-level data to Q~factorlanalysis (although no relation between'

.
o

Q-types and the I-level types were found). Frgnkensfein (1970) uses
psycholégical etiology as a Sasis for similarity. Meye} and Megaree (1972)
Aevelop a typology Eased on the MMPI, while Smith (1974) .compares the Eysenck
and Jesness personality inventories. |

Psf&hological orientatibhs to the assessment of similarity have been
ceriticized for being overly narrbw in focﬁs-(primarily for the omission of
social influences). Smiley (1977) argues that typoldgical systems baéed on
multi-trait personality inventories such as the 16PF, CPI, an? others, have

'eoo only limited value in discriminating between different levels and type of

delinquent behavior.' Erickson and Roberts (1966), Smith and' Austin (1974)

and ‘Hood and Sparks (1970) have also made this criticism within the crimino-

LI

.logical literature.

The primary assumption of the use of a psychological focus for criminal
éypological studiés is thét criminals are emotionally or psychologically
disturbed in certain ways. Motivational patterns, ingellectual variables,
personality traits, beliefs, psycho—analytigally based variables, and so
forth, enter ints this perspecﬁive; This orientation has had the strongesb ‘
popular appeal, ;nd there aré innumerable theoretical and empirical taxonomics

which base their 'similarity aséessments on' psychological characteristics of

- the criminal population. . The pﬁoliferation of innumerable (mostly over-

lapping, non-operational, partial and untested) psychological systems has lead
to confusion within this field of study. An overabundance of partial typolo-
gical systems based on some uﬁsystemahic psychological hypothesis is

possible. Shafer (1969), pp. 163-164, for example, writes,

s " S T e e it e oy s
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"...to catalogue all psychological typologies would be close to -
impossible. This is especially the case since the Freudians got into the
act." : '
4, Soecial Psychological Bases of Similarity
Within -this perspective, a mixturebof social and psychological factors are
taken as the basis for similarity, Glueck and Glueck (1965) see similarity in
terms of personal etiology and social context. Kinch (1962) uses a scale of
self-assigned personality attributes as well as attitudes towards society as a

whole. Gibbons (1975) uses the concept of a 'role-careepr' which is partially

‘ . .
socially defined and personally generated. Felice and Offord (1972) assess

'similarity in terms of family and larger social contexts, while Marshall

(1973) uses Reckless! containment theory (i.e., scale of internal and external
'containment!').

The basic problem is that all of the earlier classificatory type-criteria
are only partially descriptive of the bersons being classified., It has been |
suggested that for a much’ more stable, reliable, and powerful explanatory '
typology there should be a more comprehensive representation of the dbmain of
etiological forces.. Warren hints at this position in her 1966 paper:

"Clearly the last word on typologies has not yét been written.

Sociologists continue to accuse psychological typologies of taking

insufficient cognizance of environmental factors; psychologists

continue to actuse sociological typologists of having insufficient

regard for intra-psychic factors. Nevertheless it is now possible

to find investigators who are attempting to link theoretically the

sociological, ﬁsychological and situational variables which are all

relevant to a completely satisfactory taxonomy."

Ferdinand (1966) similarly endorses an approach which brings together
sociological and psychological variables in the construction of a general
explanatory typology of d¢linquents. Focusing largely on the explanation of

Juvenile delinquency, Ferdinand provides reviews of dozens of different

typological schemes. These are classified into two laige classes termed
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nsocial typologies" and "psychoiogical typologies". Ferdinand fina%ly

proposes that there must be a converéence of thgse two general‘classes of

.

type-criteria if definitive explanatory typologigs are to be constructed.

A number of more recent eriminological studies have utilized this broadly

bésed soclal psycholégical perspective in cgnjunction with. taxometric

approaches (see,'for example, Brennan and Huizinga 1975, Donovan 1977, Brennan

et al. 1978, and others).

.

III. EXPLA&ATORY THEORY AS A GUIDE ?O THE
SPECIFLICATION OF SIMILARITY

For certain purposes'(e.g.‘partiqularly prediction, model ?esting, and the
creation of explanatory-theoretical typologies) it is clear that prior theory
will ;rovide guidelines for tpe specification of atbributes which will enper
into similariby assessmenﬁ for taxonomy construction. The assessment of simi-
larity therefore will often bg &i;éctly guided by the priorwbheory. The |
theory will provide the rationale gnd justification for the relevant attri-
butes of” the offendérs on which they are assessed as similar o;‘dissimilar.

Theoretical justification, nowever, although preferéble is only possible
when.good'theories are a&ailable. If there are a large number of poorly
developed, ill—teéted, and partially valid @heories, the usefulness of the
theoretical develépment within a discipliAe will be dramatically reduced. The
opposite extreme fron carefully'juébified theoretical relevance for the
attribute space for similarity assessment is often the ad hoc 'shot~gun'
approach in which intuition, guesswork or the simple avallability of data,
govern the selection. Almost random mixtures of demographic, social, psycho-
logical and behavioral data arg'lumped tdgebhev in the assessment of simi- |

larity ésee for example the typologies of Baer 1970, Glueck and Glueck 1965,

Roebuck 1967, and others.) The more theoretically orientated researchers are

-
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horrified by this-practice and‘;'lively debate on this issue has continued for.
over a decade within the criﬁinological literature. The ad hoc abheoretical
aﬁprpach has‘been'dubbed'as'the 'multi~-factor apéroach' (see Hood and Sparks
1970, Reuterman 1973, and o;hgrs). The question immediately arises
'similarity of what?! Therébis no ¢lear answer to this question when one
considers the often chaotic collection of variables wﬁioh some researchers
wish to utilize in oriminological taxonomic studies.

The main lines of‘the.débatelregarding theoretical vs. multi-factor

approaches to the specification of variables for similarity as§e§smenb have

been outlined by a number of researchers and we will not review this material

- further (sée Bottoms 1973, Cohen 1957, Gibbons 1975, Reuterman 1967, and

" others). However, from the perspective of similarity assessment and taxonomic

analysis, it seems that a number of critical issues shouid be mentioned.

1) The problem df irrélevant variables: The asseasment of similarity‘and
the consequent taxonomic clagsificatbtion may be sgriously ﬁﬁdermined by the
presenge of irrelevant variables. Ball (1965, 1970), Wishart (1969), and
others, have demenstrated the manner in which the presence of irrelevant
variables may distort the similarity assessments and blur the boundaries
between classes. We suggest that the mu;ti—factov approach is much more
likely to lead to serious distortions of the taxonomic process as a result of .
irrelevant information than a more theoretically orientated approach - since
in the former there is Usually no clear knowledge of the relevancy of many of

the included variables.

2) The problem of non-cumulative proliferation of research: 'As mentioned

elsewhere, there is a serious ﬁroblem in taxonomic research of integrating the
findings from different studies, so that thére may Le some coherency in the |

development of the discipline. Research which is characterized by an ad hoc

LY
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mixing of concepts, variables,'assumptions (whioh are often cpntradéotory) and
languages from multiple theorebical'approaches,.is often impossible to
integrate. Popper's (1961) view of scientifie progress as the development,
clarification, and validation of a line of aqgument becomes almost impossible

ﬁo the extent that ﬁhe 'line of argument' becomes‘utterly‘blurred within the

mul ti-factor approach. Coherency and the cunulative improvement and vali-

dation of studies would appesr to require a stronger theoretical focusing of
the substantive bases (the attribute space) for similarity and dissimilarity
assessments in taxonomic studies of crime and delinquéncy.

3) The problem of infinite proliferation of taxonomies: The scope of the

taxonomic task in criminology is already large and does not really require

endless expansion{ There is an infinity of possible combinations of sub—sets

of the different domains of social, psychological,_psycho—dynamic, behavioral,

and physiological variables whioﬁ\could potentially enter into taxonomic |
research in this area. Careful theoretical work would be fequired to prevent
an endless multiplioation of diffegent, fartially overlapping, sets of classi-
ficatory variables. The ad hoc ‘shotgun' approach to the specification of
variables for similarit; assessment could clearly .lead to such an undisci-~
plined expansion.in the number of studies. The situation is already serious,‘
as Ferdinand (1966) implies by referring To '...a veritable torrent of
typologies...!'. ;'

In conclusion, although we woold generally agree with Bottoms (1973), Hocd
and Sparks (1370), and Ryan (1970) regarding the sorry state of theoretical
development in criminology and the social sciences in general, it seems
imperative to opbimally'utiliqe available theoretical development in the

further development of taxonomies for crime and delinquency.

Reeia
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IV. SIMILARITY IN CRIMINOLOGICAL STUDIES
USING QUANTITATIVE CLASSIFICATION TECHNIQUES

‘ The utilization of any sort of multivakiate‘clustering method would
seem to automatically imply an explicit search for the most appropriate simi-
larity assessment. It would naturally be expected that soudies involving
cluster analysis would make explicit mention of the similarity coefficient
chosen and offer justification for the substantive focus of this assessment.
However, in most published soudies the basis for an assumed similarity is not
méntioned. This again suggesgs that the importance of similarity judgments is
not recognized even where the objecﬁive classification method-requires,an

explicit consideration of it. Occasionally, a statistical method rlgldly

*imposes the use of a specific 81m11ar1ty measure (as is the case of Q-factor

analy31s, in which the correlation coefficient is inherent) Nonetheless, a
thorough understanding of thé appropriatehess of varlous sLmllarlty measures,
and thelr effects on the data when used with different nethods, seems 1mpera—
tive if quantitative classification analysis is to be used with maximum
effectiveness,

The'following diagram specifies.the method, sTmilarity measure utilized,
and substantive focus of eleven studies which use quantitative classification:

techniques. Also provided are any statsments made by the authors which

attempt to Justlfy either the similarity assessment made or the substantive

focus of the variables. As can be seen, virtually none off the studies contain
reasons for the use of a particular similarity coefficient, though a few
provide justification for ohe use of a method which invariably uses a specific
measore: Of these studies, only two (Fildes and Gottfredson 1973; and
Hindelang and Weis 1972) made explicit mention of the- similarity coefficient

utilized; in the other cases, the measure of similarity was deduced from the

method used.
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SUBSTANTIVE . '
STUDY METHOD SIMILARITY FOCUs JUSTIFICATION STATEMENT

Gilbert, J. 1972 Predictive attribute| monothetie socio-psychological "...study of the institu-
"Delinquent (approved analysis similarity ' tion of the family should
school) and non—delinquent : be at the core of any
(secondary-modem school) sociological study of
girls" deviancy." N6 methodolo-

gical justification., -

Collins, Burger and Taylor Q-factor analysis correlation psychological (use None

1976 coefficient of MMPI)
"An empirical typology of
heroin abusers," '

LeBlane and Biron 1978 correlation of ) behavioral (one cites lack of self~-report
"Psychological and socio- Prevalence diver- scale) and socio- behavioral typologies:
logical correlates of a - sity scores for psychological does not state why they
behavioral typology of self-| one scale; discri- (other scale) should be desirable. No
reported delinquency,' + minant function methodological justifica-

' : analysis performed tion,

+on other scale
Kulik, Stein, and Sarbin ) BCTry Euclidean behavioral. states that Q-typing in
, 1968 distance BCTry system "provides an
"Dimensions and patterns objective means of forming
of adolescent antisocial a typology"
behavior" ‘

Hindelang and Weis 1972 BCTry Euclidean two scales: one method used produces clus-

"Personality and self- distance behavioral and

reported delinquency,"

one psychological

(attempt to corre-

late them) ,

(test of Eysenck
personality scale)

ters which are defined

by variabltes that are
"highly interrelated,

have the greatest possible
generality, and are as
independent of ‘each other
as possible." BCTry
allows the user to "evalu-

ate the clustering pro- ﬂ

cess from.step to step."
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SUBSTANTIVE

STUDY METHOD SIMILARITY FOCUS ' JUSTIFICATION STATEMENT
Blackburn 1971 | Lorr and McNair use of psychological

"Personality types among
abnormal homicides,"

method

Q~correlation

psychological (MM?I)

variables necessary to
understand criminal
behavior

Baer 1970
"Taxonomic classification”
of male delinquents from
autobiographical data and
subsequent recidivism,' -

Hyvarinen (pro-
gressive devia-
tion from a mean)

Mixture (unclear)

None

Fildes and Gottfredson
‘ L 1973

"Cluster analysis in a.

parolee sample," ‘

Association anaiysis
(and Gower's
method)

comparison of
Cramer's sta-
tistic and the
multiple corre+
lation coeffi~
cient

Institutional
(parole) record

different clustéring
methods produce different
structuyres; thus methods
must be tested as to
their validity and effec~
tiveness relative to pur-
pose '

1968

‘an égglomerative

behavioral and

.o o 1972

Jenkins and Boyer None
"fypes of delinquent technique sociological
behavior and background .
factors,"
Wilkidson, Spotts, and Doyle BCTry Euclidean Mixture None
distance
"The predelinquent inter-
cept project," .
Swanson and Mobley 1976 BCTxy Euclidean Behavioral
. : distance

LR
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V; CONCLUSIONS

This review of published criminolégical studies wh;ch utilize quahbitative
classificatorﬁ techniques indicatesAa remarkable dearth in the treatment Sf
similarity. This is remaﬁkable for two fundamental reasons. Fi;stly, the
stqucture of any taxonomic system or classification is profoundly dependent
upori thé mode. of assessment of sim;larity.. Q-correlation, Euciidean distance,
cosine, the dot product, and so on, haﬁe'been shown to measure quite different
structural aspects of similariby and to-give different taxoﬁomic structures
when applied to the same data.sets (Downton and Brennan 1979, Wishart 1970).
This finding holds true for both artifiéial data sets and real criminoclogical
data. It seems, therefore, that the lack of attentlon to the treatment of
similarity (both statlstlcally and substantively) is a very serious over51ght

on the part of eriminological researchers. Secondly, the trend towards the

use of quantitative statistical methods in taxonomy construction is associated -

with the general move away from subjeoiive,'intuitive, and non-systematic
methods. Methddologicql eXplicitnesé and objectivity are the hallmarks of
éhis newer-quantitaﬁive abpréach. 'We are clearly faced wihh the paradoxical
realization that the apparently objective quantitative'approaches to taxonomy
construction actually contain a number of relatively sﬁbjective decision
points. It is important that CPi@inological résearch users of these methods
are fully aware of, and inférmed about, the implications of these decisions.
Needless controversy, inconsiétent findings, and noﬁ-replication will continue
to plague the field of criminological classification to the extent tﬁat these
critical decisions continue to be fogged 9ver.and treated implicitly. At the
very least such decisions (e.g. the focus of similarity, thelchoice of &
statistical similarity coefficient or the pa;ticular 'stopping rule' used to.

determine the number of types in a taxonomic system) should be stated

]
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explicitly. This would move the state of the art of crlmlnologlcal ClaESlfl—
cation further towards the goal of ob3ect1v1ty and ‘greatly enhance the possi-

bl}lty of good evalgatlon_and replication in classificatory research.
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INTRODUCTION |,

An overwhélming variety of similarit; and dissimilarity measures hasg been
proposed{ but many are minor &ériations of the twe stendard popular onest
Euclidean distance d and the correlat;on.coefficient'rij. (rij refers to
the Pearson prodﬁcp-moment corre;atibn coefficient used to measture the gimi-
larity between objects i and j, as opposed to its original purpose, as ny’
to measure the similarity between variables x and y. This meesupe of corre-
lation between objects is often called Q-correlablon )

Some similarity measures attempt to overcome specific weakﬁesees of d and
rij' For example, Pij is defeetive in that it is sensitive to changes in
the dlrectlon of measurement of the varvables. Cohen (1969), Howard and

s
Diesenhaus (1967) and others, point out that on rating scales like'
extraversion-introversion or l;beralism~conservatism, or on a semantic differ-
ential scale like goodfbad,'tee'direction of scoring may be totally arbitrary
- either side of' the scale could be scored “high" and the other "low". Yet
reversing the direction of one ieem can alter the value of iy SO much that
the computed simiiarity is changed from a high poscuitive value to a negative
value. Thus arbitrary decisions in an experimental design may drastically
affect the computed similaeities ane the classification systems which are.
based on those similarities. ATo oeercome this defect, Cohen devised a modi-
fication which he calls Ty which has the same descriptive properties as

' 3 I3 s . " . t ']e
r put is invariant under reflection of'the variables (reversal of ]

l’?/‘

scales).

Cattell (1949) eeveloped a similarity measure rp‘which is a function of

d2, has the descriptive properties of d, but is expressed on a scele of ~1

Al

0
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to +1 like a correlation coefficiedt. It is particularly va]uable for certain

purposes because significance levels for rp have’ been computed (Horn,

1961) Thus 1t is poss;ble to determine whether the rp similarity between

two individuals is statistically significant or not. However, there are

‘problems in using these tables of significance Wwhen measuring the similarity
of two groups (Cattell 1969 Cattell ‘Coulter and Tsujioka, '1966). As a
result, for clustering purposes it would have little or no advantage over
Euclidean‘distance. In facb; Rohlf and Sokal (1965) point cut that within the

range of d.observed in numerical taxonomlc studies there is Drnnuically a

~

linear relatlonshlp between d and rp, therefore cla531flcatlons based on

these two coéfficients would be nearly identical.

MAHALANOBIS D? : ORTHOGONALITY OR IMPLICIT WEIGHTING OF ATTRIBUTES

Y

A dlfference of opinion on whether it is essentlal for variables to be

orthogonal leads to more optloqs in the choice of a similarﬁpy measere.
Cattell, Coulter, and Tsujieka.(1966) emphasize the need for variebles to be
orthogonél before clustering is attempted, fér if they are not tﬁen some
factors-receive an implicit but ueknown weighting. For this reason, factor
scores rather thanltest scores are recommended in computing Cattell's r ,
Other authors (Morrison 1967; Overall 1964) caution against the accidental
overweighting of some factoES wheh iﬁtercorrelated variables are used to com-
pufe Euclidean distance, pecom@endihg Mahalanobie' generalizedvdistance in
preference. '

The eifference between Euclidean and Mahalanobis' distances cau‘best be
be‘repreeented in m-dimensional

seen in matrix notation.” Let the individual i

b
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space by tne vector\Xi = x}l .+ The vector of differences betmeen Xi
X,
im Xin- X
and Xj on each variable may be written Xij = :
‘ . X;m "ij
N X,
Then cI" 2 (X=X X 3
‘ . i is D2, = X., C™X. . where C"t is the
Mahalanobis' distance is Dij = X5 45

If the original raw
-1

inverse of the covariance matrix for. the m variables.

variables are orthogonal and havé been standardized then C is a scalar

. 2 2 ...
multiple of the identity matrix, in which case D and d” will be the same

- except for a scaling factor.

In effect, Mahalanobis D2 tpansforms the individual's scores into

: - whi 11d be produced by a
weighted versions of the orthogonal components which woul o}

. > .
principal components analy31s, then computes d” on these’ components This

» g

may be seen as folloWws. Let A be the mxm matrly contalnlng all of theA

principaiucomponent vectors for the set of m varlables, and let /\ be.the

diagonal matrix containing the principal component variances 2¢
—%x 0 ‘OT
A=lo mo
) 0 A

73 ! = T
The covariance matrix C can be expressed as C = A /\.A', and AA 5 thus
the 7&; are the eigenvaiues of C. (Background for this may be found in

Omerall and Klett, Applied Multivariate Analysis, 1972.)

\l
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point out, the last components may be almost entirely due to error of measure-
ment S0 equal weighting 1mnlles that unrellable components may in effect be
overweivhted. Thls ‘is generally not a problem if the purpose is to measure
differences between relatlvely la;ge groups, because such groups can be
‘expected to show negligible differences on factors whlch cons1st largely of
error. However, differences between individuals or small groups could be
affected greatly by a factor that represents mainly measurement error.

For the purpose of detecting clusters within classification analysis,
equal weighting of the components implie“ that clusters in component space
will be stretched in the direction of the minor components and shrunk in the
direction of ‘the major ones. Although the number of.clustens would not
actually be changed, their shape and separatlon cot ld change a great deal
thereby altering the effectiveness of the various clusterlng methods.

In short, the numerical taxonomist'is faced with two alternatives, neither
of which is entirely satisfactory. Using Mahalanob}s p? is 'likely to result
in overweighting of unreliable components. But using d on the originel
variables leads to an 1mpllc1t weighting of factors assoclated with those
varlables. Cronbach and Gleser, in the artisle cited above, argue for the use
of d rather than Mahalanobis D2, maintaining that d can be interpreted in a
meaningful way even when it-is.épplied to correlated variables. When the
variabies have been standardized each is given equal weight in the computation
of d; hence a factor represented in several correlated variables will receive
extra weight. 1In effect, d weights factors according to their representation
in the original attribute space. Cronbach anq Gleser assert that often this
weighting occurs because the factor is considened especially important to the
problem under investigation. This approach, however, requires that the ori-
ginal set of variables be chosen with great care!

1Y
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EUCLIDEAN DISTANCE VS. CORRELATION: SOME STRONG OPINIONS

While Catte.ll’s'r'p and Mahalanobis"D2 may offer improvements on d for -
some Qurposes, both measure.the same basic aspects of resemblance between
ebjécts that d does. Similariy, albbough Cohen's rq eliminates one defect

of 'r,., it was devised to measure the¢ same aspects of resemblance that r

ij ij

. . AN
" does. A more critical contrast betwéen measures of resemblance is that

betw?en d.and pij themselves - the tyo‘most popuiﬁr and frequent;y used
measures. |

Many researcheré héve compaﬁed the results of.the two, using both natural
and artificially'generated data, and come up with strong and, as might be.
'expected, opposing preferences.as a result. Findings on artificial data sets
are interesting because the "correct™ clustering outcomes are known.
Edelbrock (1978) compared the élustéring results obtained from four different
hierarchical methods, uéipg d gnd bij on 10 of Blaéhfield‘s értificial data

sets. He found yhat rij produced more accurate clusters than d with all

four of the clustering methods. Wishart (1972) similarly examined both d and

BN

d performed well, the results obtained using Fij were very unsatisfactory,

r.. on an artificial data set dsing a ‘k-means algorithm and found that while

leading Wishart to conclude that its "future use is not recommended". It will

be seen below that pij MUST fail on %he‘particular cluster configuration in

Wishart's data sef;.

Studies comparing d and rij on real data sets have demoﬂstrated that the

relationship between similarity matrices pyqddoed by the two measures is defi-

nitely non-linear and that clustering resulﬁgiare quite different depending on
1

i

which similarity measure is chosen (Rohlf and’Sokal, 1965; Moore and Russell,
1967; Green and Rao 1969). Since the "correect" clustering solution in using

real data is usually unknown, the results of such comparisons are often

€
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confusing gnd ;equire an understanding of both the data and éhe similarity
measures. Soka} ana Sneath (1973) cite ‘the comparati&e stédies on similar;ty
coefficients by Boyce (196§)Aon hominoid data and Sokal and Michener (1967) on
bee.data, both of which conclude with a preference for r;, and the group-
average clustering method. These préferences are strongly based on these
authors'ﬁpast experience with their data.g;oups, not on confofmity with
externally defined criteria.

&he défects of bij as a'similarity measure have been pointed”out per-

suasively by a number of authong, notably Cronbach and Gleser (1953), Cattell

(1949), and Cattell, Coulter and Tsujioka (1966). It is not difficult to

‘construct artificial data sets in which clusters cannot be differentiated and

absurd‘results are produced by rsj (see Wishart 1970, Eades 1968). Yet para-
doxically, many researchers continue to find thaé it produces the kind of
classifioationé they are looking for. Sokal and Sneath (1973), referring ta
applications in ?iology,'recoamend rij.as thé most useful similarity °
coefficient, suggesting that it prdvidesn"the pu;est measure of shape of the
commonly used resemblance measures"; - Similar views héve‘been expressed by
some researchers in psychology; é.é. Cohen (1969) in proposing his reviseai

version.

RESOLVING THE PARADOX: A BRIEF LOOk AT THE COMPONENTS OF SIMILARITY .
The disagreement described above is not gsgparaddxical as it may seem.

After all, different research pu}poses require focusging on Aifferent'aSpects

of similarity; different features of the objécﬂs under study may be important

for different purposes. The features are reflected both in the choice of

variables and i# . je choice of a similarity measure.
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The measured similarity between two objects can be separated into 3
distinet parts, which Cronbachﬁand Gleser refer to as shape3 elevation, ahd
scatter. ¥ - . -

Elevation (frequently called "level') of a profile.ié the within-profile

-mean; that is, the mean of all the attribute values in that profile; When

comparing two profiles, the effect of a difference in.elevation can be elimi=~
nated by subtracting the respective elevations from all of the attribute
values in the two profilés..

Scatter (sometimes referred, to as "accentuation" or "variance") of a pro-
file is the within-profile standardAdeviation; i.e., the standard d;viation of
the attribute values in that profile. When comparing two profiles, the effect
of a difference in scatter can be'eliminated by dividing the attribute values
in each profile by a scalar multiple of their,regpeqtive.within—profile
standard deviations.

§D§E§ of a pbofiie is the gonfigurahion of attribute values that is left
after ele&ation and gcatter have been removed. (Oéten usage of the term is
less specific, sémetimes meaning @hat only eievation has been removed, as in
the "Shape component of distance" deseribed by Sokal and Sneath, 1973, ahd
ascribed to Penrose, 1954.)

Sokal and Sneath use the term "size" lgosely in reference to elevation,
sqatter, or vector length, notldifferentiaﬁing bgtween them. Elevation and
scatter taken together represent fairly Qell the intuitive idea of the
physical size of an object. A possible analogy in studies of social deviance

or psychopathology might be the "seriousness" of the disorder,

-

¥Other ways of dividing similarity into components are quite possible;
however, this particular approach is the most useful for describing the effect
of the correlation coefficient.:

Q

5

S
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Returning to the issue of comparing d and r..; their differences cah be

1
described in the above terms. ’Euclideén distance lumps shape, elevation,Aand
scatter together in a single meaéurg of overall dissimilarity befween two
objects, or profiles. . If the rélative "size" differenoe between two objects
is great, then similarity in shape may be virtuall& unrecognizable. If the

purpose of the research is something akin to grouping the mouse and the

peccary together in a cluster c¢alled "rodents" then‘theré is good reason to

"attempt to reduce the impact.of'size~on the comparison. Otherwise the mouse

'might seem more closely related to the frog! The impact:of size can be

peduéed by choosing variables in.the form of ratios, however, to eliminaté és
much correlation.between variables as possible (Rohlf and Sokal,‘1965). For
example, 1eg length could be expressed as a proportion of total body length.

' TheAgorrelation coefficient-toﬁally eliminates elevation and scatter fr&m
hhe‘comparison of objects. A l?ok at the eqﬁation for computing pij will

demonstr;te this. When mntpe number of variables, the correlation between

points i and j is ‘ ’ .

‘ . subtracts elevation

‘%_ (XI'K“Z'\)(Xj“—yJ')

r”, = X2 (.

t M _— —
j J}Ci (X'l'p(-x.(.> k’é{ (XjK-X]')

=} .
1i*-;~—-§i:=>~divides/by scatter

'
'

An interesting difference of opinion has arisen in’psychology over whether

size eflects should be eliminated: Cohen (1969) argugs that differences in




s

'comprehensive personality test.(sueh as the 16PF)."

‘elevation and scatter.
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elevation should not contribute to a measure of profile similarity, saying

"...unless correlations between elements are positive and non-trivial, no

meaning can be‘attaéhed to a difference in level, Thus, a level difference

would have' meaning for intelligence subtests, but not for the subscales of a
But Cattell (1969), who
in féct developed .the 16PF test, aftacks the correlation coef}icient
specifically becausé it compares Bply the shape of two profiles and ignores
He deliberately devised a similarity measure based on
62 which combines shape, elevation, and scatter, and has gsed it éxtensively )
to measure thé siﬁilarity between two individuals on the 16PF personality
factors.

A novél comparison between numeriéal measures of‘similarity and the more
subjective assessments of similarity by human’ experts was’geported by ﬁuldobn

It may help to explain the populariﬁy of r,. among

iJ
Similarity rankings of 20 profiles based on %émperament scales

and Ray in 1958.
psychologists.

were obtained using 6 different numeric similarity measures and the opinions
of 11 clinical psycﬁologists."Thé rankings obtained from these 17 sources

were cor}elated by the rank-order technique and factor analyzed. Eight of the

11 psychologists agreed dlosely with that similarity coefficient which

measured only shape, eliminatiné'elevation and scatter, Although the

agreement was not perfect, shape of the profile was the main determining
factor in the psychologists' assessments-of similarity. It is interesting to

note that the other 3 psychologists produced rankings quite different from the

8 whtt emphasized shape. . The clinician who took the longest time to rank the

profiles had a factof structure practically identical to Euclidean distance

(represented in this experiment as Osgood's D).

e
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SOME COMMENTS ON CORRELATION

overlooked, by using the correlation coefficient.

If the redearcher determlnes that shape really is the key feature of
similarity for his or her experlmental purpose, then it lS still appropriate
to be aware of the errors that may be introduced, and the clusters that may be
'Maqy.of the delfects of"
rij have been discussed ip detail in the'classio article by C;onbach and
Gleser (1953) and will not be reiﬁevated here. Rather, we propose to
re-examine some of the mathematical proberties of rij’ and their appliéatioﬁ
to specifié examples., L

It helps ﬁo aék first which objects wili be called "iéentical" by a

similarity measure. Under Euclidean distance, two profiles are identical

[N

(that is, d = 0) only if their measurement on every variable is the same, i.e.

Under correlation) the value r,, = 1

Xepo = Jk for k =1, ...m. ij

indicates "perfect similarity", i.e. that the profiles i and J are identical

for the purposes of the research. We will look at the conditions under which

r‘iJ. = 1.

Let X, = | x;2 represent the vector of scores in profile i.

A linear’ transformation of a vector X is written Y = aX + bl

Qs
where a and b are scalar constants and I is the unit vector containing all l's.
Suppose that the vector X‘j is a llnear transformatlon of the vector

Xi. Then X‘j = axi + bl for some constants a, b, and the vector X
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locks like this .. - - . {
i : X{I ) a X+ ‘:) . '
/ : ) : .
N X o 'X.jz _ aXiz+ b
| X{m : a Xfm“”’"
i L. . Lo -
gl
Furthermore, the elevation of the vector X; may be written
, . — |- m ..L. M ot a’ - o—
: e S x = RS (axeh) 2 22 x4 b = aX +b,
j Xj‘ m % ix ™M & { ) oMo Tk . ¢
s ' '
The correlation between Xi {and X‘j will be
| r.o= = (X"K“X"')(Xo"ﬁ“”‘a')
( i'j

\) E (K= X ) Z.C)(;'z ‘y;')h

| _ Z G- 7o) @itk =2 Bemb)
o . S —
O ' A [ & (i T)" 2 (aXeerh =4 % =b)
o | | -

a Z_ (X«'I( - X('}

) ) o\
v . R , \ﬁ;z<<f- Cxc‘/('— Xy Y.>

-

i

L & (a0 .
| Ty {-1 % a<o |
|
Thus any linear transformation of the vectof X such that a >0 will
' EC‘ correlabe perfectly with X. F.ur'ther‘mor'e, any linear transformation ,of X .such
that a < 0 will have perfect negative correlation with X and hence is
considered by Pl;,j to be the diametrical opposite of X.
;C. In the equation XJ. ‘= aXi + bI (a >0), the scalar b r‘epresen.ts the
" difference in elevation between profiles i and j, and the sc'alar a represents’
§ the relabive scatter of profiles.i and j.

7
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The four profjiles shown in Fiéur?e I all correlate perfectly: r‘ij = 1

for each pain. They have identical "shape" as judged by the correlation
coefficient. (Incidentally, 'Xl and X, differ only in elevabion; X, and -

Xy differ only in scatter.)

| FIGURE I o - 1

X = <’)’Z) ""7‘,'0 ' .
Xo= X+ 2I = (3;4/;o, /) :
Xg_: oZX,."‘ I = (él 9). 0) 'L)
|

Xe = H X =§I=(% 0~ -F)

.
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FIGURE IIX
e L p o= gt oL L
XS 4. Xl (4’&) L, 4)
/ :-—-L f~—% .....L- ...—L -L... -1-
2F Xy 7 X _( ¥, T2, 3 4)
a x_g‘.__./\//'“—..;__‘
X!,h"'“-/
_2‘-..
',
Profile X. in Figure II correlabes perfectly with all of the proflles in

5
Figure I, but is diametrically opposed to profile X6: Peg = -1l. Thus

although X_. and X6 are both small in "size" they have opposite shapes.

5 "
‘This would conbinhe to hold, no matter how small their size became. That

= -1, so these two
is, if X7 = ,o X and Xg = /0.0 X , then rqg ,

proflles are as dlfferent as thej can possibly be from the perspective of

r,.. When the scatter of a profile ‘becomes close to zero, it is quite
pzisible for the error of measurement to blot out whatever sligh? amount of
shape is present, producing a "shape"‘based_on error alone. Ass;gnment to
clusters would clearly bé @eaningléss for such cases; and yet they will not be
detected unless there is some special test or unless the secatter is precisely
zero (in which case rij cannot be computed). If such a situation is likely

to arise in the data, then a provision should be included to remove profiles
which a;e nearly flat (perhaps assigning them to a cluster of their own, or’

o

declaring them "outliers").
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A practical (somewhat facetious) example will indicate that rij may be
appropriate if one is primarily interested in grouping individuals by kind 'and

not by degree. Consider the following (abbreviated) questionnaire:

Responses

How many times in the last

year have you done the .Person A Person B Person C Person D

following?
1. Snuck into a movie theatre ‘ 0 0 L, l3
‘2. Stolen a ca% o - L 18 | 0 2.
3. Robbed a little old lady - 0 0 0 2

"+Conclusions based on correlations:

(L) Persons A and B correlate perfectly: Pag = 1. We can cluster them into

a.group called "car thieves", |

(2) Pag = - 1)2 and rp..z - 1/2. So both person’A and person B must be |
quite different frcm person C, and to the identical extent.

(3) CD = 1, so person € 1s exactly like person Dl (We admit that in prace
tice, with a large number of variables, it would be an extremely unusual
coincidence to get a match like this, however.)

It is apparent that Pij Wwill scparate the "specialists" like person B from

the "zeneralists" like person‘DQ It will also separate each of the

"specialists" into an appropriate category, perhaps creating groups of

specialties that tend to go together, Such groupingé could- be useful in

classifyin§ erimes, but leave muuh to be desired where claszification of

/ D

W

individuals is concerned. (It should be noted that standardizing the
-

variables in the above example would consideraply hreer the shapes of the

profiles and allow rij to recognize some difference between persons C and

D. It is generally agreed that variables should afﬁays be standardized before

using ;ij‘)




" example.

‘r.. = +l.
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There are other pitfalls thatvthe user of rij should be on guard

against., Wishart's artificial'data set, referred to above, is an extreme

His data set, depicted in Figure III, involved only fwo variables.

It can easily be shown thaﬁ if m = 2 then pij has onlx two possible values:
ij Therefore only two:distinct clgeters~can be found.
Furthermore, they will always partitiop tﬂe spece along the lire y=x (barring
mino; deviations eaused by the clustering method).¥

The effect is less blatantly obvious when m > 2, but it still exists.
Cronbach and Glaser argue that Fhe removal of elevation end scatter
effectiveiy reduces the dimensionality of tEe space by 2.  The effect oe
points near the enigin when scatter is removed_is particularly impgrtaqt. All
points are projected onto aﬁ}(m;l)—dimensional hypersphere of radius 1, as

depicged in Figure 1IV. Therefore, i1 clustep centered at the origiﬁ could not'

/4{;here is a cluster at the origln representlng a

be detected using ry /7/
"andom sample from soij/populatlon then there will, be small random dlfferences

between the points, gr ch could take on all poeﬁﬁble profile shapes. The

?01nts will be sep%?eted by r i3 accordlng to these infinitesimal _random

shapes. . ° ;\

RN

. =X
., ) 7 i .
1'/' '

3 | /éff

a
N

m>2
Figure IV

~

T
/@ |

y /
- m=2

Figure III

(J*The partition of a 2-dimensional space into two clusters reflects the
Paé{}that if m=2 the profile’diagram can have only two possible "shapes" (nob
countlng the completely flat profile): ;

A 1. slanting up .-
2. slanting down ~_,

o)

v

7

%

\(‘}

€y

vf‘?%

having a mean,of the form X =
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This can be taken one step fdr@her, for when elevatiocn is removed clusters
bI = (b, b, ***, b) will all be projected

togefher into a single cluster with center.at the crigin. These clusters also

will be bpoken up according to random profile shapes.

Any cluster of nearly flat' profiles, then, will be split up by rij on

the basis of rando@%deviations and measurement errors. If such clusters are

) _
likely to occur in ‘the data, we suggest that they should be removed by
preliminary processing. ‘ '

DISTANCE VERSUS CORRELATION COEFFICIENT:
PROFILE SHAPES

THE 'POINTS-IN-SPACE' MODEL VERSUS -

.

r) ' o
Clusters which appear végy compact and well-separated, both to the eye-and
to the Buclidean distance measure, may not appear so‘at all when compared by

the correlation coefficient. Likewise, Pij may eleaFly find two clusters on

the basis of proflle shape which would look like one cluster if the. data could

[

be viewed as pomnts in space.

These two similariﬁy coefficients offer two distinct models. . Euclidean

distance d.represents a "position.in space" model; the correlation coefficient

r. . represents a "shape of profile" model. The model to be used must be e

13 3
based on the purpose of the research.

OTHER WAYS OF MEASURING "SHAPE"

S

Although the correlation coefficient is the most commonly used measure of

space, others have been used with some success. Two, in particular, may be

useful when a "shaps of profils" model of similarity is needed.

-
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1. Shape component of distance (Penrose, 1954)

L i 2, |, . 2
CP _. m %‘ (X(.K"X k} .“-Fﬂ—i‘ Eg: (/(('K"le(S]

w2 Ll 7 - - (=5 |

Il

(subtracts elevation from eaoh point)

This is equlvalent to 1/m times the Eu¢lidean distance between pomnts iand j

after glevation has been subtracted from each of the points.

Cosine, or normalized vector product (Sokal and Sneath, 1973; Boyce
H]

1965, 1969) -

m
é Xin Xjk

d (%? w<><§é)9é3

toa 69

'

(divides by vector length)

Thls 15 similar to the correlatlon coefflclent T, i ekcept‘that elevation

is not subtracted from the p01nts; 69..
: . 1J

vectors from the origin to points i and j.

bl
]

shape", as measured by the cosine, if their_values on éll of the variables

is the angle between the
Profiles i and j have "similar

are in nearly ‘the same proportion. "Size" of a profile is here

represented by the vector length, énd the "shape" is what is left after

vector length has been vemovéd. I

A

e B A AR (e L e

o

£
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CHAPTER 8

EMPIRICAL COMPARISONS OF SEVERAL SIMILARITY COEFFICIENTS

[
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‘PURPOSE

Some measure of fesemblance is essential in every classification method.
This Tact can be overlooked if 'a’resemblance measure is built into the clus-
eering algorithm so that no cheiceiis offered to the user. -Fer example, some
iterative (k—means'type) techniques treat the objects to be clustered as
points in m-dimensional Euclidean space and attempt to minimize the Fuclidean
distance d from the H01nts of a clustep to its centroid--d is implieitlj used
as the smmilavlty coefficient., | |

Many coefficients besides Euclidean distance have been tried, hewever, and
the choice of similarity measure oan profoundlf affech the clusters which
result. In fact, some comparisons have indicated that the ch01ce of simi-
larity coeffinient makes more difference than the choice of clustering metheq
in the clustﬂrs found" (Edelbrock 1978; Moore and Pusse]l 1967) It:cegld be
argued, as Sokal and Sneath (1973) point out, that:. ‘

"Different coefficients should lead to different taxonomie structuree for

it can be shown that different coefficients estimate different aspects of

the taxonomic relationship."

Therefore, before comparing clustering algorithms, we propose to look at the

resemblance measures upon which they are based.

METHOD , . i -
Using three small data sets with quite different characteristics, we have

8 o s .
nompared. the similarity matrices produced by ten similarity coefficients. The
Pearson product-moment correlation between each pair’'of similarity matrices
was computed in a search for similarity measures which are lineavly\related,

or nearly 30, ‘and can therefore be expected to produce clustevingsiwhich would

|

s

1

© variables or characteristios, X = value of obgect i on variable k. All
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be very nearly the same. Additionally, since some cluster algorithms (e.g
Single and complete link) deal only with the rank—order and not the magnitude
of 81milarities, the Spearman rank~order ‘correlation between pairs of simi-
larity matrices was computedi CIf two similarity coefficients have a
rank-order correlation of flﬁo then, for.example, a eomplete«link

clustering based on them would be-identical. One mighﬁ expect, although it
remains to be tested, that a high rank-order correlation (above .95, say)
between Similarity matrlces would lead to similapr clusters using other hie}ab-
chical clustering techniques as well.

All ten of the similarity coefficients were used on standardized

Avariables. ‘In addition, to see the effect of standardization upon similarity,

we have included in the comparisen similarity matrices for six of the coeffi~-

cients computed on unstandardized data. : S

Similarity Co&fficients

TR

Criminological data islprimarily ordinal or idberval—level; therefore,
aimilarity measures intendedvexdlusively for binary or qualitative data have
not been considered in this stud}. Most of the coefficients selected for
comparison are intended for quantitative variables only. However, for cases
in which a few qualitative variables must be combined with the quantitative
ones, a general coefficient which provmdes for both types may be useful.
Therefore we have included Gower's general similarity coefficient in our

comparison (although only the part of lt which deals with quantitative data

could be compared with our other coefficients).

The poefficients indicated below were used. ;p “Ehe quations, m=number of

™

Sums are from k = 1 to m, References to Sokal and Sneath are from their 1973

text.
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Standardized data

R ¢ Ua
‘+ 81, Euclidean distance squared: - d;:

¥ = £ (Xc'/»:“’\'-‘jk’}z—

(Sokal and Sneath, p. 124)

g Kix =X ) (Xqe = X7)
\/4.. f\’//{"X} 2(1\’;',;4'.“/\'7')

S2. Q-correlation: ' F

(Sokal and Sneath, pp. 137-140)

e
S3. Cattell! 2 X 0&7‘ :
. attell's r .. ~~
( N p F('J) 02 Z[:‘.-{‘ d;;‘

Where dij? is the squared'Eueclidean distance between points
-1 and j, and 7Cm2 is the median Chi-square value for m degrees
of freedom. | .
(Cattell, 1949 and 1969: Sokal and Sneath, p. 195)

‘S5. Dot Product: s

| . ' D<‘3 2 X‘K X? K
: (Orloci, 1966)
| ' | é_ (\<t/" X’IK
S6. Cosine, or normalized vector product: ao @ \}<4 xx )(;gx }
‘ | ‘ - (1 &
’ (Sokal and Sneath, p. 172) J
S8. Shape component of distance: ‘C,;}..) = é-(XlK X )L Z.m 2O =% K)]
. . g
. (Sokal and Sneath, p. 170) roali-3 [(x =X = (X i?2~
W ' v (X K~ ]

S9.  Dispersion, or Q-covariange: Smr((y') = ‘,J/;{‘ 2. (X('x“.-?r) <X9‘f-.—;\;\;,j)

(Orloai, 1966)

&

8

M
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812. Gower's general coefficient (computed for quantitative data only in

_this experiment): SGC.‘.;’.) = L < (i _ Xk - Xi'xl. )

m - Raﬁfc(K)
where range (k) = range of variable k

(Gower, 1971; Sokal and Sl‘qeat.h_, pp. 135-136)

S13. City block mét‘r‘ic.: g G Z | X - ;Ml
(Sokgl and Sneath, p. 125)

S15. Euclidean distance: ‘ é \} 2_()( - XJ&Y'
(Sokal and Sneath, p. 12u) '

Uﬁstandardized data

Ul. Euclidean distance squared

U2. Q-correlation _ | . A

U8. Shape component of distance
Ui2. Gower's general éoefficienb
Ul3. City block mekiric
Ul5. Euclidean diétance
Coefficients #2, 5, 6, and 9 are "angular® meas&\es ba%edvon the scaiar
product (or dot product) of two vectors: \

Kee Xj-= IX(I)XJICN@\ _

whe"e 65 1s the angle between the two vectors at the oq;gln. The above

m

Z X Xjk = \j(d X('U(f-*\’jnf) '

equation expressed in terms of the components of the veﬁfcrs is

¥

K=y

These coefficients can be strongly affected b§ a change in the origin.

They are based-on the cosine of the angle between two veclors from the origin,

and of course the location of the origin.determines that 1ngle. Generally, it

A
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has been recommended that data be centered at the origin before usihg‘such

.coefficients, either by standardizing the'variabies (Rohlf and Sokal; Sokal -

and Sneath) or by subtracting the mean for each variable (Orloci, 1966).
Several pairs of coeffieieﬁts difﬁer only in whether elevation (within-
profile mean) is subtracted from the points. The shape component of distance
is the samé as squared Euclidean disténce;eomputed after the elevabtion has
been pemoved from each point (88 and S1; U8 and UL). Similarly, chovarianéé
is the same as dot product with elevation subtracted (S9 and S5) and
Q-correlation is the‘sa@eﬂas cosijie with elevation subtracted (S2 and S6).
Hence we can expedt that these pairs of similarity matrices would be highly
'éorrelated whene§er the points of a data set have elevations near zero. In
practiag this may happen rather frequently when thg number of variables is
large and data has been standar&ized since’hiéh values in one variable'may be
balanced by low values in 9Ehev§. ﬁthf and S9kal 61965) cheéked this in
their data on species of bees and mosquitoes and fqund that tﬂe.observéd

within-profile means, after vériableé{had been standardized, were very close

» to zero.

Data Sets

Three data sets were used, two of them artifically generated, the third
randomly selected from a nationwide study of self-reported delinquent behavior
among adolescents. The data sets were kept to a size of 60 points or less %o

conserve computer time and space.

-

Data set M consists of 35 points measured on Y uncorrelated variables.

These were randomly generated in the form of two multivariate normal clusters,

one more compact than the other, plus a third group of uniformly distributed

e

points to simulate "noise" in the data. The two clusters were centered at (0,

0, 0, 0) and (-3, 3, =3, 3), and the uniformly distriduted noise was centered

¥

i e A

ol e < e+ e s e

A

0 K]
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at (-2, 2, -2, 2}. Hence thg gﬁggggg elevation.for péints was relatively low
both before and after standardizabio&. The ranges of the variables did: not
differ much, the smallest being 9.02, the largest ll.ﬁ6. Stan;ardization |
téereforé would not be expectéd to have much effect on tﬁe configuration of
points, | |

Data set N consists of 60 p01nta neasured on 4 uncorrelated variables.
These also were randomly generated in the form of two multivariate normal
clusters. 1In this set, however, the clusteps-were centered at (2, 20, 20, 50)

anq (5, 4o, 20, 200) so that many points would have laﬁge elevations hoth

- before and after standardization. Furthe ermore, the ranges of the varlables

diffeqed greatly, from 6.5 for variable 1 to a range of 495.7 for variable b,

aence‘standardiZation could be' expected to chanée the measurement scale

. drastically and make a great deal of difference in computed distances between

points.

Lo

Data set R, the only "real" détg in this experiment, contains information
on 60.teenagers drawn at random from a nationwide probability sample of
American families which was collectéd in 1977.% The variables are self-

reported levels of participation in 38 delinquent behaviors measured on a

scale of 1 to g, where 1 = never and 9 = ‘more than once a day. Like much data

on deviance, the dlutvlbutlon of the variables is highly skewed. Ranges of
the variables differ from‘l to 8. Additionally, a number of completely flat

profiles (all responses = 1) ocour in the sample,

*In research conducted by D. S. Elliott, Behav
. loral Research Institute
Boulder, €O, und ,
Mootds éealih.n er grant #5 R 01 MH27552-1 from the National Institute of

q

3 i




be true .for all data sets, not just the ones tested here.

¢coefflci ts ar
'larities, such as single or complete link,

e s . . .
resuf%& unless there is a strong linear relationship as well,
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RESULTS

Correlations between the similariéy matrices for each of the data sets are
shown in Tables 1-6. Pearson corvelatlons lr 1 > .95 have been underlined,
for at that level r y2 > .90, 1mply1ng that over 90% of bhe variance in
cne similarity coefficient corresponds to variance in the other. With such
correspondence, any clustering algorithm mlght be expec?ed to give very
similar'résults for either similarity coefficient énd hence the choice of
clustering method becomes much'mogé"importaht-than the choice of coefficient.

In a later development of this work we plan to examine ﬁhethen this assumption

holds true, by subjecting selected matrices to cluster analysis

Pe?fectly correlated similarity coefficients.
The few perfect correlatiomns Ktl.o) that were found can be shown to

A linear corre-~
e

lation of r__ = 1.0 was found between Gower's coefficieént for standardized

xy

and unstandardized data. It can eésily be shown thdt Gower's coefficient is

algebraically identical for standardized and unstandardized data; in a dense,

division by Lhe range takes the place of standardization. Thus standardizing

the variables has no effect on Gower's coefficient and hereafter we will not

specify whether data has been standardized in reference %o this coefficient.

Perfect rank-order correiétion (rs= f 1.0) was found betweeﬁ‘

Cattell's r_ and Euclidean distanée (both d and dz). Tﬁis means these

T

atly monotonic and would produce identical d¢luster results
when used with a clustering algorithin that considers only the ov&fr of simi-
0f course, a clusteri;g algorithm
which uses the similarities in afibhmetic éomputabions may not give the saﬁe

Looking at the

T g

and Q-covariance (S5 and S9), and d

2R
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Pearson (linear) correlation between rp and d we find it to be greater than

.95 for all three data sets. That this relationship will hold for all data

sets can be verified by plotting rp as a function of d. Within the expacted

range of standardived data, rp is nearly a llﬁear function of d. So we can

expect clustevlng results to be quite 51milar Sor these two simllarlty -

coeffnclenbs for any clusterlng algorlthm.‘ a/”“/

Other highly correlated coefficients.

Other relationships are- more deﬁendent‘on the data set being used. Datg
set M produced many.hiéhly correlated similarity matrices. In pafticular the
close relationships between Q-correlation and cosine (S2 and S6), dot product
2 and shape component of distance“(Sl

and 882 Ul and'UB) can be attributed to the relatively low elevation of points
in this data Set. .These reraﬁionships disabpear.in data set ™ where.the
points have high elevations, except for the surprlsingly hlgh correlatlon
between Ul and U@. We are(qlgble to explaln the latter relatlonshlp | |
theoretigally and suspect it reflects a qulrk in this particular data set

since a somewhat lower correlétion between Ul and U8 was, found in data seb_R

_ where the elevation of the unstandardized data is more moderate.

Several other pairs of similarity mabrices are highly correlated for data

set M but not for data set N:. Sl ahd Ul S8 and U8, and S13 and Jl3. These
all demonstrate the effect that. standardization of varlables ean have on the

( el
compubed gimilarities, since each pair involves a single distance coefficient

(Eucli;&an, Shape Component, and City Block, respectively) measured on \

i

ED~

staﬁHardl"ed and unstandardized ver31ons of‘b%e data set. In set M where

variances were similar to Eegin with, standardization made littlg difference.
) O

i
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standardization or non-standardization is held constant.

’ficiengﬁ#B).

“;_\\\

"‘;i“ll;%ﬁs“"

But in set N where yariahces differed by a factor Qf,SO’ standardizetion made
a great difference in the computed distances between points, Eﬁ&s some clus-
terlng algorithms could be .expected to produce orofoundly dlfferent results
depending upon whether Lhe data is standardlzed ﬂ“ not.

Some" re; olOHShlpS are strongly evident in all three data sets, even
though the corre’atwo s are not perfect. The cmty block mgtrlc eovrelates
highly (ny .96) with Euclidean Q1stance for all three data eebs, when .
‘Furthermore, Gower's
coefficient correlates’ very highly pry > ,98) with the city bleck metric

used on standardized data for all of'the data sets. Indeed it now appears

, that for sﬁandardiZed data, 3:of our similarity coefficients are so closely’

réiéteﬂ to unsquared Euclidean distance as to be (nearly) interchangeable:

Cattell's rp, Gowerﬂ% coefficient, and the city block metric.

N}

Coefficients which are distinetly different.
The only coefficient based on distance which sometimes éppears>to measure
something genuinely diffégeﬁt'from Eﬁclidean is the shape component (coef-

The only occasien to prefer it over Euclidean distance would be

~ . . N -
when the elevation of scme points is large and there are theoretical reasons

for* removing elevation from the study (for ‘example, a desire to remove

=

"overall size" effects from the variables). TN

The angulan coéffieients shbw mueh less'consistent results than do those
baéed on distance. 'Iﬁ.is clear that they are not linearly’or monotonically
related to the distance measures, or even to each other ecoeot in certain .
Spe01al cases, However, Q-coprelatlon and “cosine (S2 and 36) will be very

much alike when the elevation of the points is low. This can be seen in hoth

Y

data sets M and R.

N

Vi

; &3{5’
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The dot produot (S5) and Q~covariance (S9) have seldom beeh used in -
applied cluster analytic sbudies and are difficult to interpret geometria

cally. ,They were propesed by Orloci (1966) as an improvement on the corhel;~

e}
!

" tion coefflclent when usxng Q- type prln01pal oomponents analysis as an ordina-

tion technique. They were 1ncluded in the present study to see whether they
would show any relatlonshlp to Q—correlatlon and 0051ne, but since they did
not we will nob pursue them further.

Standardlzatlon of varlables in relation to similarity assessment.

The)prlmary effects of standardlzatlon are to:
| a) move bhe‘origin tQ the centroid of the data set and
b) change the scales of measurement to give all variables the

. : same varlance.

&7

. -Influences of transformation of the origin, - This will make no difference

b
in the various coefficients which are based on distances —- all are invariant

it

under Yinear transformation. The angular measures, on_the other hand, ¢an be

greatly-affected. 1In partlcularﬂ the O-correlation and cosmqe coeffidients
\\

cannot detect a cluster whlch is centered at the orlgln because, in effect,
they project all points onto.a unit hyoersphere'oentered at the origin, losing
all information about proximity to thé origin.

cluster surrounding the initial origin, then standard&éation may improve the

situation by moving the origin away from -the cluster. This is the case in our

data eeth Whera the diﬁferedte between slandardized and unstandardized ver-

sions of Q~correlatlon (S2 and U2) is obvious ~ their linear correlation is

only r

gy * .UU?, thelr rank-order correleblon only .471. Conversely, if the

raw data contains a cluoter,surroun\lng the grand centroid, certainly a

possible event in social science data, then standardization would make it~

v

impossible to detect that cluster in one piece,

So if the raw data contains a °

9
\
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A particular‘difficulty-in'using Q-correlation shows up in our real‘data

set (R). This coefficient is 'undefined for completely flat profiles -- cases

which .have the same score on every variable. While unstandardized measure-

ments are often based on an abgolute scale, standardized scores are measured

relative to other members of the data set and are much less likely to produce

flat profiles. Of the 60 teenagers in set R, 9 answered "never" to all of the

dellnquent behav10rs, thus had proflles contalning all l‘s.. For unstandar-
dized variables, then, it was 1mpos3Lble to compute similarities for these 9

cases. But once the variables.were standardized the profiles'were,no longer

flat, hence similarities could be computed.

[+ 4

Influence of changes in scale of measuggment‘ ?his affects both the shape

Y . .
aﬁe separation of clusters. We .have seen in data set N that the change in

scale produced by standa/- ation can strongly affeet the similarity coeffiJ
Similar effects can be seen, to a lesser extent, in

ouﬁ)%eal data set (R). There‘all variable

(\ y

but some in actuallty on}v ‘vary .from 1 to 2. Thus, after standa{dlzatlon, an
‘] /
extreme value of 8 or gfin one variable will receive the same weight in the

¥

cients based on distance.

.have a potential‘scorlerom 1 to9

-

distance measuves as a value of 2 in another variable. Change of scale will

,alter the angular 31mllar1ty measures as well. It will be worthwhlle to

consider how these chehges mayﬁeffect the cituistering.process.

fel

After staﬁdardization, clusters viewed as masses of points in space will.

be stretched in some dlmenSLOns and compressed in other d1mensmons. Thus a

sphev~cal cluster may be stretched into a cigar-~shape or compressed 1nto a~
pancake. Likewis e, a cigar- sF&ped cluster mlgh“ be squashed 1nto ‘something
more closely resembllng a sphere. Such Lhanges in the sbapes of the clusters

may profoundly aff ect the performance of some clustering methods. For

P

(W

(Q: 3

i)
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example, certain clustering methods are strongly biased toward sphe;ical
clusters, e.g. the iteratlve methods which strive to mlnlmlze traee W or
3

'Wsrd's minimum varlance method. Wishart (1969) criticizes the minimum

. variance technique for this reason, pointing ouu that the introduction ofﬂan

irrelevant variable will stretch spheres into elxlpSOldS when data is stan-
dardlzed (see Figure I); yet it may not be possible to determlne in advance
wh}ch verlables are re;evant. An example of the difficulty one clustering

method has in correctly iqentifying.parallel ellipses is previaed by Everitt

i .

ala
YU

After standardization

‘Before standardization
| FIGURE I
«(1974). He found thab-a k-means‘algorithm miniﬁizing trace W partitioneditwo
parallex elllptlcal clusters "crossw1se" 1nto two clusters that were more
nearly eircular® - each contalnlng about half of each of the or£51nal olUs-

ters. In the comparison of clustering methods in later chapters, we will

- begin to assess the ability of varlous clusternng methods to properly detect

1

ellipsoidal clusters.

P

<

The "stretching" effect may not be extreme enough in -the real data set R
to haveﬂa 51gnlflcant’1mpact on clustering, however, for our experiment shows

line i ‘
noar correlations above‘.9 between standardized and unstandardized versions

o ‘
for both d° and city block. This can be contrasted with the much more

. N . :
extreme differenceS in range in data set N, where correlation between stan- *

dardized and unstandardlved vev ions of d2 was only 5“
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.pendent of the units of measurement of the variables.

Sokal, 1965).

blance measure.

' o ~169-
Certainly resemblance measures and the resulting clusters should be inde-
AN . :

Most researchers recom~’

mend standardizing as a means to.achieve this (e.g. Cattell, 1949; Rohlf and
Sokal and Sneath (19?3) pomnt out that no profile element
should be allowed to assume excessive weight thereby domlnatlng the resem-

They suggest various scaling methods to bning the variablee
into a reasonable balancé and recommend standardizing quantitative variables

so that the variance in each is given equel'weight in the resemblance measure-

ment. But they point out some potential problems, notably that a variable

with extremely small variance may be reflecting mostly measurement error which

would then be given equal weight with the genuine differences expressea by
P

P

other variagles.

- CONCUSIONS L
Throughout numerical taionomy, Euclidean distance d and Q-correlation-

'Pij are by far the most commonly used resemblance measures for continuous

quantitative data. Thus any comp;rison of clustering methods should include ,

those two coefflclents. Our exéeriment suggests that 'there would be no

”advantage in using Cattell's bp or the city block metric becalise they

measure virtually the same features of resemblance as d. Gower's coefficient

N

does not differ greatly from d either. It suffers as‘well from the fact that

)

division by the range takes the place of standavdization and the nange i5 much

more subject to measurement error, being based on onlj two poxnts, than is the

Yet Gowerls COBfflCl°nt offers a means for combxﬁlng .

standard deviation.
qualitetive andgqugntitatlve variables in onemanamy51s. For this reason we
retain it for further studﬁ.‘ / ‘
) g |
The two remaining ceeffiicients, cosine aJL'shape~component of distance, do

‘o medsure somewhat jdifferent aspects of resemblance than rijgaﬁn d.

. O

0

)
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Q-correlation subtracts the ele?ation fnom the points and cosine does not; the

shape component subtracts elevatlon from the points whlle Eunlldean distance

does not. Thus in both cases dlfferences will only show up in data sets where

elevation of points is considerably dlfferent from ZQﬁQ,\uS in data set N

K

This becomes less likely when there is a large nnmber of varmables and data is

(A

standandlzed.

- Both the cosine and the shape component have been proposed as measures of

.similarity between "shapes of prefllms“ The shape component takes on a value

eﬁ zero, indicating identical "shag# Qﬁij if the dlfference between two

objects is constant for all of the vsy 1les, as in Flgure I1: o

/////\\\\////A\\\\‘ object 1 y

object j

Object i and J have the same "shape co "
elevations. p mpénent but dlffenent

- * FIGURE II )

However, researchers interested i e . 2
! nterested 'in comparing shapes are more-likely to want to

measure similarity in p p i ) ‘ v | i ‘ |
¥y in proportions; rather than a constant @ifference. Rohlf

and Sokal (1965) and Boyce (}964,:1?65) toth found that Q—conrelation was the
better measurerof their concept of similarity in shape. | i”

The cosine,;on the other hand, takes a value of 1 indicating perfeect -

i’

81mllar1ty when tdo objects have exact‘y tﬁe same proportions, Accondlng tn

Q

.Sokal and Sneath, Boyce (1965 1909) found that the cosine performs well as a-

measure of 51mllar1ty in prooonblon.

P A e
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The -purpose of the research should determine which similarity measure is

chosen. If all aspects of similarity are to be included, in the comparison

then Euclidean disﬁance is a logical choice because it is easy to understand
and interpret geometrically: Overgmphasis on size can be reduéed by appro-
ﬁriate:scaliné éf the variables or by expressing some variables in the forms
of ratios. ifithe purpose of the research is to compare proportions, however,

then Q-correlation or cosine may be most appropriate.

_»ﬁ
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TABLE 1
PEARSON PRODUCT-MOMENT CORRELATIONS BETWEEN 15 SIMILARITY MATRICES
N DATA SET M .
51 s2 . sa S5 s6  ss S9  s12 513 gyg Ur w2 us g2 yrs
‘ . St 1,000 =.713| -.913 -.765 -.720 g7+ =747 -.956  .959 973 2970 -.351  .948 ~-,056 .gag
ST ~.718 1.000. .792 .&56- <871 =744 874 775 ~.7790 w77y =709 447 ~.749 775 - 779
3 Te®13 792 1.000 709 .13 -.88% .69y .eg0 207 -.982 -.909  .312 -.879  .gp0 -.q54 '
© S8 =765 L6586 .708 1.000 g8t '-.775 <373 750 -.748 -.749 -.763 .54 ~.770 - 750 <,7s0,
30 -.729 0 L9/t .B13 .88t 1,000 ' -.730  .aso 17917 ~.785 ~.791 =742 438 -.73g 791 -.795
50 277 -.744  -.885 -.775 ~.730 1.000 -,780 ~.93g 1940 4946 .956 -.397 .97p ~.g3g .932
. © 89 -7 874 891 .79 .gGo ~.790 11000 .736 -.735 -.731 -.745 .56y '~.7gs \736  ~,737 L
S12 -:956  .775  .960 .750 .791 -.938 .738 1000 -.999 -.980 -.943 .332 -.928 1.000 ~.997 ;§
si3 1959 -.771 -.957 -.748 -.785  .840 -.73s ":239 1.000 .980  .942 -.330 .g22 -.gag .994
15 973 W TTH -0982 -.749 -.791 946 -.731 -.9m0 -280 1.000  .957 -~.339  ,930 -.980 .a7s
ut 2270 =.722 -.909 ~,763 ~,742  .95; '~,745 "9 1942 957 1.000 -.358  .977 ~.g4g 057
' U2 -e381 .44 312 .s46 438 -.307 .5 1992 -.330 -.339 -.358 1.000 -la02 - .332 -.334
us '948 -.749 -.879 -.770 -.739 978 -.785 ~-.g28 1922 930 .977 ~-.402 1.000 -.928 933
U2 " =.956  .775  .a6o $780 791 -.938 736 1,000 -.898 ~-.080 ~-.g40 +332 ~.928 1,000 -,997
UI3, © 948 -.779 -.958 -.750 -.795 .g9as 737 -:997  .994  .975 ' .957 ~-.334 .gag -.997 1.000
g ® 7218 -
il
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SPEARMAN RANK:bRDER CORRELATIONS BETWEEN

DATA SET M

$1 52 s3 55 s6
? S1 . 1,000 =.777 =1,000 =.773 =-.799
. s2  ~.777 1.000 777  .B87  .960

A

§3  =1.000 .777+ 1.000, 773 .799

55 -.773 . 887 .773 1{.000 919

. sg  -.799 .960 .789 '.919 1.000

{ 50 .68 -.821 ~,868 ~.780 ~=.797"
ﬁ so  -.762 .905 .762 .978  .894
L. © gy2  -.000 .780 .980 .776  .806
St 980 -.786 =.980 =.771 =.803
' | §15 ' 1,000 =.777 =1.000 -.773 =.799
us ;984 =-.774 =-.984 =.778 =,80!
| & . U2 -.338  .47%  .335  .547 .54
: ug 657 =.818 =-.957 =.784 =.799
y 5 - ut2  -.980 .788 .90 776  .806
E Ut .977 =.788 =.977 =.779 ~.807
{i :
y |
[
:
i‘& e &) ) L]

15 SIMILARITY MATRICES

TABLE 2

s9
-, 762
.905
+ 762
. 978
'1894
-,800
1.000
.768
-.764
~,762
-.766

. 561

-.803

, 768
- 771

LRI

512
-.980
768
.980
. L7786
.80G
-, 956
. 768
' 1.000
-.999
-.980
~ 971
326
-, 950
1.000

-,998

v

s13
.980
-.786
- .980
- 771
-.803
.955
-.764
-.999
1.000
.980
,965
-,323
.944
-.999
.995

S15

1.000

-.T77

~-1,000

=773
=-.799

+ 969
-, 762
~.980

.8980

1,000

.984
~.335
L9857
~.980

.977

g;\} :

Ut
.984
-.774
-.984"
~.778

“—QBO‘

+856
-.766
~.971
+965
984
1.000
-.337
971
-.971
«979

A 3 bR
. “~’~'._‘u ¥

u2
-, 235
A7
.335
547
454
~-.384
561

326

~.323
-,335
~,337
1,000
~.388

«326
~,328

P

us  utd

.957 =-,980

-, 818 .'788
-.987 ,980
-,784 776

»

-.799 ' .806
. .988 -.956
-.803 .768
-.950 1.000

.944 ~,999

.957 ~.980

971 =.971
-.385  .326
1.000 "-.950
-.950 1.000
. .957 ~-.990

u13

977

-,788
-.977
".779

-.807

L9054

~.77)

-,998
995
877
979
-,328
987
-.998
1.000

-¢L1-
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PEARSON PRODUCT~MOMENT CORRELATIONS B

DATA SET N

51
St 1,000
52 -,412
s34 -.921
S5 ~.788
1] -.702
sy , 697
G4 ~.519
512 -,924
515 .946
s1s 978
U1 543
U2 -, 262
Uy 525
uis® 564
Utd + 849

% Gower's coef
to S12.

52
-.412

1.000

462
591
575
~.507
777
.394
~-.391
-,448
-.237
207
~.255
-.249

~-.272

Instead,

s3
-.921
.462
1.000
£ 773
<789
-,630
.489
924
-.941
-.517
.219
-.499
~.575

~.655

58
~.788

.53t

.773
1.000
.904
-.430
. 649
.803
-.789
~.795
-.490
.188
-.462
~.528

-.584

SG
~.702
575
789
»904

1.000

-.356
540
.774

-.755

-.7G3

~.4863
.156

-.435

~-.5206

-,575

- 58
697
~-.507

~.630

‘2430
-.356
1,000
~.668
-, 557
.606
674
.321
~-.300
,364
.315

.3786

TABLE 3

59
-\ 519
177
.489
649
.540
-.668
1.000
. 457
-.469

-.512

~-.270

. 207
-, 298
-.270

-, 207

512
-.924
+394
" .924

.803

L774

=557

.A57

ETWEEN 15 SIMILARITY MATRICES

513

.946
-.394
-.941
-.789
-.755
608

~.469

{1.000" -.988

-~.980

-.943
-.600

.223
-.576
-.662
-.741

ficient for unstandardized data (U12) is not sh
Euclidean distance for unstandardized dat

1.000
963
552
~.233
.528
614

.706

515
976
-,448
-.983
-,795
-.763
.674
-,512
~,043
.963
1.000
.540
-.244
.521

.582

665

i}

U1
.543
~-.237
-.517

~=.490

-.4G6G3
. 321
~.270
-.600
552
+540
1.000
-.258
2996
956

. 933

u2

~,262
.207
.219
.188
156

~. .20

207

+223
-.,233
=244
~-.258
1.000
~-.267
-, 269
~.279

us
.525
~-.255
~.499
-. 462
~.,435
. 364
~-.295
-.576
.528
521
996
*-267
1.000
*.947

L 921

own in this table because it
a (U1l5) is shown.

uts ¥

.564
-.249
~.575
-.528
-.526
.315
-.270
-.662
.614

582

. 986

~.269
.947
1,900

. 989

v}

ut3

.649
-.272
-.655
-.584
- 575

.376

-'..Z.'IO'I:l

~.741
.706
.665
.933
-.2179
.921
=989

1.000

is identical
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TABLE 4

SPEARMAN RANK-ORDER CORRELATIUNS RETWEEN 15 SIMILARITY MATRICES

DATA SET N
51
St 1.000
$2  -,450
S3 -1.000
S5  -.B13
56 -.774
s .674
9  -.49s

St12 ~.945
S13 o987
S$15 1.000

Ut .579
U2 ~.332
ug .549
‘U1t 579
Ui, 661

*Gower's zoefficient for unstanda
S12. Instead, Euclidean distanc

$2 53 55
=.450 ~={.000 ~.813

1.000 .450 .533

«450  1.000 .813

.533 <813  1.000
-578  .774 944
~.589 =-.674 ~-.400
920  .495 575
413,945  ,B33
-.410 -,967 =-.817
-.450 =1.000 =-.813
=.237 =.579 -.544
331,332 .269
-.255 ~-,543 -.,504
~.237 ~-.579 ~.544
~.268 =-.664 =~.539

i

S6
=.774
578
.774
+ 944
{000
-.3%
571
. 799
-.781%
-.774
~.540
.247
;.505
~.540

-.592

rdized data (U12) is not shown in this table

’

s8
.674
-.589
-.674
-.400
-.391

1.000

-.640 .

~.587
.591
.674
.306
-.340
.341
.3086

.362

59 S12
~.495 ~.945

.920  .413
.495 945
.575  .833
571 .« ,799

-.640 -.557

1.900 . 460

s13

.967
-.410
-.967

-.817

-.781
591

-.461

.460 1.000 ‘~,98g

~.461 -.988
1 -.495 ~-,945.
~.252 ~-.674
.327  .283
-.274 ~-.640
-252 '-.674
-.290 ~.747

1.000
<967
.632

~.308
.598
632
«716

S18

1.000
-.450

-1.000

-.813
-.774

674
-.495

-.845

967
1.000
.579
-.332
. 549

.579

.661

el

ut u2 us Uis#*
-579 -.332  .549 .579
=237 .33t -.255 ~,237
=579 .332 -.543 -.579
~.544  .269 -.504 ~-.544
-.540  .247 -.503 ~.s40
306 =.340 - .341 . .306
=.252  ,327 -.274 -.252
~.674  .283 ~.640 ~.8574
632 =-.308 .508  .§32
.579 ~.332  .549 .s79
1.000 ~-,229  .g991 1,000
~.229 1,000 =~.250 -,229
991 ~,250 1.000 .g91
1.000 =.220 .99t 1.000

+990  -,280 976 +990

e for unstandardized data (U15) is shown.

.978
. 990

1.000

because it is identical to

I TACY
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TABLE 4

SPEARMAN RANK-ORDER CORRELATIUNS RETWEEN 15 SIMILARITY MATRICES

DATA SET N
51 s2 s3 $5 $6 s8 $9  st2 513 sis ut v2 us  uis*®  yj3
St 1.000 =.450 -1.000 ~-.B13 =.774  .674 -.495 -.945 .967 1.000 -879  -.332 .343 579 g6y
! $2  -.450 1.000° .450 .533  ,578 ~-.589  .g20 . +413 -.410 -.450 ~-.237 . ,331 -, 285 -.237 -.268

S3  -1.000  .350 1.000 .B13 774 ~-.674 .49s +845 -.967 =1.000 =-.579  .332 ~-.549 -.579 ~,66{

S5 -.B13  .533 813 1.000 .944 -.400 575  .833 -.817 -.g1a3 ~"+544  .269 -.504 ~.544 -, 509

6 -.774  .578  .774a  .944 1.op§ Te390 571 - .799 -.781 -.774 -.540  .247 -.503 -.540 ~,502

SO0 .674 -.589 -.674 ~.400 -.391 .1.000 ~.640 ~.557 591 .674 . .306 '-.340 - .341 . .306 .362

$9  -.495  .920 .495 575 ,571 -.640 . 1.000 1960 -.461 -.495 ~.252  ,327 ~.374 -.282 ~.290

| 512 -.945  .413  ,945  ,833 .799 -.557 .4e0 1.000 '~.988 -.945 ~.674  .283 ~-.p40 ~.p74 -.747
- - S13 * .967 =~.410 =-,967 ~-.817 ~.781 .59 ~.461 -.888 1,000 .987 .32 ~.308  .508  .632 .71g
| 515 1:000 -.450 -1.000 ~.813 =.774  .674 . -.495 ~-.945. .gg7 1.000  .579 -.332 .s49 .57 .gs1
ut :579  =.237 -.579 -~.544 -.540 ,306 -.252 -.g74 632,579 1.000 -.229  .991 1.p00 .990

U2 -.332 .331 332 .269  .247 -.340 .327 .23 ©-308 -.332 -.229 1.000 -.250 ~-.229 ~-.250

ug :549  -.255 ~-,549 ~,504 ~.503  .341 ~.274 -.640  .508  .549  .891 -.250 1.000 .991  .976

UIS* U579 -.237 -,579 -.544 ~.s40 .306 -/252 '-.674 -632  .579 1.000 =+.229  .991 1.000 .gao

uis +661 =-.268 -.661 ~-.599 ~.592 .362 -.290 Te747  .716  .B61  .990 ~-.250 .976 .990 1.000

*Gower's coefficient for unstandardized data (U12) is not shown in this table because it is identical po'
S12. Instead, Euclidean distance for unstandardized data (U15) is shown.

#
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PEARSON PRODUCT-MOMENT

CORRELATIONS BETWEEN

TABLE 5

15 SIMILARITY MATRICES

DATA SET R '
- 52 53 85 sé 58
St 1.000 =-.325 =-,795 =~.376 =,407 a1a
$2 -.325 1.000 .674 .617 .962 ~-.4@%
§3  -.795  .874 1.000 .457 ,750 =~.,920
$5  ~.376 .617  .457 1.000  .720 -.385
sS4 -.407  .962 .750 .720 1.000 - 547
so .913 ~.485 =~.920 =-.385 =-.547 1,000
59 ~-.293-  .780  .468 818 .778 ~.428
§12 -.864 .669 .905 .600 .736 -.8As
S13 .938 -.565 ~,902 ~.521 =~-.,642 ,934
15 1930 -.553 ~-,959 -.435 ~,637 982
ut .907 -.337 -,820 ~-.373 ~-.431 .899
u2 * LR * *x * 3 "
48 »745 -.429 ~-.,838 ~-.364 =~.504 .874
ut2 -.864 .669 .905 .600 .736 =-.890
u13 .924 -.,538 =-.8914 =~-.490 ~.524 ,939

#% The correlation coefficient r
because r,, is undefined for

7

ij

i3 could not be computed for some of the profiles in data set R
cgmpletely flat profiles.

S9
-.293
+ 780
.468
818
. 778
~.426
1.000
.573

~.479 -

ff403
-.290

S12
~.864
.669
.905
.600
.736
~.898
.573
1.000
~.982
~.931

»
~.823

N

§13

.938
-.565
-.902

~.52¢

-.642
«934
-.479

"-.982

1.000

. 965

.B76

"
. 789

-.982

+982

¥

s1s
.930
~.553
~:959
-.435
~.637
~962
-.403
~.931"
. 965
1.000
.902
Y
.836
-.931
-966

Ut
907
-.337
~.520

=-.373

+ 899
=.290
=.823

876

+902
1.000

"k

2935

-.823 .

835

.

u2 us

"t . 745
X% = 429
++  -.838
#%  ~.364
* -.504
*+  .874
*%  ~.363
*E =779
& . 789
w % . 836
**. .935
* o

*% 1,000
**  -.779
* .874

U12
-.864

669

+905
', 600
. 736
~.898
.573

1.000

-.982

=-.772
1.000

-.961

‘U13
.9214
~.538

-.914

-.490

~.624
.939

-9L1-
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SPEARMAN RANK-DRDER CORRELATIONS BETWEEN

% The correlation coefficient r,
because rij is undefined for cémpletely flat profiles.

DATA SET R
s
51 1.000
52 -.644
$3 -1.000
55 ~.647
56 -.676
sg .992
59 -.5¢0
s12 ' -,914
513 . 953
515 1.000
U1 .923
u2 nQ(
"un .914
ut2 | -.914
u13 .957

52
-.644
1.000

.644
.800
.959

~.649

. 893

775
¢
-.731
-.644

LE)
-.585
778

~.6a4

s3
~1.000
.644
1.000
.647
.676
-.992
.590
.914
~.953
~1.000
-.923
* %
~.914
.914
-.957

S5
-.647

.800

.647
1.000
.887
~.626
. 895
.789
-.749
-.647
-.579
*x
-.571
. 789
~. 695

¢

s6 S8
-.676 .992"
.959 =~ ,649

.676 -.992

.887  -,620

1.000 ~.669
-.669 1.500
894 -.5gg
811 =~ 906
-.769  .843
-.676  .992
-.817  .924
l*v ) * ok

-.615  .922

811 =~-,906

~-.724 . 946

TABLE 6

s9
-.590
.893
' .590
. 89%

. 894

. ~.596

1.000
. 735
-.693
-.590
~.521
* %
~.530
. 735

.

~.635 .

.

15 SIMILARITY MATRICES

512

~.914

775

914

.789

-
~.906
.735

1.000

~.988:

~.914
~.850

%k

-.841

1.000

=.951

S13
.953
~.731
-.953
~.749
~.769
.943
~.693
-.988
1,000
.953
.881

ok
.872
-.988
.976

could not be computed for some o

515 U1
1.000  .923
~.644 ~,577

»1.000 =923

-.647 -,579

~.676 ~.G17
.992 924
~.590 ~.521
~.914 ~.gs50
.953  .g@81
1.000 .g23
.923  1.000
ok '™
.914 996

-.914 ~-.,g50

. 957 +943

U2
T
* *
* &
x4

* %

*E

% %

* %k

- ¥

* X

* A

¢ koK

* &

LR

us

.814
-.585
-.914
~.571
-, 615
‘.922'

T ~.530

-.841
. 872
.914
. 996

* %

1,000

-.841
. 935

Utz
-.914
775
914
.788
811
-.906
735
1.000
-.988
-.914
~.850
* &
-.841
1.000
~.951

f the profiles in data set R

ut3

.957
-;684
-.957
~.695
-.724

.946

~LLT-

-.635
~.951
.978
.957
.943'
‘ti
, 9358
-,951

1.000

R

e ey e
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CHAPTER 9

EVALUATING CLASSTFICATIONS: A COMPARISON OF

FIVE COEFFICIENTS FOR "PARTITION AGREEMENT

Vi

L

)

'sense the adequacy of the solutions offered by the various clustering ﬁetbodgi

=181~

In evaluating classifiqations, Particularly classifications'which have been

- 'y y + » (L\
‘generated by numerical procedures, it 1s.aftew the case that we wish to

€xamine the association or overlap betwesen two.classifications of the same

objects, Often, whera 4 set of datg haslbeen‘repeatedly analyzed by different

cluster analytic techniques, the analyst may wish to examine the similarities

(Rgnd, 1971) have frequently been used in comparative.studies of clustering
method; 45 a measure of "clyuster recovery" and for assessing in a wmore general

2

Ny . -
7/, : ] . N . ) .
It has become lncreasingly.clear that there are Various ways of assessing

o

the -relationships between different classifications. To the extent that these

classifications, the reliance upon a single criteria to assess the performance

of different methods of classificétiou may be folly. Mezzich (1978), in fact,

critici;es a number of the prior éomparative studies of classification
techniques for théir reliance upon a single evalqativé criteria,

A general situation in thé evgluation of various classifications occurs
when there is a known "correét" or "valid" classification. In this type of
comparison the evaluative coefficients will generally be based on some
function of the proportion of points misclassified. The méﬁhod with the
smallest proportion of misclassified points will be'evaluated as "best " This
situation logically requi;es that each class in the experimental classificééion
be "matched" with a ciass in the known correct classification,

A‘second general situatién occurs in which the investigator has no "known

correct" classification. This instance occurs, for ‘example, when the results
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_ partitions against each other we consider that for any pair of subjects there

~182-

of different clustering methods are being compared to each other., Comparisons

‘.

"between any two partitions may be used to determine thé general levels of

agreement and specific kinds of égreement. The most'specific approach

.providing a maximum of information is to form a simple contingency table,

showing the cross-classification of data points in the two classifications.

This approach was suggested by Borko et al. (1968) and described by Anderberg -

(1973).
In the present chapter we will evalute several of the most common
approaches to examining the overlap between classifications and will look at

their differences, strengths, and weaknesses.

Partition-matching Coefficients to be Evaluated

The following partition-matching coefficients were selected for inclusion
in this study. A more complete discussion of these is given earlier in our

evaluation review chapter.

Rand's Coefficient and Jaccard's Coefficient., In cross-classifying two

.

are four pussibilities:

Pastition L

Placed in Placed in
+  same cluster different clusters
Same a- ' ' b
Partition Cluster
2 ‘Different
Cluster c d

“This matrix indicates the four possibilities fer joint and different
classification of each pair of subjects in the two partitions. Various

combinations of a, b, ¢, and d can be formed into a large variety of different

coefficients, as follows: ) .

£

~183=- y
Rand Coefficienp = a+ d
_ avb+c+d.
Jaccard's Coefficient = a
/. . . a”‘b'l'.-c-‘

It can be seen that Rand's. Coefficient represents .the propertion of pairs
of data points that are treated alike im' the £wo partitions. The effect of
negative matches (i.e., "d") is often seen as problematic, and it is often

excludeq. This is done in the Jaccard Coefficient.

1 ) ] . ) ~ : !
Cramer's V. This is based on the chi~square statistic and is defined as:

2 .
V= X
\JN'min (1) (1)

where N = number of cases, and r and ¢ represent the numbers of rows and
columns respectively in the contingency table. The coefficient ranges froﬁ 0
to 1, with a high score indicating close agreement?, "

.

Coodman and Kruskal's Lambda. The asymmetric and symmetric versions ‘vf

this coefficient are based on the concept of proportiovnal reduction ia error.
The asymmetric versions of Lambda measure the effectiveness of .one partition
as the»predictor for the other (see Reynolds, 1977, p. 48-52)., It is based on
the aéaumption that the best strategy for prediction is to select the ;ategory
with the most cases, since this will miqimize the number of wrong guesses,

Suppose the objective is to guess class wembership in partition 2, based

-upon knowledge of its class membership in partition 1. If its membership in

partition 1 were not known, the best one could do would be to cheose the

partition 2 class with the largest marginal total, max f'k‘ But if the

/

subject is known to bglong to class j in partition l, then only row j of the

/

contingency table is of interest and the bast guess is the class in partition

2 corresponding to the largest entry in row j» having frequency max f.k
J .
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Then the proportional reduction in error achieved by using partition 1

classes to predict ﬁembership in partition 2 classes is measured by asymmetric

[

Lambda:
=?max fjk - max f'k

2§ k
N - max f.

k

vaere N is the number of subjects in the data set.
Analogously, using partition.2 classes to predict membership in partition

1, the proportional reduction in error would be

$ max f., - max £,
= ) k Je
L1 ko J
N - max £,

SymmetticALambda is a kind .of average of the two asymmetric values LL

and 'L It is computed by

2° v - —_
S max fj + £ max ka max £., - max fj.
L= 3 k k

2N = max f., - max E;

According to Anderberg, L is 'the relative decrease in error probability due
to the use of predictor'classes when the directions of prediction areﬁequally

important."

Values of L and L lie between O and 1, A value of 1 indicates

3,3 L23

perfect predictive ability, while a value of 0 indicates no improvement in

predictive ability through the use of predictor classes. The value ot L
always lies between Ll and L, inclusive, and is indeterminant only if the
entire data set lies in a single cell.

Symmetric Lambda was judged to be more appropriate than its assymetric

. . id * 3 U al
version as a general measure of partition agreement because it gives eq .
(=]
A

et i i i urthers it will only attain the
weight to prediection in each direction., Furthermore, i ; y

.

£
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maximum score of 1 when there is an exact match between the two partitions.

(Asymmetric Lambda can take'on a value of 1 when . the predictor classification

contains more categories than the criterion classification, as long as each

predictor class is a subset of one of the criterion classes.)

METHOD

Several data sets were structured for the examination of the performance

0

of dlfferent classification methods. Each of these methods may be regarded as .

c1a531fier". The different classifiers; i.e., cluster analytis methods,.

have been-applied to these four data sets. Four of the data sets are

artificial and the fifth data’ set is the real data.set. The above four

agreement coefficients were used to compare the dlfferent c1a531f1er
partltlons with each .other for each of the data sets and also used to compare
the classifier solutions with the "correct” classes.

Monte Carlo Data Sets

These official data sets were deliberately constructed to include a

variety of classification problems that are ‘encountered in real behavioral

science data, A full descrlptlon of these data sets is given in the previous

chapter dealing with the comparlson of cluster analytic techniques. Briefly

then, the following data sets are as follows:

Data Set D.

This is the easiest data set to cluster,

This included an N of 80 points assessed on eight variables. ;

The clusters vary in terms of

compactness and separation. All of the classifiers (cluster analytic methods)

gave fairly good results on thls data. The. data set is illustrated in the

plot below far data set D, f
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Qgga'Set E. This contains 180 p01nts assessed on three variables, A
substantial amount of noise was added to blur the boundarles between the
classes. The classes themselves contain a certain amount of overlap, thereby
maklng it more difficult to correctly classify cases at the boundaries. There
was a sllght overlap between clusLers 1 and 3. The data set can be seen in
the plot below for data set E. .

Data Set F. This also consisted of 180 points assessed on-four variables
with a substantlal amount of added noise,’ Thig data set was very difficult
for the ﬂlassmflers because of the closeness between the different clas sses,
the overlap between boundarles, and the added noise. The classes are very
close together and have falrly different densities and shapes. The data set
can be seen below as the cluster graph for data set F,

Data Set U, 'This was a single uniform distribution and eight variables

with 150 points, There Were  no classes within this data set and thus there

are no boundaries. The value of thls Particular data set is .that it may give

an 1nd1cat10n of basellne levels for the agreement coeff1c1ents.

Real Data

This is a set of data in whlch 199 youth have been -assessed on the Jesness
Psychologlcal Inventory. This Inventory includes 11 scales measuring different
Personality characteristics: The Jesness Inventory is primarily used to
separate levels of 1nterpersonal maturity whlch are- theoretically believed to
be related to dlfferent levels of delinquent and antisocial behavior., The
data set had been ettenslvely clustered by different analytical methods to
find personality types that had some intrimsic structure within the data set,

The cluster graph below for Jesness Subset I indicates the stable classes that
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techniques, Thig Particular solution was obtained from the UPGMA cluster

‘method with cogine as a simil?rity coefficient, 1t can be seen that there are

$ix clusters in this data. The Fy1y Psychological desaription apg derivation

of these clusters ig given in the chapter devoted to the analysis of the

Jesnessg I-level data, A critical difference between the ‘present real datg
exercise and the above Monte Carlo data exercises ig that in the Present
situation there is '"po correct! Partition, 1 the present situation,

.

therefore, we are comparing classifier Partitions with each other,
Classification Methods .
———=====210n Methods

The different clasSificat}ons of the above data sets Were obtained by the
use .of five different cluster analysis methods and variouyg combinationo with
five similaricy coefficients., ‘We did not syscematically use évery cluster
analytic methog with every sim?larity coefficient because of the fact that
certain methods; €:8., the K-meang method, are restricted to g single one or
two similarity coefficients, This produced 11 to 13 different "classifiergh
Vfor each of the dcta sets, The methods of clustering are described'elsewhere.
However, they included the following methods:

K-means (the MIKCA methoc), Ward's hierarchicaj method, the BIOUp average

(UPGMA) method, Wishart'g hierarchical mode search method, and ip certain
circumstances, the N-mode method for discovering Ratural clustersg,

- _ 'RESULTS

Comparison of Clossifier Solutions with tgo;rect" Classifications
This‘particular type of comparison, i.e., with correct classes, ig
restricted to data setg D, E, and F of the above five sets of data,
4 B
Data Set p, The results of the comparisons of the different ways of

ciissifying data set D gre shown in Table 1. Eleven different c]assifications

of the data are shown in the first ¢olumn, These are ranked into séven
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Measures of Partition Agreement on Data Set D
with Success Ratings for the TFour~Group Partitions

4-group partitions, in order

# of points

Points left

of success in duplicating misclassified as Rand's Jaccard's Cramer's Symmetric
the clusters as generated (minimum) ‘outliers coef, coef, coef, Lambda
1. UPCMA, cosine and ) .
MIKCA, det W, Mahal. D ' 0 0 1.000 ©+ 1,000 1.000 1.000
2. MIKCA, det W, Euclidean d 1 0 .988 .950 . 984 .983
3. UPGMA, T 6 2 .927 .736 .912 ".870
4, HMODE, cosine 9 .0 912 .703 .891 .838
5. HMODE, r 10 6 .884 ¢ 620 .856 .782
UPGMA,. both d and Gower _ . :
6. HMODE, both d and Gower 25 0 . 850 + . 591 .816 «750
MIKCA, trace W, 4 . '
7. WARD, d2 31 1 .731 L4100 720 .581
NMODE, d; no “%-group partition -
Other partitions, ordered by # of groups; “# of Rand's Jaccard's Crametr's Symmetric
within that, ranked according to Lambda Groups "_coef. coef, . _coef, Lambda
HMODE, x ’ 2 .620 .388 1.000 .500
MIKCA, det W and -trace W
UPGMA with d, Gower, and cos 3 .873 .655 1.000 .800
HMODE with d, Gower, and cos :
NHMODE, d ‘ 3 .850 . .593 . .801 .750
UPGMA, . 3 . 765 L4 717 -642
WARD, d2 3 597 .349 .707 .438
UPGMA, cosine 5 .975 896 “1.000 .958
HMODE, d 5 964 .854 T .984 .941
UPGMA, d 5 .963 846 - 989 .933
MIKCA, det W, both D and d 5 .961 .840 . 985 T .917
IMODE, cosine "5 . 960 . .837 . 984 .916
MIKCA, trace W, d 5 .821 «512 .816 .680
WARD, d2 5 L7137 37 .720 .505
IMODE, Gower 6 «899 . 637 .920 .816

—C6T~
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which were misclassified. It

can be seen that two of the "classifiers", i.e,, the. UPGMA with cosine and the

ce similarity, and minimizing the

correct classification. The

lassification, Secondly, there is complete

agreement in terms of rank ordering the various classifiers according to their

general level of performance, Although the actual magnitudeg of the valuesg of

each coefficient may vary, they rank order the claggj

Paradoxically, we would

rom the evaluation coefficients, particularly

0 ¢ . . .t -
Since some of the four,group cla551f1catlons had merged lncorrect cluster

s and
bore no relationship to the correct four classes of the input data,
Data Set E, 1In ranking the different classifications and classifiers of
—=og o6t b

this data set, we took two factors into account., First, the actual number of

<+ However, this, in some

was modified to take account of the number of outliers in the




Table 2

Measures of Partition Agreement on Data Set E
with Success Ratings for the Three-Group Partitions

[}

3-group partitions) in

510

order of success in ## of points cluster pts. .
duplicating the clus- misclassified left as Rand's  Jaccard's Cramer's Symmetric -
ters as generated (minimum) outliers coef. coef. coef. Lambda
1. MIKDA, Euclidean d : .
(both det W and Trace W) 2 0 .897 778 © .90k .752
2. HMODE, d y ) 10 . .904 . 778 787 “.T729
3. HMODE, Gower's 6 9 . .891 754 CTTT .T12
H. UPGMA, d'-(Uth grp.. ‘ ,
(considered outliers) 9 1 .843 .690 .722 .660
5. UPGMA, Gower's 10 0 .835 .680 . .825 .631
5. . MIKCA, Mahalanobis D2 - . 17 ‘0 .803 587 . - .800" V584
7. HMODE, cosine . 15 T -795 .554 .679 .578
8. UPGMA, cosine . 19 0 .790 _.562 <798 576
9. NMODE, d ' 19 5 .789 .608 .702 .536
10, WARD, d2 , 38 0 -.650 .503 635 116
. 1. UPGMA, r . ‘ 52 0 636 .326 .537 .301
{GE. HMODE, r T 52 1 .B637 .321 Jiys .297
Other partitions, ordered - . . .
by # of groups; within that, ' . # of Rand's Jaccard's Cramer's Symmetric
ranked according to Lambda groups °* coef., coef. coef, Lambda
MIKCA, Euclidean d, det W 2 .630 495 .855 <436
MIKCA, Mahalanobis D2, det W 2 4 .619 RIS .735 .352
MIXCA, Mahalanobis D2, det W Y .766 465 .725 .557
MIKCA, Euclidean d (both det & trace) Yy . 766 WU62 725 .554
UPGHMA, Gower's 5 .829 ., -00U LT3 591
UPGMA, cosine 5 .THT .420 .695 .567
MIKCA, d, trace W 5 .793 511 .723 533
HMODE, cosine 6 .802 .537 - 731 612
WARD, d2 6 .840 677 .T43 .592
UPGMA, d 6 .800. .756 .565

-61-
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classification. We made the judgment that it was worse to miscl;ssify a point
than to leave it as an outliefu Thus, in certain cases there-will:be reversals
away frg& the strict number of misclassified points. These occur when points
which were basically outliers were actually erroneously classified into the
System. A general point to be noted is that most of the éoefficient values

are lower than in the abdve data set D because df the.slightly greater
difficulty that the classifiers had in organizing this particular data set and
in reaching the “correct" cléssification. fhis was primarily a result of the
added amount of noise points and the closer or overlapping boundaries between

the classes. A second general point to be noticed is that Cramer's V again

prefers the two group partition, ranking them with the best of the correct

* three group partitions.

The column of values for the Rand coefficient indicates that this
particular ccefficient generally tends to increase with an increasing number.
of classes. This is so‘despite the fact that thié particular data set
correctly contained only three clpéters. Thus, goiné strictly by the
numerical values over the Rand coefficient, the cluster analysis user would
tend to select the five or six level classification of this data set. This is
less noticeably true of the other coefficients although it seems that both the
Jaccard and Symmetric Lambda‘coefficients show a less noticeable tendency to
increase in value with increasing number of classés.

Data Set F. Table 3 tindicates the values of the various coefficients of
Partition matching for the classifications of data set F., It should be
recalled tha/ this was a most difficult set of data for the classifiers to
deal with and there wiil be ajlarger number of misclassifications and erroneous

mergings and splitting of classes. None of the classifiers could narticularly
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Measures of Partition Agreement on Data Set.F
with Success Ratings for the Five-Group'Partitions
S5~group partitions, in : }
order of success in # of points cluster pts. _
duplicating the clus- misclassified Jeft as . Rand's Jaccard's Cramer's Symmetric
terys as generated (minimum) outliers coef, coef. ’ coef, Lambda
1. MLKCA, D{(ventroids given) 15 0 .887 L6042 .825 .695
2. MIKCA, d(centroids given) 17 0 .877 .616 .811 .675
3. UPGMA, d(branch lines _
individually selected) 21 5 .864 .611 772 .681
4. UPGMA, Gower . 20 23 841 . 559 .700 .585
5. UPGMA, d(all branches : .
cut at same level) 34 16 .811 .536 667 .562
6. MIKCA, d(random start) 53 0 777 .419 .699 .500
7. MIKCA, D{(random start 40 0 . 844 .549 - .647 470
8.  HMODE, d 37 23. .748 443 . .563 434
9. HMODE, Cower 38 21 .757 469 C.579 YA
“ 10, UPCGMA, cosine 75 0 . 702 .228 .557 . 304
HMODE, cosine & 34 1 .685 212! 479 . 252
UPGMA, T % 0 649 .167 .362 .125
HMODE, ¢ #* 25 .639 . 169 .347 140 . )
WARD, d2: No reasonable 5-group partition o
NMODE, d: No 5-group partition T
Other partitions, ordered .
by # of groups; within that, # of Rand's Jaccard's Cramer's Symmetric:
ranked according to Lambda groups coef, coef, coef. Lambda
UPGMA, d 3 724 467 .821 <577
UPGMA, Gower 3 .718 w462 . .825 " .574
MIKCA, Euclidean d, det W 3 744 466 .851 514
MIKCA, Mahalanobis D, det W 3 .642 . 402 .823 425
WARD, d? 3 .318 .221 246 .017
MIKCA, Mahalanobis D, -det W 4 .814 .550 844 624
MIKCA, Buclidean d, det W 4 .810 <547 .828 .608
HMODE, d 4 «755 473 629 447

* In, these partitions, no meaningful match with the generated clusters can be defined.
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separate’ clusters.l and 2 (without external intervention by the énal&st).
Thus, the first three partitions all involved.the ;pecial knowledge of thé
data analyst in making cerﬁgin analytical decisions; i.e., the input of the
correct K-level for the MIKCA analyses. Our attempt to provide a "Best
ranking" procedure was much less clearcut in this instance than for the above
data sets D and E, We again used the primary measure of the number of pomnts .
which.had been misclassified and the number of outliers which were erroneously
classified w1thln the system. However, on certain declSlons, we attempted, to
introduce subjective ideas that different kinds of misclassifications may be
more or less sériouéﬂ This was ba;ed on our knowledge of the correct
structuring of these artifi&ial data sets. For instance, with the classifiers
that. are ranked 6 and 7; i.e., the two MIKCA analyses using random starts, we

rank the Euclidean distance MIKCA as somewhat superlor to the Wahalanobls MIKCA

in spite of the fact that it produced 53 mmsclassmflcatlons whereas the °
Mahalanobis analysis produced 40 misclassifications. However, the errors of
‘the 40 were particulariy seriousk(see Table 4)., It is interesting to note
that this ;ubjective judgment receives the support of both the Lambda and the
Cramer coeffic{ents. The actual data for this "subjective" judgment can be
seen in Table 4, sections (a) and (b). The MIKCA analysis with Mahalanobis
distance i; indicated in Table 4(a) and the analysis with Euclidean distance
in indicated im 4(b). Although the solution with Mahalanobis distance
contains fewer misclﬁssified'points, it is less successful in locating the
various clusters than is the solution with Euclidean distance. 'The lattgr,
however, does in fact contain more point# misclassified.

Table 3 indicates an extremely disturbing aspect of the ‘use of the various

partition matching coefficients. This is that they disagree quite markedly
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Table 4

Cluster Overlap Matrices
MIKCA with Mahalanobis D: 3, 4,

Generated Partition

for Data Set F
and 5 Group Partitions

s N
o

1 2 -3 4 5 Noise Total
a3 4 1 3 10 82
4 0 8 5 3 3 23
3 16 0 10 0. 4 33
0 11 2 1 7 21
0 9 Y Y .2 ) 21
80 20°- 20 20 0 20
. 0 0 o @ 5 20
0 5 2 A 2. 32
20 0 1 0 2 84
0 0 @e 0 2 18
L0 d@» 1 1 9. 26
0 20 20 20 20 0
(¢) det W, D, 5 groups (started with correct centroids)
a2 ‘lﬁi 1 2 0 1 77
8 0 0 0 3 30
0 o @ 0 3 8 30
0 0 0 as 0 3 21
Y 0 - 0 0 amn 3 22
80 20 20 20 20 20
20 4 2 0 5 107
0 16 0 20 12 52
-0 0 0o 3 21
20 20 20 20

+ ’ ) -‘199-.

regarding the relative rankings of the different classifiers. nge of these
are fairly large differences;.indicating that the different coefficients are
eliciting very different meaqingé of "partition agreement." It ¢con be seen
that the Mahalanobis solution is judged.better by the Rand ceoefficient and the
Jéccard coefficient while the Euclidean K-means solution is judged better by
the Gfémer coefficient and the Lambda coefficient,

Table 3 also examines the various classifications which were found at
classes other than the five éorrect class solutions., A first point to note is
that the four class partitions were rated higher than their five class, counter~
parts by all of the coefficie;ts, with one exception. This, in fact, matches

our -own assessment since classes 1 and 2 were not separated very well. The

. collapsing of these classes,’ thus giving a four group partition, was generally

a far more successful analysis than the analysis which correctly identified

the five class solution but at the cost of much larger numbers of misclassifi-
gatioﬁs and generglly erroneous boundaries between the five classes. It can
again be noted that Cramer's V rates the three class partition the highést,
again showing a certain bias towafd smaller numbers of classes in the
partition, This again deviates from the correct level,

Discussion of the Above Results

e ot g e et =

These results suggest that Cramer's V tends to disagree with the other

partition matching coefficients and with our own conception of good partition

- matching in that it tends. to give a higher score and a higher ranking to

partitions with smaller numbers of clusters. A second criticism of this
coefficient is that it way rank classifications at the 1.0 level aven when the

match is not perfect,
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The three other coefficients generally produced rather similar rankings

even wvhen the number of classes in the -partition differed slightly. Examining

specifically the Rand coefficient, it can be noted that it always has
misleadingly high values, These values range betwezn 0.6 and 1.0, 1Its
effective range becomes very narrow for larger class partltlons. It also
tends to 1ncrease in value w1th 1arger numbers of classes in a partlt;on.‘
With th}s coeff1c1enL it seems difficult te find guidelines for ”good
agreement" and it scems as though such values would deflnltely vary with
partltlon 512e 1n terms of number of classes.

Finally, it seems that the Goodman and Kruskal Lambda coefficient
consistentiy agreed with our own rankings of‘gcodnéss of classification more

often than did the Rand and Jaccard éoefficients.

Comparison of Two Classifications without a "Known! Correct Classification

Four of the data sets deal with this situation.‘ Data set U bésically
consists of cohpletely noncléssifiable data. The real data.set, consisting of
the Jesness material, is such that any real or "correct" solution is unknown
and must be disco§ered Data sets E and F are "difficult" data sets and the -
amount of overlap and noise that has been added renders a known correct

lution somewhst problematlc.

Data Set U, a Uniform Distribution. In this situation classification

‘methods as "classifiers" must find clusters where, in fact, there are none,

Table 5 indicates the fesults of comparing four of the different
classification approaches, It may bé noted that, once again, the Rand
coefficient values are ektremely high,'parqicularly for the second of these
classification comparisons. Similariy, Cramer's V and Lambda redch fairly

high or moderate levels of agreement. These results raise the question of

B U
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UNIFORMLY DISTRIBUTED DATA

able 5

Cluster Overlap Watrlues for Data Set U
Matches between HHODE and UPGMA Partitions

(a) ‘UPGMA .vs, HMODE, both with Euclidean d

{MOD~d UPGMA~d, 7 sroups |
7_groups 1 2 3 4 5 6 7 Outliers Total
L 4 0 0 0 0 9 o. 3 7 16
2 0 5 0 0 0 0 0 5
3 2 (3D 5. 11 2 9 9 2 75
4 0 0 0 o @ o 0 12
5 0 1 1 .0 0 10 0 12
6 0 5 0 0 0 0 0 1 6 -
7 0 7 .3 0 0 0 0 10
Outliers . 3 . _4 . 7 — 14
Total 6 56 9 11 18 I T1¢ 6
R = 681 J = .213 Vo= .492 L = ,284
(c) MIKCA-D vs. UPGMA—&, 6~group partitions
UPGMA~d MIKCA-D, 6 groups
6_groups 1 2 3 4 5 6 ' Total
1 5 0 2 0 1 1 9
2 5 1 8 1 11 56
3 2 0 3 4 0 0 9
4 1 I @ o 1 0 29
5 12 @ o 1 0 1 28
6 0 1 0 1 6 1 19
Total 25 17 39 36 19 14>
R = ,791 J = .330 V=.603., L =.53

13




3

-
-

~-202~

how much agreement can be taken és implying that there are, in fact, clusters
present., Does moderate partition aéreement imply that there are clusggrsé

The results of this analyéis suggest strongly that such moderate agreement
cannot be taken as sufficiené evidence, On the other hand, it seems clear
that lgw agreement may be a stronger indication that clustering structure does
"not exist'" in the data. Table 6 indiéaées the full set of comparisons when
the various classifiers were applied to this uniform da;a set,-- This table
summarizes the results for the uniform data set (DAT-U) and for the structured
artificial data sets (DAT-E ana DAT—F); This table is instructive in giving
an indication of the ranges that the various partition matching coefficients
take‘when various ‘=vels of.structure are present in the data, The two |

K-means partitions with Euclidean distance and .Mahalanobis distance seem

clearly to have converged upon highly similar partitioning of the uniform data

set, The Symmetric Lambda of .86 and the Rand coefficient of .93 are boﬁh.
very high, indicating a high degree of similarity in the partitionings. All
zof the other results h;ve‘a much lower level of overlap between the various
classifiers., The results fgr the_sfructured data sets'E and F are
substantially Higher, indicating that the classifiers in these cases have
reached paytitions which show much higher general levels of class overlap.
Table 7 indicates some ‘tentative éuidelines that emerge from this research
regarding the sizes and numerical values for partitiéh agreement coef?icients
based upon the artificial data sets. Again, since certaiﬁ of the Zoefficients
show a tendency to larger values based purély upon the number of classes,
present, we reiterate that the present artificial data sets contained between

one and five classes. We have divided the ranges into excellent, moderate,

questionable, and poor levels of agreement. The relative sizes of the Rand

-

{f
i
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Table 6

Measures of Partition Agreement for Pairs of Partitions

Produced by. Cluster Analysis on the Same Data

Symmetric

Partition Partition [# of groups Fof outliers' Rand's| Jacc.|Cramer's
| 2 p. 1 |p. 2 p. 1 ip. 2 coef., | coef.| coef. Lambda
Data Set U |
MIKCA=D vs MIKCA-d | 6 6 0 |.933 |.688 | .880 .867
MIKCA-D vs MIKCA-D | 6 4 0 |.748 |.297°| .598 .430
MIKCA-D vs UPGMA-d | 6 6 _0  |.791 |.330 | .603 .532
HMODE-d vs UPGMA-d | 7 7. 14 | 6 |.681 |,213 | .492 284
UPGMA~cos vs UPGMA-d 7 7 13 6 |.782 |.238 | .613 451
HMODE~d vs HMQDE-cod 6 7 19 27 .687 .150 . 524 w259
MIKCA=D vs UPGMA-d 3 | 4 0 0 f.911 |.826 | .893 . .800
HMODE-d vs UPCMA-d | 3 4 24 .8385 | .770 | .806 .765
UPGMA-cos vs UPGMA-d 3 | 4 0. | o |.761 |.566 | .774 2576
HMODE~d vs HMODE-cod 3 | 3 2% | 11- |.783 |.545 | .680 .530
Data Set T .
MIKCA-D vs UPGMA-d | 3 | 3 "0 | 20 .884 | .808 | ,867 637
MIKCA-D vs UPGMA~d | 4 s | o | 33 |.875 |.717 | .796 - 564
HMODE-d vs UPGMA-d | 5 5 40 | 33 |.886 | .743 | .741 732

(cosine and d partitions
not comparable because
of cluster centered at
origin)

»
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Table 7

Tentative Guidelines for Judging Partition Agreement
Based on Artificial Data Sets Containing 1-5 Clusters

Jaccard's

Table 7.

_Aiwi*mfwiiﬁ,“m@tﬁﬁyﬁwngiikM . ,,v‘ ._. AV VA" f_“'

Agreement " Rand's Symmetric
" Level Coefficient Coefficient Lambd a

Excellent Above .9 . Above ,75 Above .75
Moderate . »8 - .9 6 - ,75 o6 - 75
Questionable ' el - .8 5 =~ .6 3 = .6
Poor Below .7 Below .5 Below .5

Two factors should be taken ‘into account in using these guidelines. First,
Rand's coefficient tends to increase as the number of groups in the partitions
increases, Therefore, the Rand guidelines should be raised for partitions
¢ontaining more than 5 groups. Second, the existence of a large number of
outliers may affect coefficient values, raising them if the two partitions
have similar outlier groups, lowering them if one partition has a large
outlier category while the other assigns most of the outliers to clusters.,

coefficient, the Jaccard coefficient, and Symmétric Lambda are provided in
These should give some general indications of temtative guidelines

regarding the interpretation of these coefficients in comparative studies, of

cluster "analytic methods and in validity studies against correct prior

classification systems.,

Comparing Classifications for Cluster Analytic Studies of Real Data: An
Unknown "Correct” GClassification

OQur final data set illustrates the multiple analysis of a real data set by

many classification approaches and the dohparison of the empirically produced

classifications., 1In this ctase, there is no "known correct" classification

soiutiog. The analyst is confronted with a situation in which‘he nust deduce
from the various cluster'analytic results the best ;r most likely."correct”
classification. Table 8 shows the results of a number of comparisons of
classification results. obtained from this real data. Virtually all of these
involve the use of the UPGMA.and the HMODE cluster analysis methods with

either distance coefficients or cosine similarity coefficients. Additionally,

I
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TABLE 8

Measures of Partition Agreement for JES1
Comparing' UPGMA and HHODE Partitions

# #

Partitions (same sim. coef.) . Clusterss Outliers Rand

Jaccard Lambda

UPGMA-d (190) vs. HMODE-d (8) 7x6
UPGMA-d (190) vs. HMODE-d (6) x5
UPGMA-cos (190) vs. HMODE-cos (6)  8x8
UPGMA-cos (193) vs. HMODE-cos (6) 6X3
UPGMA-r (191) vs. HMODE-r'(ﬁ) 8x6

- by 46787 457 463
18, 51 .786" .468 .48
3, 40 .8382 527 . 664
0, 40  .844 .47¢ .616

0, 42,742 ° .258 .385

Partitions-(different sim. coef.j

UPGMA-d (190) vs. UPGMA-cos (193)  4x5 18, 6 .731 L3217  .466
UFGMA-cos (190) vs. UPGMA-r (192) 9x7 . o, 0 .813 .31 517

4

*?hg number of clusters at a particular tree~level ‘depends in part on the
minimum number of points required to make a cluster. Smaller groups are
thrown ?nto the "outlier" cdtegory. In this table, where the number of groups
for a given partition changes it 1isg because the ‘minimum cluster size was
changed. (Treatment of such small numbers of points hag little

impact on the -agreement coefficients.) ’ ‘
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the correlation coefficient in ifs Q analysis sense was used as a similarity L, and the joint use of this coeff1c1ent with the full contingency table is very

tgs s .. ; . : . . sis is th high ° : [y
coefficient, - A first point to note about this analysis } € very anigh , ; valuable for the direct perceptlon of the types of overlap and disagreements

levels assumed by the Rand coefficient, particularly when eight clusters were between the.classe- of each partition. This contingency table, in fact. was
. . ‘ . 3 3

. Ve e s e s ) .
present in both classifications. This high value would be especially found to be extremely useful im the discovery of the particular "styles" of

encourdging to an analyst, although it is clear from our. prior results that each of the classification approaches that have been used., The Rand

x,‘f" . .

the Rand coefficient tends to 1ncreasg;w1th an increasing number of classeg. coefficient seems to be less desirable, partially because of its generally

very high and potentially misleading levels, its greater susceptlblllty to

under a .5 cutoff on both Jaccard and Lambda coefficients. The coefficients being enlarged as a result of ap increased number of classes in a partition
S : ,

based on correlation with the same cluster analysis methods are substantially and its very narrow range

lower. This would lead the analyst to judge that these positions are

|

| ~ '
The classification solutions based on distance coefficients are all slightly

|

particularly unst=hla. Tyo of the Lambda coefficients on this real data set ) ( %

| i

| |

| |

|

. : are between .6 and .75 and would thus indicate 'moderate" overlap in the

particvions produced, It might be noted'here that the substantive interpreta- T i . , : .

tions of the clusters Efoduqed by these two analyses were intuitively highly -

, similar in the sense that they gave largely the same kind of psychological
profile for each class produced, These were the claos1f1cat10ns that were

produced by both cluster analytlc methods when they used the cosine 51m11ar1ty

¢ ;
- . M

coefficient, ' , ‘ : ’ -
. CONCLUSIONS

This résearch suggests that the Jaccard and Symmetric Lambda coefficients
appear to be potentially ﬁsefpl. We suggest that ghese coefficients would be !
worth comparing in a much larger and more systematic study of classification
overlap. The Lambda coefficient may be marginally preferable as a result of ? .
the clearer expositions of its meaning (see Reynolds, 1977). Lambda has ;
further advantages in that it seems less affected by variations in number of

classes in a partition. It is also clearly associated with a contingency table

R
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Introduction

Criminological data generally involves measurements of sociaf,‘behavioral
and psychological variables which may ée highly skewed, intercorrelated, or
simply irrelevant to the deésired classification. In this chapter, we will
look at the characteristics\;f criminological data that are 1ikély to make the
;earch:for clusters difficult. We will then attempt to duplicate these’
characteristics in artificial data sets, -to create data of known structure
which poses the same challenges. Qluétering techniques which perform well on

such data can then be selected for use in clustering "real" criminological

i
J
. : i,
data., ’ : . |
|

Monte Carlé studies have frequéntly been used by numerical taxonomists to
test and compare clusteringlalgorithms. A set of data is artificially created
by.drawing random probability samples from several multivariate normal
populations. Thus the data contéins a mixture of points from several
populations, and a clugﬁeripg method can be judéed by its success in finding

clusters which match the original poPulatlons. Knowing the “correct" cluster

:as31gnment for each p01nt Lt is possmble to rate the clusterxng methods on

the basis of a criterion such as "number of points mlsc13331f1ed"

Such artificial data sets often have been created to test a particular
clustering method developed by the author (e.g. McRae's MIKCA, Ball's ISODATA,
Huizinga’; mode search)., Everitt (1974) used artificial data to compare a
variety of hierarchical and k-means techniques, and David Wishart (1972)
compared a number of similarity measures using one c¢lustering algorithm. Both
Everitt and Wishart confined their artificial data to two dimensions, however,
which is convenient for visual display of results but:hardly approximates the

actual data fou:. ‘n research situations., .

=211~
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Blashfield (1576), on the otﬁer hand, developed 50 artificial data sets
with a wide'variety of chargbteristics,,differing in numbér of variables, size
of data set,.sizeé and shapes of clusters, separation of clusters, and amount
of correlation between variables. He used them to compare four hierarchical
clustering methods and has ﬁéde them available for use by other researchers.
The features of hls data sets were selected randomly w1th1£ specified ranges,
however, so the problems posed by each data set were not directly related Lo '
problems in any particular type of real data. ‘

In Gsipg daFa sets drawn from multi-normal distributions it should be kept
in mind that they are based om ; "points in space' model of similarity. They
would generally not be appropriate for comparing clustering methods when the
research purpose is to compare shapés of yrofiles;

Inventing artificial data to represent ‘a 'shape of'p;ofiles‘ model is more
difficult because the concept of 'sﬁape' varies according to the ‘topiec of‘
research. One such data seﬁ.was created by Bartko, Strauss and Carpenter
(1971) to compare clustering techniques which might be used to.classify
psychiatric patients. They argue: "Since there is no statistical test of .
s;gnlflcance of emerging clusters, the choice among various technlques and
emerging clusters has tended to depend on the meaningfulness and usefulness of
the actual clusters produced)" They fabricated psychiatric symptoms for 100 '
archetypal patients, representing five diagnostic categories with 20 patients
per category. Thus the clusters were-designed to duplicate descriptions used
in clinical practice; clustering tecﬁniques ware evaluated based upon how well

they would duplicate clinical diagnoses. (It is interesting to note that the

'best' clustering method of those tried was complete link with Q-correlation

.
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as the resemblance measure. Indeed, it was the only technique which

‘reproduced the original input groups. The same clustering method used. with

Buclidean distance produced many'misclassificaqions.5

A nﬁmber of sets of real.(as opposed ta factitious)‘data, which have known
"right answers' based on theory, have been used to compére clustering
methods., A simple but popular one is the Fisher-Kendall Iris data, containing
four measurements made on 150 specimens frém thrée species of Iris (Ball,
L?67; Bezdek, 1973, McRae, 1973)1' of coufse, finding the right answer is
W
Sartly dependent on using a measure of resemblance that is appropriate for
both the data and the theory:

.Ideally, it would be good to create a great many artificial data séts, as

Blashfield has done, to compare the ability of the clustering methods to

handle a variety of easy and difficult situations. Variations in shape, size

e

and separation of clusters will affect different algorithms in different ways,

for example. The amount of 'n01se in the data and.the amount of correlatlon

in the variables are also likely to have a slgnlflcant effect,

For the purposes of this project, four artlflclal data sets were
specifically deslgned to simulate the data structures which are must likely to
occur in social, behavioral, and psych01001cal data.

Challenges In Criminological Data

Measurements, of human behavior often do not fall into neatly normal
distributions. Distributions of‘deviant behavior, for example, are often
extremely skewed. The clusters within may be very peaked or rather flat.
Thus artificially generated clusters, which are drawn from multi-normal
distributions, do not necessgrily duplicate the real~life situation. The

relationship betwaen clusters also concerns us.

Va
=
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For detecting én underlying sfructure in a set of data classification
methods must be able to detect two basic kinds'of élusters:
(a) Compact,iseparated clusters whose boundaries are clearly definable,
‘(b)' Modal clusters, which may be close enough together that their
bound aries overlap,‘yet.which can be-distinguished by the existence of

[}

more than one highly dense area (mode). Boundaries between modal

clusters are‘fuzzy, noé_klearly defined,.
The danger is that a clustering method may instecad identify értificiél
clusteré'bascd on its own method of cluster~building, i@posing értificial
boundaries that are not inherently contained in the data.

We w111 focus on the following problems and data structures:

l. Determining The Correct Number Of Clustors, If Any, It is possible

that a data set may contain no clusters, having oitly minor variations in -
frequency and, perhaps, a single large mode., If the purpose is to uncover~a
natural structure, a clustefing method should not artificially partition a
continuous distribution into several arbitrary bloeks, It may.be equally
inappropriate to break up some of the natural clusters into smaller Qegmuntq.
or tack two adjacent modes together. Which error is most acceptable depends

on the purpose of the classification.

2, Unclassifiable Individuals. Even when there are a variety of

clusters, a few individuals are likely to f£it 4n none cf the categories,

appearing instead as péripheral points <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>