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(IU ENTATION 

The purpose of the ori entati on is t . 
information to participants The 0 0 p~ovlde lo.gistic and background 
presented as a single unit iasting 8~e~f~~i~. and Introduction are to be 

TOPIC 

ORIENTATION SCHEDULE 

THE ALLOCATION 

TIME 
I. PURPOSE OF ORIENTATION 

A. Facility and Area •••••••••••••••••• ~ •••• 5 minutes 
B. Logistics 
C. Aquaint Participants 

II. THE FAC IUTY AND AREA 
A. Hotel •••••••••••••••••••••••• 5 minutes 
B. Restaurants, etc. 

III. ADMINISTRATIVE MATTERS 
A. Break Policy······················· 10 minutes 
B. Room Set-up 
C. Dress 
D. Travel Vouchers 
E. Credit 
F. Evaluation 

IV. CRIMINAL JUSTICE TRAINING CENTER 0 

A. University ••••••••••••• * 
B. LEAA 
C.o Aud i ence 

V. STAFF AND FACULTY 
A B •• • • • • • • • • • • ackgrounds ••••••••••••••••• 
B. Academic/Experience 

5 minutes 

VI. APART~CIPANTS ••••••••••••••• 
• Roster Corrections •••••••••••••••••• 

B. Method of Sel ecti on * 
C. Introductions * 
D. Group Characteristics ~O minutes 

CO~SE MATERIAL 
A. Participant G~1~························· 5 minutes 
B. Visuals 
C. Glossary and Bibliography 

VII. 

TOTAL TIME 50 minutel; 
Less than 5 minutes 
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ORIENTATION MODULE 

I. PURPOSE OF ORIENTATION 

A. Familiarize Participants with the Training 
Facility and Surrounding Area 

B. Cover Administrative and Logistical Matters 

C. Acquaint Participant with--

I. The Criminal Justice Training Center 

2. The Staff and Faculty of the Center 

3. The Other Participants 

4. The Course Material 

II. THE FACILITY AND AREA 

A. Explain Hotel Lay-out 

1. Sleeping Rooms 

2. Meeti ng Rooms 

3. Food and Beverage Services 

4. Elevators 

5. Parking 

6. Hospitality Room 

B. Explain Area's Restaurants and Other 
Attracti ons 

III. ADMINISTRATIVE MATTERS 

A. Explain "Break" Policy 

B. Explain Room Set-up 

1. Smoking vs. Non-smoking 

,2. Placement at Tables 

3. Use of Name Cards on Table 

C. Appropriate Dress 

D. How to Complete Travel Vouchers 

0-2-IG 

NOTES 

( ) 

,0 

ll) 
j 

.D 

ORIENTATION MODULE 

E. Continuing Education Credits 

F. Course "Evalllation" Procedures 

IV. CRIMINAL JUSTICE TRAINING CENTER 

A. EXplain the Training Center1s University 
Placement and Line of Accountability 

B. Financed by LEAA Grants to Provide 
Training and Technical Assistance 

_____________________ n _________________________ _ 

SHOW V.A. (0-1): 

CRIMINAL JUSTICE TRAINING CENTERS 
LIW Enforclllllllt Alilltinci Admlnlltrltlon 

u.s. DePlrtmint of JUltiCI 
Central Are. 
ILEAA Sorlie. Art. Q? 

I Unlvtrally 01 Wloconlln. 
MnW~Uk" ) 

• f1:ortho."ern Art. 
ILEAA SeNlc. Ar •• A) 
Northeastern 
University 

.' Boston 
-- ..... .--'7 "~-A-"""""" 

~ •. ~., • .J 

" .J,~."" Southeastern Arl. 
-, ILEAA SeNlc. Ar •• C) 
Mid WeiSlern Arel I Florida State University 
ILEAA Servlc. Are. 01"" T.n.h ..... 
Washburn University 
Topek. 

Programa AV11lab11 Planning, Evaluation, Monitorlno, Anllyall, Management,' Program Development' 

EMPHASIZE (0-1): 

+ Describe System of Five Centers 

+ Describe Current Array of Course Offerings 

+ Project Future Course Offerings and Services 

C. Describe Target Audience for Courses 

1. State, Regional, and Local Criminal 
. Justice Planning Unit Staff 

2. Operational Agency Planners, Analysts, 
Evaluators and Monitors 
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ORIENTATION MODULE 

V. STAFF AND FACULTY 

A. Prepare and distribute hand-out describing 
backgrounds of key Center staff and all 
instructors, introducing those present.· 

B. Point out mix of background and skills and 
balance between academic and prac.titioner 
experienc~. 

VI. PARTICIPANTS 

A. Refer'to Roster and.Request Corrections 

B. Describe Method of Selection of 
Parti cipant:; 

C. Have the participants pair off and tell 
them to spend the next few minutes 
interviewing each other. At th~ end of 
the interviews tell them they wl1l 
introduce their partners giving the name, 
agency position, function, length of time 
in the'field, and three expectations for 
the week. (Note: This technique is a 
very effective ice breaker but it can tend 
to be time consuming. The manager should 
be alert to this risk). 

D. Summarize Group's Characteristics 

VII. COURSE MATERIALS 

A. Participant Gui de 

Instructor Should Explain the Organization 
and Format of the Participant Guide (P.G.) 

B. Visuals 

Visuals consist of photo negative (white 
on black) overhead projections. Generally 
there will be no need to lower normal room 
lighting. Other visuals include the 
"module charts" at the end of each module 
and a wa 11 chart of each "module chart". 

C. Glossary and Bibliography 

Explain that the Glossary and Bibliography 
have been developed for all Training 
Center programs. Note their location in 
the P.G. 
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INTRODUCTION 

The opening session of the Analysis Course must accomplish several things 
in order for the participants to effectively move through the l~ssons and 
tasks of the week. 

First, the participants must have a clear understanding of the methods, 
procedures, and objectives of the course. Because of the complexity of the 
course, it is imperative that faculty, facilitators and participants have a 
common understanding of the expected product and the steps to be taken to 
produce that pr"duct. A,nything less than total understanding and agreement 
will result in confusion. 

The course overview establishes goals, identifies the participants, 
identifies themes, and discusses the values or purposes of analysis. Finally, 
the overview establishes that analysis is a process leading to a statement of 
problems which serve to inform decision-makers. 

The course materials are descrihed and discussed. The Problem Statement 
from Module 1, whi ch has been sent to participants as a pre-reading, is 
presented as the product of a well managed analysis project. The statement 
should be used as an example of the product which should result from the Major 
Exercise. 

The final activities of the opening session are to provide an orientation 
to the Major Exercise. 

OBJECTIVES 

1. To describe the method, procedures, and 
objectives of the course. 

2" To establish goals,· identify participant 
backgrounds. and to identify themes for the course. 

3. To identify the values or purposes of analysis. 

4. To establish that analysis is a process to aid in 
decision-making. 

IN-I-IG 



TOPI 

INTRODUCTION 

TIME ALLOCATION 

TIME 

I. COURSE OVERVIEW •••••••••••••••••••••••••••••••• 30 minutes 

A. Cours2 Goals ••••••••••••••••••• 5 minutes 
B. Course Participants ••••• ' ••••••• 5.minutes 
C. Cou rse Themes.................. 5 mi nu te s 
D. Va 1 ues or Purp oses of 

Analysis ••••••••••••••••••••••• l0 minutes 
E. Proce ss as R oadmap •••••• .". • • • •• 5 mi nu tes 

TOTAL TIME 30 minutes 

". 
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INTRODUCTION MODULE 

I. CO~SE OVERVIEW 

A. Course Goals 

1. Knowledge Goal: 

The participant should 
understand as a result of this 
course the purpose and logic of 
analysiS as used to formulate 
crime and criminal justice 
system problems ~h~ch are,used 
to i nfl uence dec 1 s 1 on -makl ng. 

Emphasis is on problem 
formulation as distinct from 
strategy assessment. 

2. Skill Goal: 

The participant will be able to 
select and apply analytic 
techniques to crime and system 
data that can lead to improved 
interpretation of the data and 
more effective communication of 
information, thus providing 
decision-makers with information 
which they can understand and 
use in decision-making. 

3. Attitude Goal: 

Participants with minimal prior 
analytiC trai~ing, regard~ess of 
preconceived ldeas of t~elr 
quantitative talents, wlll 
perceive data analysis as being 
within their competencies and 
the use of analytic methods as 
meaningful and desirable. 

In mallY respects the Crimina~ 
Justice AnalysiS Course provldes 
a sett i ng for overcomi ng the 
"intimidation factor" many feel 
toward criminal justice data 
analysis. 

b.. Course Participants 

1. The introductory nature and 90afls of 
the course indicate that it is or 
those who seek to understand the 
analysis process and gain knowledge 
of how to apply basic analytical 
tools used in formulating crime and 
criminal justice system problems. 
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INTRODUCTION MODULE 

2. The participants should include 
planners, budget analysts, program 
coordinators, policy analysts, 
program developers, program monitors 

anyone that informs 
decision-makers in criminal 
justice agencies. 

C. Course Themes 

The Analysis Course has three 
distinct, yet integrated themes. 

----,-----------~------------~--------------------

SHOW V.A. (IN-I): 

THEME OVERVIEW 

EMPHASIZE (IN-I): 

+ Analysis as a process includes four general 
parts: 

(1) Problem Specification 

(2) Data Selection and Collection 

(3) Extraction of Information from Data 

(4) Persuasive Presentation of Information 

+ Analysis as a set of tools means an 
understanding of the use, applications, 
strengths and weaknesses of analytic 
techniques and statistical procedures. 

+ Analysis asa set of skills means how to 
select, use and manage the tools of analysis 
effectively. 

-------------------~----------------------------
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INTRODUCTION MODULE 

D. Values or Purposes of Analysis 

1. Analysis is an integra 1 part of 
criminal justice and plays a-key 
part in informing decision-makers. 

a. Unique tasks in LEAA delivery 
system require analysis (e.g., 
allocation of funds by 
geographical area, review of 
competing proposals). 

b. Problem analysis requirements of 
guidelines (Re: Guideline 
Manual: State Planning A~enCY 
Grants, M 41oo.1S, Jan. 8, 
197]., including changes 1, 2, 
and 3. LEAA, United States 
Dept. of Justice, Chapter 3, TO 
Comprehensive Plan, Section 4, 
Analysis of Problems and 
Development of Problem 
Statement, pp.34-38.) 

c. Analysis is used as input to 
decision-makers. 

(1) If .the analyst's work is 
relevent to the 
decision-maker's needs, 
understandable and 
persuasive, it should have 
an impact. 

(2) Hundreds of "mi nor 
decisions" aren't 
exclusively "political" and 
analytic products may be 
influential in many. 

(3) Good'analysis may help the 
decision-maker out of a 
political trap if he or she 
is caught between equally 
strong interests. 

2. Competencies central to the role of 
the analyst include: 

Instructor might ask participants 
their role perceptions instead of 
listing these items and work t~e 
group toward these. Another role 
perspective that should be brought 
up -- emotional decision making 
(affective style) vs. decision 
making based on facts (cognitive 
style) • 
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~IN~T~RO~D~U~CT~,I~ON~~~D~U~LE ____________________ ~--------~N~OT~E~--_____ • 

a. Data Co 11 ecti on and 
Interpretati on 

b. Technical Assistance 

c. Written Communication 

d. Oral Communication 

e. Formal and Informal Communicatio 

f. Interpersonal Skills 

g. Leadership 

h. Decision-Making Influence 

3. Analysis is an Integral Part of 
Pl anning Process 

SHe:., V.A. (IN-2): 

GENERAL PLANNING PROCESS MODEL 

Prlpirlng Determining ConsldMlng 
fOl' 

Determining 
~ Pre .. nt ---+ ProJeclions 

Ind 
-+ Alternallve 

System Plllnning Sltuilion 

i Anllclpallons Futures 

+ 
I 

Monitoring 
Ind • Idenllfylng • Seiling 
EVllulling Problems QOIIls 
Progt'nl 

1 I 
Implementing Planning for Selecllng Identifying 
Pliine +-Implementatlon'- Preferred +-- Alternative 

and Evaluation Alternatives Courses of 
Action 

EMPHASIZE {IN-2): 

+ In the general planning model, analysis 
begins in the stage of preparing for 
planning and results in the identification 
of problems. 

+ Analysis may also occur during the phases of 
identification/selection of alternatives and 
monitoring/evaluation. 
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M ______________________________________________ _ 

SHOW V.A. (IN-3): 
ANALYSIS 

A PROCESS TO INFORM 
DECISIONS 

PROBLEM ANALYSIS 

EMPHASIZE (IN-3): 

+ Explain that this model, which outlines the 
week of i nstructi on, is used to generate 
effective problem statements. 

+ It presents the concept of a problem statement 
as a product of the analysis process. The 
content of a problem statem~nt, which th~ . 
participants have reviewed 1n the pre-ma1l1ng 
and which will be examined in Module 1, and 
the process of its preparation and 
presentation constitute the Criminal Justice 
Analysis Course. 

+ Note especially that this process is ori~nted 
to\'/ard influencing decision-makers, a~ 1S not 
viewed as either an abstract or academlc 
exerc ise. 

------------------------------------------~------
E. Process 'as Roadmap 

1. This week weIll follow the analysis 
process used to prepare a problem 
statement. 

IN-7-IG 
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I.WNTWR~OD~U~CTUI~ON~MO~D~UL~E~ __________________ ~ ______ ~~~ ______ _ 

2. The movement will be from 
identification of concerns and 
specification of problems to the 
development and presentation of a 
good problem statement. 

3. Exhibit 1 is a preview of the entire 
course. 

a. A rectangle will always be used 
to present an instruction or 
information. 

b. 0; amond -shaped fi gures Will 
always be used to indicate 
decision points, or places where 
choices must be made. 

c. Circle for Module 

d. Tri angle for product or outcome. 

e. Arrows will indicate the 
direction of the flow. 

4. A decision map will be elaborated 
for each module and utilized 
throughout the week. It is called 
the module's chart. 

5. Exhibit 2 is the course agenda. 

a. CJTC should insert actual 
schedule. The one provided is a 
guide based on suggested module 
and exercise times. 

b~ Break times indicats the 
approximate amount of time 
available dJring each morning 
and afternoon session and not 
the location of breaks. These 
need to be progranmed by the 
Trainirlg Centers and instructors. 
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c. The course has approximate ly 35 
hours of activities. The 
program does, however, require 
close adherence to the agenda. 
Program Managers, faculty and 
especially facilitators will 
find it necessary to carefully 
monitor activities in order to 
stay on schedule. Special 
attention should be paid to 
Thursday afternoon. Failure of 
the work groups to deliver a 
product from Tasks 3 and 4 in 
the late afternoon or early 
evening will prevent the 
facilitators from preparing 
adequately for Task 6 of the 
Major Exercise. 
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Exhibit 2 
SUGGESTED 

CRIMINAL JUSTICE ANALYSIS COU~SE AGENDA 

SUNDAY MONDAY TUESDAY WEDNESDAY THURSDAY FRIDAY 
8:30A.M. 

Major Exercise Module I Module VI 

Problem Module III Module V Data Interpretation Task #5 

Specification Data Interpretation Data Interpretation 
(60 minutes) 

(120 minutes) 
System 

Descriptive Methods Inferential Methods (120 minutes) 
Major Exercise Module II 

Data (180 minutes) (180 Minutes) Module VII Task #6 
Presentation of 

Synthesis Findings (180 minutes) 
(60 or 90 minutes) (60 minutes) 

12:00 

\.\).(\C'<' \.\).(\C'<' (\c'<' (\c'f' End of Session \.\). \.\). 
1-004 (60 minutes) 
:z 

1:30 P.M . • Module V ..... ..... r Major Exercise Data Interpretation Major Exercise • Module IV 
1-004 Task #1 Data Interpretation Task #3 Ci) Inferential Methods 

(120 minutes) (continued) 
(120 minutes) , Comparative Methods (100 minutes) 

(150 minutes) 
Calculator 

Major Exercise Workshop Major Exercise 
Task #2 Task #4 

(130 minu~es) \ 
5:00 P.M . (120 minutes) 
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d. The course is 35 hours 1'n 1 ength and 
consists of: 1) Six Modules 
c~~rising 11 hours of lectures 
reinforced by 9 hours in 12 
Wa1k-Throughs and 6 Exercises, 2) an 
optional Management Module, 3) an 
optional workshop and 4) a Major 
Exercise composed of 6 Tasks taking 
about 13 hours to complete. 

e. In addition to the overhead format, 
visual aids of the module charts are 
available in a 24" X 48" easel 
format at the program managers 
option. These oversize charts can 
be taped to the classroom wall for a 
continuing reminder of th~ process 
of analysis. 
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MANAGING ANALYSIS 

This optional module emphasizes management skills essential to planning 
and implementing moderate and large-scale analysis projects. The presentation 
of management skills should focus on the development, interpretation and 
utilization of various techniques. The procedures covered in the module 
include methods for tasking a project and labor and resource allocation 
procedures. 

It is recommended that if this module is used in the course, its most 
advantageous position is on Sunday evening folJowing the Introduction. 
However, it can be offered on any evening following the training day at the 
Training Center's discr~tion. 

It is an optional module in the sense that Training Centers must decide 
whether the module is to. be covered. This decision should be made in light of 
an understanding of participant needs and interests, time pressures and 
instructional ~taff availability~ 

OBJECTIVES 

1. To describe the use of specific techniques for 
managing ana lysis tasks. 

2. To describe the benefits from planning an 
ana lys i s effort. 
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TOPIC 

MANAGING ANALYSIS 

TIME ALLOCATION 

TIME 

I. ANALYSIS PLAN ••••••••••••••••••••••••••••••••• 10 minutes 

A. Definition ••••••••••••••••••• * 
B. Need ••••••••••••••••••••••••• * 
C. Developing ••••••••••••••••••• * 
D. Work Plan •••••••••••••••.•••• 5 minutes 

II. WORK PLAN ..•..•...•..•..•....•............. ·.·40 minutes 

A. Overview •••••• i •••••••••••••• 5 minutes 
B. Tasking •••••••••••••••••••••• 10 minutes 
C. Labor Allocation ••••••••••••• 10 minutes 
D. Budget ••••••••••••••••••••••• 10 minutes 
E. Summary •••••••••••••••••••••• 5 minutes 

III. BENEFITS OF PLANNED ANALySIS ••••••••••••••••• 10 minutes 

IV. CONCLUSION ••••••••••••••••••••••••••••••••••• 10 minutes 
A. Review •••••••••••••••••••••••• * 

TOTAL TIME 70 minutes 

* Less than 5 minutes 

MA-2-IG 

PAGE 

MA-3 

MA-3 
MA-3 
MA-3 
MA-5 

MA-6 

MA-6 
MA-7 
MA-18 
MA-22 
MA-24 

MA-25 

MA-26 

ff-'" "); 
" j - . 

\ ...... ;:;.,-." 

r[) ; 

o 

~ ,,~ .. -,-- .~ ... -- .... - -.-~.-~ .. ----. . '. -. ~ .;~. -

u 

:J 

I 

I I 

o 
) 

. MANAGING ANALYSIS 

I. ANALYSIS PLAN 

A. Definition: 

1. An analysis plan is a written 
document which systematically 
outlines the major components of th 
analysis task from the initial 
statement of the analytic concern t 
a work pl an: whi ch includes An 
estimate of the costs of a proposed­
investigation. (See Exhibit 1) 

B. Need for an Analysis Plan 

1. Pre-preparation of an analysis plan 
for any sizeable analysis task is 
necessary to produce results which 
are reliable and efficiently 
produced. Such preparation is 
almost certain to produce better 
results than those analyses which 
are not based on a plan. Analysis 
plans force the analyst to consider 
why a particular analysis is worth 
undertaking, what needs to be 
analyzed, how the analysis will be 
undertaken, when and by whom, and t 
whom and how the results should be 
transmitted. 

2. Inefficiency and missing 
opportunities characterize 
approaches which are not 
scientifically based and are merely 
"data grubbing" efforts or based on 
vague ideas of need. 

3. Sometimes development of an analysi 
pl an is man~a·tory. Budget requests 
or grant applications, whether for 
federal funds such as LEAA planning 
funds or for foundation funds, are 
essentially an analysis plan. 

C. Developing an Analysis Plan 

1. There are obviously many possible 
ways of organizing an analysis plan, 
but the major components generally 
tend to be similar. The process 
should be thought of as a flow with 
steps overlapping and feeding back 
into each other. The components of 
the final analysis plan represent 
the product of this process. 
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STAGES IN 
DEVELOPING 
AN ANALYSIS 
PLAN 

ANALYSIS 
PLAN 
COMPONENTS 

USE (WHAT 
EACH STAGE 
TELLS THE 
ANALYST) 

MODULE 
REFERENCE 

• 

Exhibit 1 

Analysis Plan Development, Components, And Uses 

Specify State concern Assess Identify Select Perform Identify Select 
for which concepts, measures & select analysis analysis audience ' presentation 
analysis is variables, and data techniques and use format & 
needed measures, . hypotheses sources for findings disseminathm 

hypotheses procedure 

Questions Problem Prioritized Data Selected Interpretation Audience Presentation 
to be Specifica- list of collection analysis of identifica- and dissemina-
answered tion hypotheses plan techniques findings tion & use tion 

for products 

WHO 
WHAT 

WHY WHAT WHAT HOW HOW WHEN FOR WHOM FOR WHOM 
WHERE 
WHY 

MODULE 7: 
MODULE 1: MODULE 2: MODULES 3,4,5,6 PRESENTATION 
PROBLEM SPECIFICATION DATA SYNTHESIS METHODS OF ANALYSIS OF FINDINGS 

• • • 

Determine 
manpower, 
equipment, 
time and 
funds 
needed 

-I 
Tasking, 
Labor 
allocation, 
and costing 

WHEN, BY 
WHOM & 
HOW MUCH 

MANAGING 
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MANAGING ANALYSIS 

a. Problem Specification 

1) Identifying Concerns 

2) Conceptualizing Concerns 

3) Elaborating Concepts into 
Vari abl es 

4) Establishing Measures for 
each Variable 

5) Postulating Hypotheses 

b. Data Synthesis 

1) Assessing and Selecting the 
Hypotheses 

2) Collecting the Necessary Oat 

c. Interpreting the Data Using: 

1) Descriptive Methods 

2) Comparative Methods 

3) Infel'enti al Methods 

4) System Methods 

d. Persuasive Presentation of: 

1) A Written Report 

2) An Oral Briefing 

D. Work Plan--Putting the Analysis Together 

1. Explain the management problem 
associ ated with performing 
analysis. This essentially consists 
of four interrelated factors: 

a. Quality Control 

1) This requires constant 
monitoring of the process 
and careful el~boration of 
tasks and milestones. -- ,-

b. Staff Relations 

1) Planning and implementation 
of who does what, when. 
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c. Budget Control 

1) Planning and monitoring of 
expenditures/resources. 

d. Client Relations 

II. WORK PLAN 

A. Overview 

1) Developing usable products, 
responsive to your 
audience's needs. Module 7 
will emphasize this last 
responsibility. This module 
is concerned with the fi rst 
three responsibilities. 

1. One of the most important aspects of 
analysis is the Work Plan for 
managing the analysis. Scheduling 
and resource allocation are needed 
to ensure that the analysis task 
actually gets done, is completed on 
time, and is of high quality. 

2. A nunber of manaqement too 1 s are 
available to (Issist in this 'task. 
These tools help ~nswer: 

a. What tasks, and in which 
sequence, are required to 
complete the analysis? 

b. How much and what types of 
manpower are needed? 

c. When are the various skills 
needed? 

d. Will delays in any of these 
analysis tasks hold up 
completion of the final product? 
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MANAGING ANALYSIS 

SHOW V.A. (Mgt.-l).: 

STEPS IN DEVELOPING WORK PLAN 

1. Identify tasks to be performed 

2. Identify relationships among tasks 

3. Determ'ine type and magnitude of resources required 
for each task 

4. Determine major milestones and target dates 

5. Prepare time schedule for use of resources to 
perform tasks 

EMPHASIZE (Mgt.-l): 

+ Step-by-Step Process 

+ Interdependent Steps 

+ Numerous Tools Exist to Assist in this 
Effort 

----------------------------~--------------~----

B. Tasking 

1. 

2. 

Tasking refers to the sub-division 
of the analytic activity into a 
sequential series of tasks to be 
performed. 

Proper tasking is an important 
aspect of quality control, 
particularly the scheduling of tasks. 

3. Two methods for sch~duling tasks are 
the Gantt Chart and the PERT 
technique. 
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A limitation of the Gantt 
Chart is that it does not 
indicate which activities 
must be completed before 
others can begin or which 
sequence of tasks should be 
given highest priority. 

Exhibit 3 presents a weekly 
Gantt Chart of the same 
project wh ich adjusts for 
the time gaps in the months. 

MA-9-IG 

NOTES 



r 
A 

II 

I C 

0 

E 

f 

G 

H 

I 

;t I 

Exhibit 2. 
G.ANNT CHART 

Stat. Analysis of Local Crlm. Reduction Program Impacts by Month 

TASKS 1 

t. PROJECT ORIENTATION I-
Z. REVIEW DOCUMENTATION -
3. IIITEIIVIEW LOCAL IT Aff AIIO 

COLUCT IAiELlIIE _ACT 
DATA 

4. OElIOIi. COIIOUCT. ANALYZE 
VICTIMIZATIOIIIUIIVEY 

r---
I. EVALUATE 'LANIIIIIO AIIO 

IMPUIIIIITATIOIi PIIOCEIS 

I. DIIAn IIiTlIIIM lllPOIIT 
UIICLUOI VICTIMIIATIOII 
IUIIVEY IIIIUL TIl 

J. IIITEIIVIEW ~II"IIIAL JUITICE 
AIID ,UILIC OFFICIALI 

I. COLLICT POn·I.LlM.IITA. 
TIOII_ACT DATA 

I. EVALUATE EFFECT 011 CIIIMIII· 
AL JUITICE IYlTlM .. 'UILIe 
AIID IMPACT 011 CIIIME 

II. DIIAFT FIliAL IlIPOIIT 

11. IIICOIlPOIIATE IIlVIIWE'" 
CO_lIITI 

U. IIEVIIl FlIIIIL IIEPOIIT 
WITH A"EIIDED CO_EIITI 

PIIOGIIIIS IIEPOIITI • • 

2 

• 

3 4 5 6 

l-f-! 

1---

. . .' . 

.. .IITEIIIM 011 FIliAL IIEPORT 

Exhibit 3. 
GANTT CHART 

7 a 9 

~ ... 

-

• • • 

State Analysis of Local Crime R.ductlon Program Impacts. W •• kly Schedule 

TASKS 
WEEKS 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

ORIENTATION ~ ~ 

DOCUMENT REVIEW ~ ~ 

INTERVIEW LOCAL STAFF 

COLLECT BASELINE 
IMPACT DATA 

DESIGN VICTIMIZATION SU:\VEY 

COLLECT VICTIMIZATION DATA 

ANALYZE VICTIMIZATION DATA 
~ ~ 

EVALUATE WRVEY !'LANNING 
.. IMI'L!MEHTATION 

DlUfT INTIIIIM III!I'OII" 
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MANAGING ANALYSIS 

b. PERT Chart 

1) Another tt~chnique which can 
be particlJlarly useful for 
1 arge and/or complex 
analysis projects is PERT 
(Program I~va 1 uat i on and 
Revi ew Technique). 

2) The techn'ique was developed 
in the laice 1950's by the 
Navy for c:oord inating and 
controlliflg complex project 
involving a number of 
geographi(:ally dispersed 
contractoY's. PERT allows 
the' plannt,r to examine 
relationships of tasks to 
each otheY' over time. 

3) In turn, this information 
permits a "critical path" t 
be charted of the tasks 
which are expected to take 
the longe~;t and which are 
crucial tel completion of th 
task withiin a given period 
of time. To illustrate the 
app 1 i cat i (In of PERT to the 
tasks preSlented in Exhibit 
2, Exhibit: 4 elaborates the 
fi rst six tasks (from "1. 
Project OY'ienta.tion" to "6. 
Draft I ntE!r im Repo'rt") into 
nine acth'ities. 
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A. 

B. 

C. 

D. 

E. 

F. 

G. 

H. 

1. 

:r I 

Exhibit 4. Nine Activities 

Project Orientation 

Review Documentation 

Interview local Staff 

Collect Baseline Impact Data 

Design Victimization Survey 

Collect Victimization D,ata 

Analyze Victimization Data 

Evaluate Survey Planning 
and Implementation 

Draft Interim Report 

4) Exhibit 5, then, refines 
each of these activities 
into specific project events. 

5) Project orienta'tion consists 
of events III - Start 
Project!! and "2 - Complete 
Ori entatl on. II 

Events are indicated by 
numbered circles. 

Arrows between circles 
indicate activities that 
link events and the 
direction these activities 
take. 

Dotted arrows indicate a 
relationship but nQ required 
activity time, e.g., between 
112 _ Complete Orientation ll 

and 113 - Beg in Document 
Review.II 
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MANAGING ANALYSIS 

Solid arrows ,indicate both 
relationship and a required 
duration for the activity, 
e.g., between 113 - Begin 
Document Rev i ew ll and 114 -
Finish Document Review,1I 
requires an estimated two 
weeks, i.e., activities 
consume time and resources. 

Note the branching 'at event 
114" into three paths which 
can occur simultaneously. 

By adding the times along 
each possible path. the' 
critical (or longest) path 
may be determined. 

Path 1: A, B, 0, H, I = 18. 
weeks. 
Path 2: A, B, C, H, I • 17 
weeks. 
Path 3: A, B, E, F, H, I = 
22 weeks. 
Path 4: A, B, E, F, G, I • 
20 weeks. 

Thus, delays of three and 
four and two weeks 
respectively could be 
tolerated during the 
implementation of the other 
three paths without 
affecting the completion of 
the Interim Report, whereas 
any delay along the critical 
path wi 11 in tum del ay 
Interim Report completion. 

6) Note' how the critical path 
is boxed in on Exhibit 5. 

7) In comparison, a Gantt 
Chart, while simpler to 
construct, does not indicat 
which activities must be 
completed before others can 
begin or which sequence of 
tasks should be given 
.highest priority. 
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Exhibit 5-
PERT Network With Critical Path Indicated 

For Analysis Project 
(Task = Time in Weeks) 

t. START PROJECT 

2. COMPLETE ORIENTATION 

3. BEGIN DOCUMENT REVIEW 

4. FINISH DOCUMENT REVIEW 

!i. START STAFF INTERVIEWS 

6. FINISH STAFF INTl:nVIEWS 

• 

EVENTS 
7. COLLECT BASELINE DATA 

8. BASELINE DATA COLLECTED 

9. DESIGN VICTIMIZATION SURVEY 

10. SURVEY DESIGN COMPLETED 

11. COLLECT VICTIMIZATION DATA 

12. VICTIMIZATION DATA COLLECTED 

Key: 0 Event 
Relationship 

13. EVALUATE SURVEY 

14. COMPLETE EVALUATION 

15. ANALYSIS OF VICTIMIZATION DATA 

16. VICTIMIZATION DATA ANALYZED 

17. START INTERIM REPORT 

tB. FINISH DRAFT REPORT 

- Sequence of events 
A=2 Time between events showing number of weeks 

• 
'i'". "'\ .. ' J 

-~-~~-, ---'~--- ------.. ,-.,-~- .. ~".---,~--~--~. ~ 
<-'-... - ......... --".-.~-- .• 
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MANAGING ANALYSIS 

8) In an actual application, the 
PERT network would be 
specified in more detail than 
i~ Exhibit 5. The classic 
PERT technique also contains 
procedures for estimating 
activity times where 
uncertainty is involved. 
Estimates are obtained for the 
"most 1 ike ly time," 
"optimistic time," and 
"pessimistic time," 
preferably from each 
individual task or subtask 
manager; the person directly 
responsible for the work is 
responsible for both the 
estimates and task 
completion. Variances in the 
time estimates can be used to 
calculate the probability of 
completing the job on schedule 

9) PERT is most useful for large 
scale and complex tasks such 
as scheduling and tracking the 
tasks a large metropolitan or 
state criminal justice 
planning agency undertak~s 
over a year period. However, 
PERT can also be useful on a 
more informal basis for 
smaller projects as well. 

10) PERT technique is useful for: 

Understanding the 
relationships and precise 
nature of the constraints 
dUring the development of 
and implementation of 
analysis projects. 

During the implementation 
phase: 

Monitoring progress and 
slippage during 
implementation. 

Identifying priorities for 
resource reallocation 
through use of the 
critical path as the 
highest priority • 
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MANAGING ANALYSIS 

A management tool for 
reminding individual task 
managers of their 
schedules and progress. 

11) A summary of tasking 
techniques is presented in 
Exhibit 6. . 
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Exhibit 6. Tasking Techniques 

1. GANTT CHART 

* WEEKLY TIME LINE FOR EACH TASK 

* SIMPLE TO CONSTRUCT 

* EASY TO UNDERSTAND 

* FAILS TO StIlW INTERRELATIONSHIPS OF TASKS 

2. 1itU 
* IDENTIFIES PRECEDENCE AND CONCURRENCE RELATIONSHIPS 

BETWEEN ALL ACTIVITIES AND EVENiS 

* IDENTIFIES CRITICAL ACTIVITIES FOR HIGH PRIORITY 
ASSIGNMENT OF RESOURCES 

* USEFUL FOR COMPLEX ANALYSIS PLANS 

* CAN BE USED TO. ASSESS PROBABILITY OF MEETING DEADLINES 
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C. Labor Allocation 

-------------------------------------------------

SHOW V.A. (Mgt.-2): 

ta-_ .... a-. 

,-. · ;;"';.i;~·/r ..1.1,~;f/ .- · . -rf -f- ~. ......... - · .. .... -
1.~tl~lI__ ttl ttl ... MIl .... 

,-,,- ... ~ . : =~::: .. .: ,: .: lit:, tIM • ..:: 

........ , .... -- ,,.'- '" "'_\1",_ , .. I. '" .. 
1"'---'-' ...... I" ~ 

~- - - - ';'P"''' -..;;.t; ... 

__ • 'f'" "" ' .. 11" ...... " .... 1\"",. 

.~.­_.-._.-
--

- -I~' •• -- -

.~,.­-.. ,- ...... :::::.:.- --. 
EMPHASIZE (Mgt.-2): 

+ This V.A. illustrates how the weekly Gantt 
Charts may be used to develop the Labor 
Allocation Chart. 

---------------------------.--------------~------

1. Once target dates, based on a 
preliminary estimate of staff 
workload and performance, have been 
outlined on a Gantt Chart, a labor 
allocation chart can be developed. 

2. Knowing how many man-hours to aSSign 
to each task requires experience or 
careful consultation with 
ind~viduals who have recently 
completed similar kinds of tasks. A 
safety margin should be built in 
since many managers tend to 
underestimate the actual time needed 
to complete a task. 

3. The Gantt Chart can be used to show 
personnel requirements for a project. 
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SHOW V.A. (Mgt.-3): 

Gantt Chart 
illite AneIy'" of LOCIII CI'Ime Reduction Prognm Imf*:ta 

Prol""t 
Director 

Tooko Wooko , 2 3 4 • I 7 I I to 11 '2 '3 '4 'I 'I 17 'I 'I ZO lit zz n f4 110"" 

A. Orlon",tlon • 110 

II. Doeumont Rovlew " 

C. Intorvlew LOCIII S",« 

D. Collect B ... An. 
Imp.ct D.t8 

E. Doolgn Vlctlm .. otlon 
Survey 

F. Celloct Vlctlm"otlon 
Do", 

O. AnolVlo Vlctlm"otlon 
D.", 

H. EVllu.t. Survey 
Plennlng '" 
Implemon",tlon 

I. Droit Intorim Roport 

...... 
20 •• 1120 

•• 1111'" 

10 

1&0 

10 

10 

100 

110 

110 

• Tot.1 Hou ... 40 40 40 40 40 40 .. ..,., 40 40 .. 40 40 .. 40 .4040 ., 40 40 40 40 110 

EMPHASIZE (Mgt.-3): 

+ Each weekly column indicates planned 
allocation of the Director's time for each 
task. . 

+ The summation column on the right indicates 
the total amount of time to be spent during 
the project on each task. 

+ Total project time for the Project Director i 
880 hours. 

------------------------------------------------
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4. Consolidating Gantt Charts 

------------------------------------------------

SHOW V.A. (Mgt.-4): 

Labor Allocation Chart • Ott\\I!nlCl by ConlOlldatlnt 
the Gantt Chartl tor Separate pOlltlonl 

.... AnoIY •• 1 J"..... ,,; ... , ..... I . ... = DIt"* '.0. ..... . -A .... A .... ... 
h.'" WH'" I I 'f"nalll< H;" 

_. 
H .... ...... ...... ...... ...... .. .. , . 

A,OI'-nII,ktn 

•• Documenl ..... lew ~ to 
.. .. ttl • 

\ 
, .. , .. , .. ,. 

C, 1n1"v4ew Lac" l'ltt 

" " '" O. Colic' ........ \ .. 
1m,"' DI" 

.~ •. o..Itn Vkllmb'l~ .. .. .. '" ttl 

....... 
p. Coleel YIc*"" .... n ttl .. ttl .. ,. • .... 
Q. AMty •• Ylctlmb"len 

( 
.. .. • ttl • 

D ... 

H,b ..... ' ..... .,·y -" III ,II '" Irn,temtnlatlot\ ~ .. ttl '" '" 
,. 

I. Dtlltt!ft'ettm ftetMt" ..... ..!. .. .. '" •• III toll • 

EMPHASIZE (Mgt.-4): 

T.'" ... ... .. 
• 
,tt -.. -
III 

-• -

+ The procedure for preparing a Labor 
Allocation Chart from a Gantt Chart requires 
preparing a ~ekly Gantt Chart for each 
position on all tasks. 

+ This V.A. illustrates only the total projec 
schedule and not each position's schedules 
of act; vity. 

------------------------------------------------

~ I 

5. Labor Allocation Chart 

Based on the consolidated Gantt 
Charts, a labor allocation chart fo 
the victim survey is presented in 
Exhibit 7. 
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Exhibit 7. 

Labor Allocation Chart 

Tasks 

A. Orientation 80 

B. Doc. Review 80 
C. Int. Local Staff 150 
D. Collect B. Data 60 
E. Design V. Survey 90 
F. Collect V. Data, 100 
G. Analyze V. Data 50 

H. Evaluate V. Survey 110 

I. Interim Report 160 

80 80 

80 80 

150 150 

, 70 70 

80 80 

100 100 

40 40 

120 120 

160 160 

120 

160 

160 80 
160 

1
120 

160 

560 
160 80 

400 
480 

610 

320 

530 

1600 80 2540 

370 

350 

120 600 

Total 1880 1880 1880 1120 11320 1440 11600 I 80 16200 

" 

, 
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.. 

\ 
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D. Budget 

After a pre 1 imi nary manpower 
allocation is made, the analyst 
should check to ensure that the 
labor allocatinns are sufficien 
to permit completion of each 
activity within the allotted 
time and that the staff assigne 
to various tasks actually will 
have the time available which 
has been allocated. If either 
is troublesome, adjustments will 
have to be made to either the 
Labor Allocation Chart, the 
Gantt Chart or both until a 
satisfactory compromise is 
reached. 

1. Assessing the costs of the proposed 
analysis project should be fairly 
straightforward once the previous 
documents have been completed. 

2. A sample budget is prOvided in 
Exhibit 8 for activities E, F and G 
of the labor Allocation Chart (the 
victimization survey) •. 

3. Three major budget categories -­
salary and wages, including fringe 
benefits; direct expense items; and 
indirect costs (e.g. overhead) are 
included. 

4. labor costs, for example, are based 
on the labor all ocat1 ons as 
presented in Exhibit 7. 
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Exhibit 8. Sample Budget For Proposed 
Victimization Survey 

SALARIES lJ. WAGES 

Project Director 
Deputy Proj. Director 
Secretary 
Survey Designer 
Senior Analysts 
Ana lyst 
Interviewers 
Coders 

Total S & W 
Fr~nge 30% of S &. W 

TOTAL DIR ECT LABOR 

EXPENSES , 

. Computer 
Printing 
Telephone 
Keypunch/Verification 

Total Expense 

TOTAL DIRECT COSTS 
*INDIRECT (70% of S & W) 

TOTAL COSTS 

HOURLY RATE 

12.21 
10.54 
5.64 
8.65 
8.03 
5. 17 
3.50 
5.00 

HOURS 

240 
220 
220 
120 
880 

80 
1600 

80 

COST 

2,930 
2,319 
1,241 
1,038 
7,066 

414 
5,600 

400 

21,008 
6,302 

27,310 

1,467 
1,000 
8,400 
11250 

12,117 

39,427 
14,706 

54, 133 

* Negotiated percentage only applicable for a grant or contract application • 
Not used in operational budgets. 
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5. In developing a budget the analyst 
should assess the scope of the tasks 
(in Exhibit 8, a telephone survey of 
5,000 cases to be co'mpleted within 
six weeks), costs of other 
alternatives (e.g., other 
consultants or in-house staff work) 
and what the probable results of 
various alternatives are likely to 
be. Such information is essential 
to the planner when developing and 
justifying a budget. 

6. The steps in pV'E!paring a budget are 
presented in Exhibit 9. 

Exhibit 9. Costing: Developing A Budget 

(1) ASSESS LEVEL OF EFFORT FOR EACH TASK 

- TYPE OF RESOURCES 

- MAGNITUDE 

(2 ) ASSESS COSTS OF ALTERNATIVES 

(3) BASIS FOR COSTING 

- PROFESSIONAL JUDGMENT 

- PR lOR STUDI ES 

- AVAILABLE RESOURCES 

- PRE-TEST 

- PURE GUESSTIMATES 

E. Sutmiar y of Work Pl an 

1- Tasking 

Gantt or Pert Chart 

2. Labor Allocation 

Labor Allocation Chart 

3. Budget 
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III. BENEFITS OF PLANNED ANALYSIS 

From the perspective of the city 
manager, mayor, or taxpayer, analysis 
plans help to ensure that a useful 
product will result from the agency 
funds expended. Such plans also may 
permit participation in the setting of 
analysis priorities by citizens and 
other important actors within the 
jurisdiction who may have to use the 
results or support the work. 

SHOW V.A. (Mgt.-5): 

BENEFITS OF PLANNED ANALYSES 

• PROVIDE DIRECTION AND FOCUS 
TO WORK EFFORT ' 

• BEITER UTILIZATION OF RESOURCES 
• IMPROVE PRODUCT QUALITY 
• CLARIFIES RESPONSIBILITIES 
• CAN BE USED AS A SELLING TOOL 

EMPHASIZE (Mgt.-5): 

+ An analysis plan, from a manager's or 
supervisor's point of view, has the 
following advantages: 

Provides direction, helps to organize, 
and reduces uncertainty and risk. 

Gives the manager a better ability to 
judge the relative priorities, uses, and 
resource reqYirements of various 
proposed analysis tasks. 

Enables staff to be more satisfied sinc 
their own' analysis projects, when 
evaluated on the basis of clear analysis 
plan~ and conducted according to those 
plans, can be adequately supported and 
should result in a superior product. 
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Reduces uncertainty by assisting the 
manager in making a realistic assessment 
of what the offi ce can accomplish given 
present staff and funding. 

Provides the manager with concrete 
proposals for analysis which could be 
carried out with additional funding. 

Early agreement among the key actors on 
the problem and the product is desirable 

The review and comments can be made 
before the analysis is conducted. A 
written plan, of course, would 
f ac i 1 i tate such revi ewe 

The scale of the proposed analysis 
warrants a close scrutiny of resource 
commi tment. 

IV. CONCLUSION 

Summarize module using the module chart. 

A. Emphasize that analysis projects, such 
as the simulation in this course, to be 
effective must be well managed. 

B. Emphasize that the principles of this 
module must be implemented in any large 
scale analysis activity., 

C. Acknowledge that the Criminal Justice 
Analysis Course is a simulation in which 
most of the management tasks are already 
done by virtue of the structure of the 
week I s program. 
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MODULE 1 
PROBLEM SPECIFICATION 

Module 1 covers a central and, perhaps, the most difficult aspect of the 
course: problem specification. Criminal justice analY~ies have suffered from 
inadequate and incomplete problem statements as reflected in reviews of state 
and local plans, research l'eports and other criminal justice publications. It 
is important that the participants have a full understanding of the process 
and use of problem specification. Their ability to SUCCE!ssfully complete the 
Major Exercise, hinges, in part, on their having a clear specification of 
their assigned problem. 

Perhaps the most difficult part in developing an unde!rstanding of a 
problem is the 'creative work of conceptualizing and hypothesizing. No amount 
of lecturing on such topics can substitute for participation. Therefore, the 
material has been structured to provide careful definition, illustrations and 
then an opportunity to practice these skills in Tasks #1 and #2 of the Major 
Exerc ise. 

OBJECTIVES 

1. To identify the in~ortance and uses of 'problem 
specification. 

I 

2. To enable participants to perform a problem 
spec ifi cati on. 

I-I-IG 
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\ i' ~ • f MODULE 1: PROBLEM SPECIFICATION NOTES SCHEDULE I i I •. lllW ARE .. PROBLEM STATEMENTS DEVELOPED? F PROBLEM SPECIFICATION 
I 

~: .. 
~ -~ 

/4":_ ...... i 
j ! A. Two general approaches: i 

L <J i 
! 
~ .. TIME ALLOCATION ?" ~. 

Inductive - frequently problem r 1. 1, 
statements are "data-driven." TO P,I C TIME PAGE I Specific components of information '1 " provide compelling evidence that a I. HOW ARE PROBLEM STATEMENTS DEVELOPED? ••••••• 10 minutes 1-3 

1 
~. 

I.: problem exists. In these cases the 
A. Two General Approaches ••••••• 5 minutes 1-3 L analyst moves from the specific to 

.1 rl, the general using what is called B. Problem Specification •••••••• 5 minutes 1-5 
I, 

inductive reasoning. t. I r I This methodology is frequently II. HOW ARE CONCEPTS, VARIABLES AND MEASURES ' .• I a. I 

ELABmATED? •••••••••••••••••••••••••••••••••• 50 minutes 1-5 I I; i used in situations where the I 
I L i data-base is well developed. I 1, i A. Related Concerns ••••••••••••• 5 minutes 1-5 r t' For example, a crime analyst 

B. Elaboration of Concepts •••••• IO minutes 1-9 ei f' reviewing Uniform Crime Report I r !, data can usually develop a C. Elab~~ation of Variab1es ••••• 10 minutes 1-11 

I 

1· ' fairly complete problem D. E1aborati on of Measures ...... 5 minutes 1-12 I \ 
1', I statement. Deviations from the E. EXaJI1l1 es 1-13 ,: j 

norm, aberrati ons or other r I . ; I significant factors literally Walk-Through 'A' - TYPICAL .. ~O minutes 1-14 f l ) :Ii tl cause these exceptional data STATEMf.NTS OF CONCERNS 
I' 

elements to stand out from the I I rest of the data set and enab 1 e III • HOW ARE HYPOTHESES CONSTRUCTED? .............. 50 minutes 1-23 i I: ! the analyst to describe the 

I, 
~ I problem and draw conclusions. ' \ A. Postulating Hypotheses ••••••• 5 minutes 1-23 ... ! ..r:,\, B. EX~les of Hypotheses in a r~ .,.,. t i. r :j I} b. Participants who have 

Prob em Statement •••••••••••• * li I \ ~ '.' i/ participated in the Planning 1-27 n I ~, 
~.....-J 

I p! 
Course will recognize that the " t '.......:;:; 

Walk-Through 'B' - .. 45minutes 1-28 (.i I' Gotham City Exercise enabled 
HYPOTHESES IN A WRITTEN I this appro~ch and the course 

i r taught several techniques to PRO,BLEM STATEMENT . ~) ~,: 
) help the analyst detect the 

IV. RELATIONSHIP OF PROBLEM ). deviations, aberrations and 
other significant factors SPECIFICATION •••••••••••••••••••••••••••••••• 5 minutes I-57 

A. The Differences •••••••••••• * I-57 f 2. Deductive - In those cases where the , 
B. Importance ••••••••••••••••• * I-57 

'i 
existing data-base is insufficient C. Mean 1"g •••••••••••••••••••• * I-58 to the needs of the analyst or in D. Definition ••••••••••••••••• * I-58 I: ) those instances where the analysis 
is driven by community issues, V. CONCLUS ION •••••••••••••••••••••••••••••••••••• 5 minutes I-58 quest~ons and concerns, the analyst 
moves from the general to the 

TOTAL TIME 120 minutes. specific, using deductive reasoning, 
to describe the problem and reach * Less than 5 minutes. ) conc 1 u s ions. 

C.\ 

c' 
(I. I 
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MODULE 1: PROBLEM SPECIFICATION 

a. This type of analysis is 
frequently used in situations 
where concerns are raised by the 
community, the press, elected 
officials and agency officials. 
The evidence to support, modify 
or reject these contentions must 
be developed. by the analyst 
using the existing data or 
generating new data. This 
procedure results in new 
i nformat i on that may be used in 
the development of a problem 

. statement. 

b. Despite the fact that the 
criminal justice community has 
significantly expanded the 
"data-base" at all levels in 
recent years, the "issues" and 
concerns being addressed by the 
criminal justice profession, 
requi re t.he analyst to continue 
to examine the ~xisting 
data-base in d1fferent ways and 
selectively expand the data-base 
to meet special information 
needs. 

As the data-base expands, it 
becomes more difficult to 
inductively analyze to identify 
exceptions and differences. 

Because expanding the data-base 
may be expensive, the new data 
elements need to be carefully 
sel ected. 

c. This course teaches a deductive 
approach to problem analysis. 
Many different procedures have 
been revi ewed and the best 
f ; li~ents of severa 1 procedures 
t<"I,(" been selected and 
. ~r>,,~"qrated into this course. 
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MODULE 1: PROB EM SPECIFICATION NOTES 
B. Problem Specification: 

1. Definition: In this course Problem 
Specification is defined as the 
identification of concerns; 
elaboration of concepts, variables, 
and measures; and postulation of 
hypotheses. Problem specification 
consists of:· 

a. the identification of concerns; 

b. the elaboration of concepts, 
variables and measures; and 

c. postulating hypotheses. 

II. HOW ARE CONCEPTS, VARIABLES and MEASURES 
ELABORATED? 

A. Identification of Related Concerns: 

1. Definition: In this course a 
concern is defined as the vague 
and/or frequently unspecified 
hunches and/or attitudes about 
aspects of crime and the criminal 
justice system. For e'x_le, some 
concerns within the criminal justice 
system ,are equity, fairness, crime 
prevention and offender 
rehabil itat ion. 

2. Typi ca lly concerns are not we 11 
articulated and are usually 
reacti ons to slf!ll)toms -~ not causes. 

3. Identification of concerns requires 
both a "reactive" and "problem . 
seeking" sty'le on the part of the 
analyst. 

A reactive style is one in which a. 
the analyst responds to the 
demands and concerns of 
dec i si on-mak.ers fori nf ormat ion • 

b. A problem seeking style is one 
in whi ch the c.\nalyst generates 
the questions and identifies 
concerns requir'ing the attenti on 
of decision-makers. 
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SHOW V.A. (1-1): 

IDENTIFICATION OF CONCERNS 

" Reactive Style 
• Broad General Topic 
• Current Event 

• P.rc.ptlon. of Topic. and Ev.nt. 
• D.flnltlon. and aackground 
• P.rc.ptlon. ot Scope and FH.lbllity 
• Probl.m·Sttklng Styl. 

EMPHASIZE (1·1): 

+ The alternative approaches (styles) an analyst 
can take to identification of concerns. 

+ How concerns are usually expressed as 
questions or issues. 

+ Examples of the genesis of concerns could be 
used to illustrate these pOints: 

- one emanating from the environment 

- one emanat.i ng from the analyst 

- one that emanates from the·environment and 
the analyst concurrently and for different 
reasons. 

+ These concerns should trigger a deductive 
$elr~h for eviden~e! . 

.--.... ---------.. -.. --~--.. --.----------.---.---
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MODULE 1: PROBLEM SPECIFICATION 

4. There are interactions and inter­
dependencies among concerns. 

a. Many stated concerns may involve 
interactions and relations among 
concerns. In performing the 
Major EXercise as in the actual 
conduct of analyses some 
relationships should be explored 
between such concerns, difficult 
as it may be. 

b. Problem specification tends to 
focus the analyst's attention on 
a single concern, yet the 
interrelationship among cu~cerns 
may be central to complete 
problem analysis. 

c. For example, a full 
understanding of crime 
prevention may require an 
examination of recidivism to 
explore possible crime patterns 
among career criminals. 

Refer to Exhibit 1. 

Note in Exhibit 1 that the 
overlap of circles indicates 
the interaction and 
interrelation of factors. 
The circles for the Criminal 
Justice System and crime 
overlap. This overlapping 
suggests that programs of 
the Criminal Justice System 
affect crime and that crime 
affects criminal justice 
programming. Furthermore, 
we see that rehabilitation 
of offenders impacts both 
the Criminal Justice System 
and crime. Together 
rehabilitation, crime, 
ufieii~ i oyment and the 
Criminal Justice System may 
all be interrelated in some 
respects. 

d. Thus, before focusing on the 
problem specification and 
proceeding, the analyst should 
consider related concerns, which 
may not have been expressed, and 
include those determined 
relevant. 
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Exhibit 1 

INTERACTION a INTERRELATIONS AMONG CONCERNS 

CRIME 

CRIMINAL 
JUSTICE 
SYSTEM 

, REHABILITATION 
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MODULE 1: PROBLEM SPECIFICATION 

B. Elaborati on of Concepts 

1. Definition: In this course a 
concept"Ts' defi ned as a 
distinguishable component found or 
expressed within a concp-rn. For 
example, offender attitudes, 
economic status, system operati ons 
and recidivism help further the 
understanding of what is meant by 
rehabi litat ion. 

2. 

3. 

4. 

Concepts vary in terms of their 
abstractness; e.g., seriousness of 
crime is more abstract than the 
incidence of crime. 

Concepts are, often, not observable 
(or counted); e.g., one cannot 
directly see "crime prevention" nor 
count it without further elaboration 
of the concept. 

Subjecting vague and multiple 
concerns to analysis frequently 
results 'in the production of masses 
of data which have little ~nalytic 
utility and produce little useful 
informati on. 

S. For analytic purposes, it is, 
generally useful to sort out areas 
of concern so that the questions and 
concepts inherent in each area may 
be determined and specified. 

a. Environment: The criminal 
justice system exists and 
operates within a context of 
many external factors composing 
its env ironment. ~ 

Some of these factors are: 

geo!;Jraphy . 
current events 
public a,ititudes 
po 1 itics 
commission of crime 

b. Administration: There are 
administratively determined 
factors related to the structure 
and function of the criminal 
justice system which serve as a 
buffer between the environment 
and the operat i ons of the system. 
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MODULE 1: PROBLEM SPECIFICATION 

Some examples inc.lude: 

legislation 
poli cy 
organ iz ati on 
standards 
goals 

----------------~-------------------------------
SHOW V.A. (1-2) 

-------------------------------------------------
c. System Operations: System 

Operations encompasses the 
activities performed by the 
units ot the criminal justice 
system. These activities occur 
within the context of and 
interact with the Environment 
and Administration. 

6. Concepts, while not generally 
observable, are used to focus our 
efforts, organize our analyses and, 
most significantly, guide in the 
selection of variables. 
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MgDULE 1: PROBLEM SPECIFICATION 

C. Elaboration of Variables 

1. Definition: A variable is def1ned 
as a characteristic trait, 
attribute, or event having more than 
one possible value. 

2. Elaborating concepts 1nto var1ables 
forces the analyst to clarify 
exactly what is meant by the concept 
being stud ied. 

3. Becalse a concept may usually be 
expressed through many variables, 
the choi ce of the most appropr1 ate 
variables will be a difficult but 
important choice. 

a. The variables contained in 
reported crime often include the 
type of crime committed, the 
character1stics of the victim. 
the area of the city in which 
the crime was committed and 
other related variables. 

b. Recidivism might be expressed as 
rearrests, reconvictions or 
rei ncat'cerati ons • 

c, In the context of system 
operations, variables will 
usually be expressed as input, 
performance, output and other 
factors related to the operation 
of the criminal justice system. 

Instructor Note: System analysis will be 
covered in detal1 in Module 6. However, if 
participants need definit:ions for these 
terms now, quickly proviale the following 
general definitions: 

Input is those resources, work to be 
processed, and other factors which 
enable the system to function. 

Performance is how the work is 
accomplished by the system, e.g'li how 
well, how quickly, etc. . 

Output is what is actually accomplished 
by the system, e.g. accidents 
investigated, case. triad. plrson. 
parolld. ItC. 
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MODULE 1: PROBLEM SPECIFICATION 

:- / 

4. There may be several ways to measure 
a given variable. 

D. Elaboration of Measures 

1. Definition: In this course a 
measure is defined as an observable 
qualitative or quantitative 
indicator used as a standard for 
description or comparison. 

2. Some vari~bles are easy to measure, 
such as the nunber' of residential 
burglaries reported to the police. 

, Others are quite complex and 
difficult to measure such as citizen 
perception about street safety after 
dark. 

3. Measures used to describe the 
occurance of crime range vary from 
simple frequency counts to complex 
index nunbers, such as, 
population-at-risk measures for ' 
spec:ific crimes. 

4. Sim1llarly, in system operations, 
mea!;ures can be Simple frequency 
coulltS of workload or more complex 
measures of system performance, such 
as efficiency, effectiveness or 
productivity. 

Instructor Note: Module 2 covers the topics 
of mei!SUrement accuracy. Module 4 covers 
indicl!s. Module 6 covers performance 
meaSU1"es. The Glossary provides definitions 
for most of the terminology used in the 
course. While participants will not need to 
know the details until Module 6, you may 
wish to br'iefly define these terms: 

Efficiency measures how much of the work 
to be done is done. 

Effectiveness measures how the result 
compares to what is expected. 

Productivity measures the results 
accomplished with the resources used. 
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MODULE 1: PROBLEM SPE IFI ATION 

E. Examples of the Elaboration of Concepts, 
Variables and Measures. 

1. Walk-Through A provide~ examples of 
the elaboration of concepts, 
variables and measures fr'om typical 
statements of concern. 
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PURPOSE 

Typical statements of Concerns about 
Crime and the Criminal Justice System 

The purpose of this Walk-Through is to illustrate how to ela,borate 
concepts, variables and measures from statements about concerns. Such 
concerns are typically presented in brief narratives with incomplete 
information. Following are three such narratives which are to be analyzed 
by identifying either explicit or implicit concerns, concepts, variables 
and measures. 

INSTlWCTOR NOTES 

A. Maximum time available for this Walk-Through is 20 minutes. Depending 
upon how the participants grasp the elaboration of concepts, variables 
and measures, review two or all three of the examples. 

B. I nstructor is to fi rst gi ve the group no more than fi'le mi nutes to 
review the statement on Crime Trends in Chaos City, Example 1. 

C. Secondly, ask the participants to point out the central concern and 
concepts, variables, and measures. After the participants have given 
their input, go through the Example 1 Worksheet systematically 
indicating all these it(!ms, call particular attention to those not 
mentioned by the participants. The worksheets reflect both explicit 
and implicit concepts, variables and measures. Implicit entries have 
been made parenthetically. Other concepts not presented on the 
worksheets may be addressed; however, only tlwse concepts included 
explicitly in the narrative content appear in the worksheets. 

D. The Instructor should not focus on errors within the concern 
statements, e.g., the confusing definition of variables and measu~es 
that are presented. The purpose of this walk-through is to correctly 
specify concerns, concepts, variables, and measures which would 
facilitate analyses of the problems. 

E. Follow the same procedure for the statements in Example 2 and 
Example 3. 

1. Example 2 contains a statement of the manner by which a District 
Court disposed of cases of homicide, rape, robbery and aggravated 
assault. The instructor should allow discussion of other relevant 
concepts which might be considered in analyzing the concern. 

2. Example 3 is a typical statement which contains virtually no 
numerical data. Examples like this often arise as a result of 
citizen initiatives or public outcry. 
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DEBRIEFING HQJES 

A. The elaboration has shown that omissions sometimes exist 1n concern 
statements. Concepts, variables, or measures may not be (!xplicitly 
stated. The elaboration of these considerations helps to understand 
the problem better and to understand the logical linkages between 
con(:epts, var iab 1 es, and meas ures. 
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DATA SET/WORKSHEET 

Example of a Concern Statement 

Crime Trends in Chaos City 

Historically, aggravated assault and homicide rates 
in this area have been relativel low, and these 
crlmes ave not been cons ere ser ous problems. 
By contrast, the rate of robbery has alwats been 
quite high; most observers have consisten ly identi­
fied robbery as the jurisdiction's most serious 

Concern 

Measures (nominal 
level) 

Concept 
Measure 

Concept 
crime problem. Analysis of recent trend data, 
however. indicates that the city's assault rate has 
shown dramatic increases over the last several years. 
These increases substantially out-distance the pro­
portional increase in robberies and indicate that 

Measure (nomi nal 

unl ess preventive act IO,! is taken assaults may be­
come a significant problem. This trend is exacer­
bated by recent signs that the homicide rate is now 
increasing as a result of the increase in assaults. 
Fortunately. the ass ault i ncrf~ase has. according to 
police statistics, come primarily in assaults which 
involve knives and blunt instruments. Since these are 
less often fatal than firearm assaults. the homicide 
rate has not risen as rapidly as the assault rate. 
Should firearm assaults resume their traditional 
proportional role, however, the city is likely to 
suffer a very substantial increase in homicides. 

Concept 

Example 1. Table 1. Proportional Increases in Assault, 
Hom; ci de and Robbery; n Chaos City by Year 

500% 

'i!-

~ 
400% 

~ 
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E 
£ 300% 

~ 
I'! 
u 
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200% ,~ 
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o 

........ ~ .. --_ ............ . _ ....... 

2 3 ~ 5 6 

Years 

Aggrevated Assault •• II • 
Homicide ••••• 
Robbery-

B 9 10 11 

Year One = 100% 
Source: Chaos City Poll co Department. Annual Report, 1977 
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WORKSHEET 
WALK-THROUGH A, EXAMPLE 1 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCERN: Crime Trends in Chaos City 

CONCEPTS 

Magnitude 

VARIABLES MEASURES 

I 
Cumul ati ve increase by crime type 

-!..F.!.:re=.!g~u!.:e!.!.:nc!::JYc...~o.!...f ~O~c.!:::cu~rc.!.r.=.e!.!:nc~e~bYL.!:C~r.!.!i m~e:....!..TYup~e~. pe r yea r 
'#~C~rl~'me~sLb~Y~ty~p~e---------------

*(Rjsk of Crime by Crjme Type) 
* ~crimes by type per population 

at risk) 

I~~persons in victimization 
_*~( ROle~p~o.LrtlLJjl.Lln~g...lRlJlau.ts;.e-,blJ,Y:...l<JCrwilJlJmlSLe-lTL.lIy~p3<.e)1----__ t~.r.:yey repor:tin.g each type crime) 

-!..P~e~rc~e~p~tl~·Q~n~s-lo~f~SEerwi~o~us~n~e~s~s _____________ ~se~r~i~o~us~n~e~ss~)~ ______________ __ 

1
*( Ran.k orderi n9 of percepti on of 

*(Harm to Community by Crime Type) 

----t---I ---
*Statements in parentheses are implied elaborations. 
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WORKSHEET 
WALK-THROUGH At EXAMPLE 1 (CONTINUED) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCERN: Crime Trends in Chaos City (Continued) 

-­• .-. 
CD • ..... 
Q 

CONCEPTS 

*(Rate) 

VARIABLES MEASURES 

{ '(Rank ordering of perception of 
*( Rate of Change by Crime Type ). ~_. rate of change by crlme type) 

_--:--,..--___ -~----------,--. S-W Index for each type crime) 
*(Rate of Change of Seriousness by {*(% difference over years of average 

Crime Type) 

----E=---

-----1---
----1---\ ---
*Statements in parentheses are implied elaborations. 
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B. Example 2 

District Court Processing of Felony Cases 

A six-month sample of homicidf"~ rape. robbery and ag­
gravated assault offenses during 1974 was analyzed to 
determine how serious felony cases were dis~osed of 
at the District Court level. A total of 34 such of­
fenses were included in the sample. Twelve ercent 
of the cases were still pending, and 1 were defer­
red rosecution or ud ment cases. About half of 
t e rema ning cases 3 of the total were lea bar­
~ined to a lesser fe ony or m s emeanor pea. n 
addition to this plea bargaining, orle-fifth of all 
cases (one-fourth when pending and deferred cases are 
excluded) were dismissed. The proportion of those 
convicted on the ori,inal charge varies from case to 
case. None of the 2 homicides. 4% of the assaults. 
and 5% of the burglaries resulted in a conviction on 
the original Char1e. On the other hand, 28% of the 
rape cases and 15 of robberies had a conviction 
for the original most serious charge. The analysis 
leading to the problem statement indicates a signi­
ficant degree of unevenness in the way these four types 
of cases were handled at the district court level. 
This suggests a lack of quality control over cases 
tried in district court. 

1-19-IG 

" 

Concern 

Variabl es 

Variables 

Measures 

Variable 
Measures 

Measures 

--« 'lilt 

:r: 
(!) 
:::> 
0 
0:: 
:r: 
t-

I 

~ 
--I 

~ 



• 

I, 

) 

I: 
I, 
I' , 
Ii 
!! 
p, 
1,1 

I, 
'1 n 
!' 

1, , 

I 
I 

-------------

WORKSHEET 
WALK-THROUGH A, EXAMPLE 2 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCERN: District Court Processing of Felony Cases in Chaos City 

CONCEPTS VARIABLES MEASUHES 

Court Operation 

I 
% of cases f~l1ing in each disposition 

category ---
*(% of c~ses falling in each category 

compared to national average.) 

1
*( II of ,1j,dges) 

__ *~(~In!.!.lp~u~t..L.) _____________ *(8 of case filjngs per Judge) 
~-Of case fJL~~y case type per Judge) 

__ Case Disposition 

.... 
I 

N 
0 
I 

*(Performance) 1Jtl1 of cases heard per Judge) _--=-______ --:... __________ .*UI of cas~ard by case type per Judge) 

.... 
en ----1-_" ---

----1,----
----t--\ ---

*Statements in parentheses ar-e implied elaborations. 
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C. EXCIllple 3 

~\ Rape in Chaos City 
'\ I 

~ 
Social agencies have always given too 1ittle atten­
tion~-and too little understanding--to the victims 
of rape. The results have been both that man,' per­
ha~ most, rapes are never reported to lawen orce-
me agenci es and that victims; scared by the cal­
lousness of the system, are unwilling to testify in 
court. thereby minimizing the possibilities of con­
viction for the offender. Chaos City recently witnessed 
a series of grotesque and highly publicized rapes. 
Although the overall rate of reported rapes does not 
seem high for the city. these specific incidents have 
galvanized citizen interest and have led to the forma~ 
tion of a citizen law enforcement task force; already 
this group has raised sufficient funds within the commu­
nity to give it sane stability and to allow it to for­
mul ate a ser i es of pil ot propos al s. Thus. the ci ty 
presents an excellent environment for testing innova­
tive concepts about improving the treatment of rape 
victims and increasing the conviction rate in the pro­
secution of rape offenders. 
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WORKSHEET 
WALK-THROUGH At EXAMPLE 3 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCERN: Rape in Chaos City 

CONCEPTS 

Magnitude 

System Operation 

VARIABt.ES MEASURES 

{ 

# of fapes reported 
---cROSLleplL\Ool1-rtk..lj.ungll--"'-ofL-JllRa~p!k.e ________ -Lor fape5 Dot ...... te.llilttad ____ _ vj a viet,; lUi z atj CULS..t.u.d.ie.sL __ 

_________________ I.(~ of rapes tn populatiolLilLtiskJ 

---------------1======-------
~C~own~vlu·c~t~jown~Ra~t~e~ __ ...... _________ ...... ~c~ounv~juc~t~iown4)--------~---------I 

*( Z; Of case fjJ j ng~w:esuJ .. .t.in9--irl.--

----1:----·­
I 

*Statements in parentheses are implied elaborations. 
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MODULE 1: PROBLEM SPECIFICATION 

III. HOW ARE HYPOTHESES CONSTRUCTED? 

A. Postulating Hypotheses 

1. Definition: A hypothesis is a 
statement asserting a relationship 
between either concepts. variables. 
or measures. 

2. Formulating ~potheses is an art and 
not a science. The analyst must 
draw upon experience, intuition. 
theory and logic to construct 
hypotheses. 

3. It m~ be helpful to think of 
hypotheses as statements which 
describe the relationship between 
two factors (which may be concepts, 
var1ables or measures). A list of 
phrases which are frequently used 
include: 

is related to 
is unrelated to 

1s greater than 
is less than 

is 1 ncreased by 
is detreased by 

is equal to 
is unequal to 

4. Hypotheses are important because 
they help to estab11sh boundaries of 
a problem, focus the analytic effort 
and may suggest potential 
problem-solving strategies. 

5. Some hypotheses are descriptive in 
nature. and pr1 nc iplllly dea 1 with . 
assert10ns of relat1onships. 

Oescr1ptive hypothes.es are most 
typical of the kind usually dealt 
w1th in crimina'i Justice. They 
usually 1nvolve considerations of 
logical or temporal seauence, but do 
not 1 nvo 1 ve 1s~ ues of \i cause" and 
"effect". 
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MODULE 1: PROBLEM SPECIFICATION 

When in a descriptive hypothesis, a 
relationship is asserted between 
"dependent" and independent" 
factors, these factors are 
determined as follows: 

Independent: that factor which 
logically or temporally precedes 
the dependent f ac tor and wh i ch 
is being used to explain or 
understand something about the 
dependent factor. 

Dependent: That factor which 
logically tJ(' temporally follows 
the independent factor and which 
is under study. 

The identification of independent 
and dependent factors requi res the 
analyst to logically describe the 
problem (e.g., relate conditions and 
events that precede and follow the 
expressed concern and then organize 

. these conditions and events into 
logical sequence) and use this 
description to select independent 
and dep endent f ac tors. 

-------------------------------------------------
SHOW V.A. (i -3): 

EXPRESSED 
CONCERN 

7 ~ 
--------.~ ~------'~ 

CONDITIONS 
AND 

EVENTS 
THAT 

PRECEDE 

~ EXPRESSED ~ 
- CONCERN 

Emphasize VA 1-3 

CONDITIONS 
AND 

EVENTS 
THAT 

FOllOW 

+ The instructor should use a simple example 
_ to illustrate th is procedure. 
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MODULE 1: PROBLEM SPECIFICATION 

6. Other hypotheses imply a "cause" and 
"effect" relationship. In ·this 
course they will be called causal 
hypotheses. 

Causal hypotheses are inherent ly 
complex and risky. It is very 
difficult to establish an accurate 
causal relationship in criminal 
justice problems because of the many 
factors whi ch effect each concern, 
condition, or event. 

In a cillsal hypotheses, a cause and 
effect re lati.onship is asserted 
between dependent and independent 
factors: 

Dependent: A characteristic ·or 
event which is hypothesized to 
change as a result of another 
occurance or change in another 
characteristic, trait or event. 

lndependent: A characteristic, 
trait or event which is presumed 
to affect or influence changes 
in another characteristic, trait 
or event~ 

The selection of causal hypotheses may 
be guided by organizing events and 
conditions into three categories: 
"presumed causes", "primary effects" and 
"secondary effects." A network or these 
conditi ons and events can becontructed 
to determine these categories. 
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Hypotheses in a Written Problem Statement 

PURPOSE 

The purpose of this Walk-Through is to reinforce the elaboration of 
concepts, variables, and measures and to provide experience in the 
postulation of hypotheses. The data set for the exercise also provides a 
concrete example of a Written Problem Statement. The Walk-Through 
Worksheets also serve as an illustration of two of the products requin~d 
by the Major Exercise to elaborate concepts, variables, and measures (Work­
sheet A) and to postulate hypotheses (Worksheet B). 

Using the Problem Statement and the completed elaboration worksheets, the 
instructor will provide an example of the postulation of hypotheses for 
,one of the findings (paragraph 3.1) using a completed Part B Worksheet. 
Then in class discussion the instructor will lead the class through the 
postulation of hypotheses for two additional findings. 

INSTRUCTOR NOTES 

A. Participant Guides contain the written Problem Statement, completed 
worksheets for Part A (Elaboration Concepts, Variables and Measures) 
for all sub-sections of Section 3 of the Problem Statement and a 
completed Part B Worksheet for sub-section 3. 1. Comp1~ted Part B 
Worksheeis for the remaining sub-sections should be ready to hand out 
to participants at the completion of the Walk-Through. 

Note: Each Participant Guide contains the handouts. These are placed. 
after the Glossary at the end of the book. These pages should be 
removed before distributing the Participant Guide to the 
participants. The pages that are removed will serve as hand-outs. 

B. The instructor should ch~ck to see how many participants have read the 
Problem Statement p~·ovid.ed in the Data Set prior to class partici­
pation. (Note: It is su!~gested that the Problem Statement be provided 
to participants with pre,·course materials and that they be asked to 
review the Problem Statement prior to course participation.) 

C. Prior to the Walk-Through the Instructor should select two additional 
SUb-sections with section 3 of the Problem Statement (e.g. 3.2 and 
3.5) to be used in class .. 

D. ASk all participants to l~ead the Introduction to the Problem Statement 
(about 3 minutes). 

E. Direct the participants Ito SUb-section 3.1 and give them five minutes 
to review the sub-section and the related Part A Worksheet. (The 
Worksheets have been keyc~ to the related sub-sections.) After they 
have completed this revic~w, 1e'ad them through the hypotheses indicated 
in the Part B Worksheet, emphasizing the differences between 
hypotheses constructed a1: the conceptual, variable and measurement 
1eve'ls and the relationships among these hypotheses. 
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F. Next ask the Participants to review the sub-section and the related 
Part A Worksheets for the first sub-section you have selected. Ask 
them to identify hypotheses during this review. 

ThE~ using flip charts lead the group through the development of 
appropriate hypothetical statements. Develop a degr'ee of rigor during 
this discussion, making distinctions between conceptual, variable, and 
measurement level hypotheses. 

G. Repeat this process for the final sub-section you selected. 

H. Time Schedule: 

1. Instructions and Read Introduction - 5 minutes 
2. Review and illustrate first SUb-section - 15 minutes 
3. ReView and discuss two additional sub-sections - 20 minutes 
4. DebriefiM - 5 minutes 

~:, -
45 minutes 

DEBRIEFING 

A. Hand out the completed Part B Worksheets for all sub-sections. 

B Debrief the Walk-Through and emphasize the following: 

How measurement level hypotheses are used for the analysis but 
that conceptual level hypotheses are frequently used to 
conmun icate with dec is i on makers. 

The need for logical linkages in the development of hypotheSiS is 
critical. 

Thllt two types of hypotheses have been used: descriptive and 
causal. 

That the construction of hypotheses in the Major ExerCise, as in 
the real world, requires creativity. Theory and practice 
establishes a basis for hypotheses construction. Other clues to 
hypotheses construction may come from the provided data set. This 
process of construction is not rigidly structured by m~ be an 
interaction of deductive and inductive thinking. 
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DATA SET 

PROBLEM STATEMENT: VEHICLE THEFT IN CHAOS CITY, 1977 
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DATA SET (continued) 

Problem Statement: Vehicle Theft in Chaos City, 1977 • 

1.0 Introduction 

1.1 Statement of Concerns 

Recently, vehicle theft has become the focus of complaints by 
leading downtown busines911en. The downto.m area has been staging 
a difficult economic comeback the last few years and the 
busines911en feel that vehicle thefts ~!\!(ve increased to a point 
that shoppers will curtail downtown trade. 

1.2 Nature and Source of Concerns 

The ori gi n of the busi nessmen' s complai nt does not appear to be 
founded on survey ar other data foms that would identify 
shopper's preference far shopping location. The major thrust of 
the businessmen's concern seems to be based on their perceptions 
and possibly reinfarced by complaints from customers. 

1.3 Scope of Concerns 

The problem perceived by the businessmen has been communicated to 
both the business conmunity and the public. Quite possibly their 
complaint coupled with news publicity could actually affect 
shopping location preference. Thus, their fear in itself could 
become a detrement to oowntown trade. 

At the request of the Mayor, iI'I analysis of motor vehicle theft 
has been conducted and is reported in this document. 

fl.C Analysis Methodology 

2.1 Definition of the Terms Used 

According to State of Paradise Statute 609.55 (1971), vehicle 
theft involves the unauthorized use of a motor vehicle without 
the consent of the owner ar iI'I authorized agent of the owner. 
This iI'Ialysis focuses upon thefts and unauthorized use of all 
motor vehi cl es. Whe're apporpri ate, di sti ncti ons are made between 
theft of automobiles, trucks, motorcycles and other motorized 
vehicles. Since thfl bulk of the vehicle theft is associated with 
private automobiles, the greater portion of this problem 
statement is concerned with analysis of automobile thefts. 
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2.2 Measurement Reliability and Validity 

Previous victimization surveys have shown that over ninety 
percent of stolen autos are reported to the police. A prim~!:\~' 
motivation for this is the need to collect insurance on tllf/lse 
stolen vehicles. Thus the figures should be fairly re1i&bl~ as 
well as valid. The reporting rates may, however, vary by section 
of the city as persons without insurance have less incentive to 
report stolen autos. 

The measure of risk, number of cars stolen divided by 1,000 
registered vehi c1 es, suf~ers frOO1 tht;! 1 ack of 'M accur~te count 
of registrations by sectl0n of the Clty. The problem lS 
particularly acute downtown as the number of cars parked downtown 
great 1y exceeds the number regi stered in that area. In these 
instances the analysis re1i es upon measures of frequency to 
corraborate the risk measure. 

2.3 Data Collection Procedures 

Data was collected from Chaos City police offense reports for the 
period under study~-Ju1y 1, 1974 through June 30, 1975. A randOO1 
sample of 20 percent, or 1 in 5, offense reports was selected for 
analysis. These samp1 ed offense repor~s are. the basis of this 
analysis. Where appropriate, numbers 11sted ln the text, figures, 
and ta~l es have been multi pli ed by five to correct for the 
sampling procedure. References to Chaos pol ice offense report 
data refer to the silJlple data. 

2.4 Statistical Methods 

:r I 

There are at least three methods by which a crime can be 
measured: i) frequency, 2) rate per 100,000 persons, and 3) tate 
per 1,000 opportunities. The third measure--rate per 1,000 
opportuniti es--gi ves a more comp1 ete understanding of the degree 
to whi ch any given crime represents a prob1 em ina gi ven 
geographi c area. 

The mathematical tools employed in this analysis were: ranking, 
cOO1parative tab1 es, and chi square. 

For Chaos City, the victimization rate for registered automobiles 
was about 30.9 per' 1,000 (1 in 32) for the st udy peri od. 
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3.0 Findings 

3.1 Magnitude of Motor Vehicle Theft is Similar in Comparable Cities 

According to the general impression of the police department, the 
problem of motor vehicle theft in Chaos City is no larger than 
that experi enced in othet' citi es of simi1 ar size across the 
country. The number retorded by the Department during the study 
period was 5,085. This figure was found to be about 500 less 
than the average number moior vehicle thefts for similar size 
cities. 

The 5,085 motor vehicle thefts were distributed as follows: 

Automobiles 4,450 
Trucks 255 
Motorcycles 335 
Other motorized vehicles 45 

For automobiles the victimization rate (calculated on basiS of 
registered autos) was about 30.9 per 1,000 or roughly 1 in 32. 
Victimization surveys 'Indicate that approximately 93 percent of 
all vehicle thefts are reported to police. Correcting for 
non-reported thefts revises the total of motor vehicle thefts to 
about 5,470. 1 

3.2 Chaos City System Response is Different than National and State 
Level System Response 

Based on national clearance rates and the clearance rates of 
other property crimes in Chaos City such as burglary, we 
anticipated that the clearance rate for vehicle theft would be 
the same as other vehicle theft and the same as the national 
clearance rate. Clearance rate is defined here as those cases 
which are cleared by arrest. 

Chaos City police offense reports indicate that the overall 
clearance rate for all motor vehicle thefts ~ias about 7 percent • 
For automohi1es, clearance rates were 10 percent, trucks-11 
percent ;u,!j motorcycles-5 percent. These clearance rates are 
lower than the 20 percent clearance rate usually reported for 
both Paradise and the United States.2 It is clear that most 
vehicle thieves in Chaos City have a lower than average 
likelihood of being caught after the commission of their 
offense. This low likelihood opens up the possibility of 
focusing on the prevention of vehicle theft. There hi no 
information on rate of conviction or sentencing patterns. 

1Criminal Victimizations in 13 American Cities, U.S. Department of 

,,'" 

Justice, (EAA (June 1975), p.124. ' 
2paradise Crime Information, 1973, Bureau of Crime Analysis (BCA) (June 

1, 1914), p.49 and crime in the U.S., Uniform Crime Reports, U.S. Department 
of Justice (Washington, D.C.: 1975), p.35. 
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3.3 Auto Theft in Chaos City is a less Serious Crime Problem 

Auto theft was expected to be a less 'serious problem for Chaos City 
than other property crimes. Two measures of seriousness were 
avail able for this a'la1ysis. In addition, although clearance rates 
for Chaos City are relatively low, the net dollar loss fran auto 
theft may be 1 CltIer than for other metropol itan areas. 

Chaos City Police Deparbnent estimates for 1975 indicated that the 
total value of stolen motor vehicles was $5,828,890. However the 
total value of recovered moter vehicles was $4,653,803, indic~ting a 
net 00 11 ar 1 ass of $1,175,087 for 1975. 3 The diff erence between 
t he dollar fi gures f or auto theft ref1 ects the fact t hat most 
autQl"ilob,iles (90.8 percent) taken fran Chaos City are recovered--on1y 
8.5 percent of all thefts are not recovered. The balance of reported 
thefts (70 percent) are claSSified as unfounded. For example, the 
car was not stolen, merely misplaced. Thus, the net dollar loss of 
$1,175,087 for motor vehicles is, less serious than the value of 
$3,045,624 for unrecovered resident burgulary property. Further, 
recovery figures for Chaos City are substanti ally higher than figures 
for nationwide recovery. National figures indicate that from 70 to 
00 percent of all cars are recovered. 4 

EvB"Y vehicle theft incurs costs other than those associated with the' 
value of the veh;t:le. Private vehicles are the nation's primary 
means of transportation. Loss of an individual's means of 
transportati on, if only for a feN days, can impose a burden on the 
victim of auto theft. OthB" costs include the cost of prosecution of 
offenders, 1 ncreased ins urance premi lII!S as a resul t of vehi cl e thefts 
and the i nta'lgible cost of increased concern about crime. 

There is also 00 information available as to the cost to the criminal 
justice system to investigate and prosecute cases of vehicle theft. 
Likewise, statistics were unavailable to compare the seriousness of 
auto theft downtown with other crimes occuring downtown. 

3Unpublished data collected for Uniform Crime Reports, Chaos City Police Deparbnent • 
411Pre limi nar y Study of the Effect i veness of Auto Ant i -Thaft Devi ces " 

NILECJ, LEAA (October 1975), p.3. ' 
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3.4 Auto Theft Varies by Area and Location 

The hypotheses which guided this analysis are: 

The magnitude of auto theft varies by geographic area of the 
city. 

The magnitude of auto theft varies by type of parking 
envirorment. 

As hypothesized, th~ data show that not all areas of Chaos City 
have the same rate of auto theft. Table 1 displays the different 
rates of victimization across the city's ten planning 
communities. Table 1 also demonstrates that the measure of crime 
used for analysis gives various perspectives on the crime problem 
in givel communities. 

In Table 1, the highest victimization rates, independent of the 
type of measurement employed, are found in the Central and 
Powderhorn communities, which supports the hypothesis. 

Table 1. Auto Theft Rates by Community, Chaos City, 1977. 

CO,.,UNITY 
Central 
Powderhorn 
University 
Near North 
C,itywi de 
Northeast 
Longfellow 
Calhoun-Isles 
Camden 
Nokomis 
Southwest 

21 
in 24) 
in 26) 
in 32) 
in 37 
in 40 
in 42 

Rank .,-
2 
3 
4 

5 
6 
7 
8 
9 

10 

Rate Per 
1,000 Persons 

43.5 
16.1 
12.5 
11.0 
11.7 
10. 1 
9.7 

10.1 
6.4 
2.9 
2.6 

Rank r-
2 
3 
4 

5.5 
7 
5.5 
8 
9 

10 

Rate 
r,TI5 
1,295 

355 
,540 

4,970 
455 
325 
355 
220 
145 
145 

Rank 
~ 

1 
5.5 

3 

4 
7 

5.5 
7 
9 
9 

. *Each registered passenger vehicle is counted as an opportunity. 
Each community has a suffiCiently large number of vehicles to make 
meaningful comparisons: Calhoun-Isles, 14,995; Camden, 13,338; Central, 
6,525; Longfellow, 13,080; Near North, 14,334; Nokomis, 19,907; 
Northeast, 16,853; Powderhorn, 28,411; Southwest, 24,464; and UniverSity, 
8,715. Estimates are derived from the Bureau of the Census (1970) 
figures reporting number of families in tracts owning 1, 2, and 3 or more 
vehicles. Weighting on the 3 or more category was done by multiplying by 
3.1 in order to approximate the total number of ~ehicles in each tract. 
Census data are used because they are the only available 
geographically-based data. Total citywide auto count = 160,622. 

The number of auto thefts in each community was based on a 20% 
city-wide sample. The sample frequendes in the communities had to ~e 
multiplied by 5 to estimate the number stolen. 
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As shown in Figure 1, 42 percent of all autanobi1es are taken 
fran park1nglots dr garages while only one-third are taken fran 
near the owner's resi dence or nearby resi dent1al streets. less 
than 1 in 10 autanob1l es a-e taken fran the owner's garage or 
dr1vetlay. 

50 
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Figure 1. Percentage of Auto Theft 
by Type of Premise (passenger 
cars only) 
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As shown in Figure 1, 42 percent of all autanobiles are taken 
fran parking lots or garages while only one-third are takE!n from 
near the owner's resi dence or nearby res'i denti al streets. less 
than 1 in 10 automobil es a-e taken from the owner's garage or 
dri Vet#ay. 
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Figure 1. Percentage of Auto Theft 
by Type of Premise (passenger 
cars only) 
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Source: Chaos City Police Offense 
Report Data, (N=890), 1971, 
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A detailed analysis of parking garages and lots suggests that the 
Central, Powderhorn and University communities are most subject 
to auto theft at these types of sites. 
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Fi gure 2. 
Frequency of Auto Theft from Parking 

Garages and Lots by Census Tract 
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Source: Chaos City Police 
Offense Report Data 1977 
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A detailed analysis of parking garages and lots suggests that the 
Central, Powderhorn and University communities are most subject 
to auto theft at these types of sites. 

1.01 

3 

7 

13 

20 

27 

32 

120,01 

Fi gure 2. 
Frequency of Auto Theft from Parking 

Garages and Lots by Census Tract 
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3.5 Auto Thefts are Deterred by Reducing Oppm-tunities to Steal 

Recent advertisi ng campaigns have suggested that mMY autos are 
stol en because of carel essness on the part of the owner. More 
specifically, these ads suggest that mMY vehicles are stolen 
because keys are left in the 1 gni t1 on and that further. locking 
one·s vehicle is sufficient deterrence for auto theft. 

Initial data c:b not support the hypothesis. Data indicate that 
(luto theft is deterred by reducing the opportunity to steal. 
Most vict'lms report that the keys were not left in the vehicle. 
As shown in Figure 3. apparently only about 1 in 10 stalen 
vehicles had the keys left in the car. Only 1 in 20 victims 
reported the keys as having been left in the ignition. Data also 
~ l~d1 cate that 57 percent of all vi ctims reported £fii£ the car was 
lockad when stolen. These figures. of course, may conceal 
del1berate misreporting by the victims. The rnisreporting may be 
caused by fear of insurance repercussions ar by feelings of 
i ncanpetence. 

Clearly. the simple precaution of removing the keys and locking 
the auto, though increasing the difficulty of theft, is not by, 
itself adequate to deter theft. However other data dealing with 
opportunity support the hypothesis. 

Effect1 ve JMuary 1, 1970, the U. S. Department of Transportati on 
instituted Motor Vehicle Safety Standard 114 in ill attempt .to 
"reduce the i nc1 dence of acci dents resul ti ng from unauthorized 
auto use. "5 Thi s standard estab11 shed two basi c requi rements 
for all cars assembled after January 1, 1970: 

1) a key locking system which prevented normal 
engine activation and either steering or 
self-mt)bil1ty in the absence of the proper key; 

and 

2) a warni ng sound when the key was 1 eft in the 1 ocki ng 
system or when the dr1 verts door was open. 

5"Frel1minary Study of the Effectivenes.:J of Auto Ant'l-Theft Devices," 
NILECJ,. (Washington, D.C.: October 1975), p. 1. 
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As a result of this standard, all cars manufactured after 
January 1, 1970, had a steering lock which could only be unlocked 
with the proper key and a buzzer systen that macJeM audible 
a1arii: whet,sver the key was left in the ignition. 

For the basis of analysis thl!re are three time periods for 
comparing the relative effect:iveness of ignition interlock 
systems. The first period, pre-l96S. is that period when no 
vehicles were equipped according to Standard 114. The second 
peri od, 1969 t hrolJgh 1971, is t hat peri od when sane but not all 
vehi cl es were equi pped accord" ng to Standard 114. The thi rd 
period, post-1971, is that per'iod when all vehicles were equipped 
according to Standard 114. Ta\ble 2 compares theft rates for 
various makes of cars for the first and last periods. It also 
compares thefts of vehicles millufactured before any ignition 
i nterlo,ck sys't~s were i nstal1t!d with that period when all 
vehicles werfd equipped with ignition interlock systems. As can 
be seen in Table 2, 55 percent of all vehicles on the road in 
1975 (excluding vehicles millufactured during the second period, 
1969-1971) wer~ manufactured before implenentatiol1 of Standard 
114 while 45 per'cent ,of all vehicles were mMufacturc.d after 
impl ementati on (\~xcl uding t he second peri ad). However, SS 
percent of all stolen vehicles Wt~re millufactured before 
implementation of Standard 114. The figures in "(able 2 arid 3 
present comJjell i n~, evi dence that car thi eves preferred to steal 
cars \t/hi ch were not equi pped with anti-auto theft devi ces. Thus, 
thes~ data support the general hypot.hesi s. 

Figure 3. Percentage of Auto Theft 
by Locati on of Keys (passeng'er cars only) 
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o ~~~~~~~~~~~~~~_ 
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Source: Chaos City Police 
Offense Report Data. 
(N =844), 1977. 
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As a result of this standard, all cars manufactured after 
January 1, 1970, had a steering lock which could only be unlocked 
with the proper key and a buzzer systen that made ill audible 
alarm whenever the key was left in the ignition. 

For the basis of analysis there are three time periods for 
comparing the relative effectiveness of ignition interlock 
systems. The first period, pre-1968, is that period when no 
vehi c1 es were equi pped accordi ng to Standard 114. The second 
period, 1969 through 1971, is that period when sane but not all 
vehi.c'Jes were equipped accor-ding to Standard 114. The third 
period, post-1971, is that period when all vehicles were equipped 
according to Standard 114. Table 2 compares theft rates for 
various makes of cars for the first and last periods. It also 
compares thefts of vehi cl es milluf actured before any i gniti on 
interlock systems were installed with that period when all 
vehicles were equipped with ignition interlock systems. As can 
be seen in 7able 2, 55 percent of all vehicles on the road in 
1975 (excluding vehicles millufactured during the second period, 
1969-1971) were mMufactured before implenentation of Standard 
114 while 45 percent of all vehicles were mNlufactured after 
implenentation (excluding the second period). However, 88 
percent of all stolen vehicles were mNlufactured before 
implementation of Standard 114. The figures in Table 2 and 3 
present compelling evidence that car thieves preferred to steal 
cars whi ch were not equi pped with anti-auto theft devi ces. Thus, 
these data support the general hypothesis. 

Fi gure 3. Percentage of Auto Theft 
by Locati on of Keys (passenger cars only) 
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Table 2. Percentage of Auto Theft as an Indicator of 
Ignition Interlock Effectiveness 

Number of Number (.If 

Cars Stolen Cars 

- 3 
Period One l 157,519 649 . 4 ' (88%) 

( 55%) , 

.' 

Period Two2 118.188 86 
(45%) ( 12%) 

I 

lperiod (line: Cars manufa~tured prior to implementation of Standard 114. 

2period 1lwo: Cars manufactured after implementation of Standard 114. 

3Figures supplied by Department of Motor Vehicles for Chaos City. These 
figures included a count for some suburbs resulting in figures larger than 
those listed in U.S. Census data. The relative proportions are as:)umed to be 
correct. 

4Percentages are computed by excluding cars manufactured during the period 
1969 through 1971. About 171,000 vehicles were excluded from this table 
because they were manufactured during this period. 

Peri od 1 

Peri od 2 

Table 3. Comparison pf Expected and Observed 
Auto Thefts, Two Time Periods 

Expected Number Observed Number 
Auto Thefts* Auto Thefts 

404 649 

330 86 

*Expected number of auto thefts is equal to total number 
of auto thefts (735) multiplied by the proportion of , 
vehicles manufactured in the period that were on the road 
(.55 and .45 for the two periods in question) 

x2= 327.47, 1 d.f., significant at p =.001. 

Source: Chaos City Police Department and Department of Motor Vehicle 
Registration, 1977. 
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Table 2. Percentage of Auto Theft as an Indicator of 
Ignition Interlock Effectiveness 

Number of Number of 
Cars Stolen Cars 

Period Onel 
3 

157,519 649 
4 (88%) 

( 55%) 

Period Two2 118,188 86 
(45%) (12%) 

1period One: Cars manufactured prior to implementation of Standard 114. 

2Period Two: Cars manufactured after implementation of Standard 114. 

3Figures supplied by Department of Motor Vehicles for Chaos City. These 
figures included a count for some suburbs resulting .in figures larger than 
those listed in U.S. Census data. The relative proportions are assumed to be 
correct. 

4Percentages are computed by excluding cars manufactured during the period 
1969 through 1971. About 171,000 vehicles were excluded from this table 
because they were manufactured during this period. 

Peri od 1 

Peri od 2 

Table 3. Comparison of Expected and Observed 
AU,to Thefts, Two Time Periods 

Expected Number Observed Number 
Auto Thefts* Auto Thefts 

404 649 

330 86 

*Expected number of auto thefts is equal to total number 
of auto thefts (735) multiplied by the proportion of 
vehicles manufactured in the period that were on the road 
(.55 and .45 for the two periods in question) 

x2= 327.47, 1 d.f., significant at p =.001. 

SOurce: Chaos City Police Department and Department of Motor Vehicle 
Registration, 1977. 
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3.6 Charactet'istics of Motor Vehicle Theft may Vary by Type of 
Vehicle 

The characteristics of truck and motorcycle theft were anticipated to 
be similar to that of autos. Generally the data supports this. 
anticipation. However, there are some differences. Trucks tend to be 
taken from parking ,lots and garages more frequently (59 percent) than 
are automobiles (43 percent). Additionally, there are relatively few 
that are stolen near residences. This is to be expected since many 
trucks are owned by companies and are parked in company lots. 

Motorcycles, hOll/ever, shCM a d'ifferent pattern. Only about one-third 
(30 percent) of all motorcycle thefts are from garages ?r ~o~s.. More 
than one-thi rd are taken from premises at or near the vlctlm s 
residence. The balance are taken from other sites. Unlike the high 
recovery rates for trucks and autos, only about one-third (35 percent) 
of all motorcycles are recovered. 

3.7 Most Suspects of Auto Theft are Amateur Thieves 

Because of the high recovery rate of stolen autos, it was hypothesized 
that most suspects of vehicle theft are amateur thieves. 

Ninety percent of all automobiles were recovered while only about 35 
percent of all motorcycles were recovered. The recovery rate of 
vehicles in Chaos City tends to be substantially higher than the 
national average. Generally, theft of vehicles does not result in 
resale of the vehicle or stripping for parts suggesting that most 
thefts are not thefts for personal gain. Nonetheless, the police 
clear only 10 percent of their crimes through arrest. 

3.8 Those Suspected of and those Arrested' for Au~{) Theft are 
Genera 11 y Young 

Suspect information for auto thefts derived from offense reports is 
very sparse. There was some suspect information in only 58 (12 
p'ercent) of the stud"~ti j~ases. This data indicated tMat most suspects 
(62 percent) were jUVeti, lese 

Chaos Police Department arrest information indicate~ that from 88.to 
97 percent of all auto theft arrests are of juvenfjes.l Between 95 
and 98 percent of all arrests are of persons less than 21 years old. 
However, mo~t of those arrested (76 percent) had a prior record. 
Unfortunately, additional reliable information is lacking from police 
offense reports. 

1Chaos City Police Department, 1977. 
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4.0 DiscussiQ!l 
, 

~ 1 Findings Relative to Expressed Concerns 

These findings do indicate that aside from the presumed recent 
rash of auto thefts from downtown, theft of vehicles is a problem 
in the downtl7t'ln a:"ea rel ati ve to other areas of the city. As 
mig~t be expected the problem downtown is one of theft from 
garages and lots. The concentration of thefts fran downtown does 
indicate that local merchants may have reason for concern. 
However, it could not be determined if the problem in downtown 
Chaos City is significantly different than might be expected in 
other cities of similar size. 

Theft of vehicles, although .potentially one of the most expensive 
property crimes in Chaos City, appears to be relatively 
inexpensive. The total net property loss from vehicle theft for 
the one-year study period was about $1,175,000. The recovery 
rate of autos and the risk of auto theft suggest that ina broad 
perspective the problem is not a serious one. 

4.2 L imitat ions 

There are 110 dat.a to indicate whether there has been a recent 
increase of veMcle thefts fran the downtown area cr whether the 
publ'lcity has created the appearance of an upsurge in vehicle 
theft. Data on a weekly or monthly basis would detect this trend 
but these data are unava il ab1 e. 

Vehicle data, also, was unavai1able on downtown areas in other 
cities of similar size. Thus, the magnitude of the downtown 
pro!Jlem can only be assessed in relation to non-business areas in 
Chaos City. It is very possible that cities of similar size 
experience a similcr geographic distribution of vehicle theft. 

Limited suspect data does not permit a determination whether 
recent auto thefts are part of a pr'ofessi ona1 auto theft ring or 
merely the random attack on the downtown area by the usual 
iII1ateur. Answers to these questions require more data and 
analysi s. 

Public perception of auto theft in downtown Chaos City has not 
been assessed. Therefore, it is 1 arge1y unknown if the 
businessman's fear is reflecth'e of shopper's concerns about 
crime. 
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5.0 Sunmary 

5.1 High1 ights 

Fran July 1, 1976, ttirough ~une 30, 1977 t there were about 5,085 
thefts of motorized vehicles recordec:t by the Chaos CHy Police 
Department. The bulk of the theft problem involves autanobi1es. 
Thefts of 4,450 autanobil es, 255 trucks, 335 motorcyc1 es and 45 
other motorized vehicles were reported. Victimization surveys 
indi cated that approximately 93 percent of all vehicle thefts are 
reported to police. Also, the risk of being a victim of vehicle 
theft differs by area of the city. The central conmunity clearly 
has the greatest vehicles theft problem with a 1 in 5 risk (based 
on number of registered vehicles). 

Lr;" ge numbers of auto t~fts ~e of cars par ked at gar ages or 
c,ots (40 percent of all thefts). Most of these thefts fran 
garages CIld lots occur in a very few localized parts of the 
Central, University and Powderhorn conmunities. 

Locking cars CIld removing the keys may tend to reduce the risk of 
auto theft. However, 1 arge numbers of autos are taken which 
apparently had no keys in them and which were locked. Improved 
types of auto theft deterrent locks, mCllufactured according to 
Standard 114, appear to be a deterrent to vehicle theft. While 
vehicles equipped with these locking systems are taken, they are 
s to 1 en at a much 1 (Mer rate. 

The recoverY rate for auto theft is hi gher than\;he fiati onal 
average, however, the clEJrance rate is lower. 

Thefts of trlfCks and motorcycles ar"e simil m" to auto thefts in 
sane aspects but differ in regard to tYPe of premise on \~hich 
theft occurs. Motorcycl es al so are recovered at a much lower 
rate than are autos CIld trucks. 

The profile of the suspect is largely undetermined by specific 
data. However, amateur involvement is highly likely because of 
apparent nonconcern about theft for monetary gain and b~icause of 
the high recovery rate. 
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5.2 Conclusions 

Motor vehicle theft does not appear to be a major problem in 
dollar loss because of a high recovery rate but in consideration 
of sheer volume of thefts with accompanying costs of 
inconvenience and police investigation there is clearly a 
significant problem. As might be expected the problem does not 
occur evenly in all areas of the city. The downtown and two 
other areas disproportionately share the burden of vehic1'~ 
theft. The general sites of theft suggests that crime reduction 
planning could focus on parking garages and lots. The low 
clearance rate of these thefts and high recovery rates plus 
possible involvement of juveniles suggests that preventive 
measures in addition to investigation and apprehension may offer 
significant return on the crime reduction effort. 

This analYSis did not specifically identify what factors caused 
the perceptions of the downtown businessmen. Therefore, 
conclusions cannot be drawn about the nature of change needed to 
1mprove their perceptions of downtown motor vehicle theft and its lmpact on trade. 

Source: Adapted from Douglas W. Frisbie, et. ale Crime in Minneapolis: 
Proposals for Prevention. May 1977. Minnesota Crime Prevention Center 2344 
Kicolett Avenue, Minneapolis, Minnesota 55404, pp. 191-202. ' 
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PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 
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PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCEPTS VARIABLES MEASURES 
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__ C_o_st_t_o_C_r_i_m,i_ n_a_1_Ju_s_t_i_ce_s_y_st_e_Rl ____ t Cost of prosecuting offeoder. 

, , _~O~thwear~Inwt~awn~g~jb~l~e~~co~s~t~s ________ t~~ __ on-e-p-r-O-v-jd_p_d ______ _ 
" 

, 
: I 

\ 

I 
, 
~ 

I 
L 
i 

\ 

WALK.-THROUGH 18' I 
11\ I 
Ii , 

" -, 

:t I 



(I n e 
( 

CONCEPTS 

3.~atjal or 

..... 
I 

1 
4=10 ...... 
I 

1 
-G) 

j 
;j 

~ 
;j 

,) ~ !i 
" II Ii 
1/ I, 
i, 
)1 

~ JI 
! I 
it 

i 
j 

. .. 
I 

:t I 

u G @ 0 :P , • 
( ) 

'·'_.T,,",,' 

,~) 

WORKSHEET 
WALK-THROUGH, B, PART A (CONTINUED) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 
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________________ t: of stolen vehicles with keys left in 
--ignition 

_~Imp!!!J!.!.r~o~ve~d~Se~c~u!!..r.!.:i t~v~o.!-f ..!-A!.!!u~to~mo~bl.!...·l!.!:e'____ appJi catj on of Standard 114. I 
# cars manufactured before and after 
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WORKSHEET 
WALK-THROUGH B, PART A (CONTINUEO) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCEPTS VARIABLES MEASURES 

% of automobiles stolen. 

3.6 Target Characteristics Location from which Types of Motor 
• Vehlcles are stolen. 
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HORKSHEET 
WALK-THROUGH B, PART A (CONTINUED) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

VARIABLES MEASURES 

Recovery of Stolen Vehicles o stolen cars recovered. 
% of stolen motorcycles recovered. 

-
.zu.L.IMlUo.--_____________ I1 of auto thefts. cleared by arrest. 
Arrest l = -

----f----
_A_r_re_s_t_s ______________ r of prior .r .... to per offender. 

__ ~~o~9~r~a~ph~i~c~a~I~A~r~e~a ___ ---______ I~Nuonwe~pwrOwV~jl~d=~~u-----_____ ___ 
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RELATING CONCEPTS 

3. 1 The magnitude of motor 
vehicle theft in Chaos 
City is similar to the 
magnitude of the motor 
vehicle theft in similar 
size cities. 

"-
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WORKSHEET 
WALK-THROUGH BJ PART B 
CONSTRUCTING HYPOTHESES 

RELATING VARIABL~S 

a. The frequency of motor vehicle 
theft in Chaos City is the 
same as the national average 
for similar size cities. 

, 

'. 
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RELATING MEASURES 

1) Number of vehicles stolen in 
Chaos City is the same as 
national average number of 
vehicles stolen for cities 
of 375,000 - 400.000 population. 
as report2d in Uniform Crime 
Reports (UCR) • 
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3.2 
1. 

RELATING CONCEPTS 

Chaos City's Criminal Justice 
System's response to vehicle 
theft is the same as the 
national and state response 
to vehicle theft. 

WORKSHEET 
WALK·THROUGH BJ PART B 
'cONS'1 RUCT I NG HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The clearance rate for vehicle 
theft in Chaos City is the 
same as the national clearance 
rate. 

b. The clearance rate for vehicle 
theft in Chaos City is the 
same as the clearance rate for 
the State of Paradise . 

WALK-THROUGH 
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RELATING MEASURES 

1) The percentage of vehicle thefts 
cleared by arrest in Chaos City 
is the same as the percentage 
cleared by arrest nationally. 

1) The percentage of vehicle thefts 
cleared by arrest in Chaos City 
is the same as the percentage 
cleared by arrest in the State 
of Paradise . 
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RELATING CONCEPTS 

3.3 Auto theft is a less serious 
crime than other property 
crimes. 
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. 

• • ,.,..-::"" 

Gj 
"-~ 

WORKSHEET 
WALK-THROUGH BJ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The net dollar loss for vehicle 
theft is less than that for 
residential burglary. 

b. The recovery of stolen cars in 
Chaos City is higher than the 
national recovery rate. 

c. (Because of the costs of auto 
theft to victims. auto theft is 
a more serious problem than the 
net dollar loss suggests.) 
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RELATING MEASURES 

The reported dollar value of 
unrecover~d vehicles is less 
than the reported value of 
unrecovered burglary property. 

1) The percent of cars recovered 
in Chaos City is greater than 
the percent of all cars 
recovered nationwide. 

1) (The reported dollar value of 
unrecovered vehicles. the 
replacement costs for stolen 
cars and increased insurance 
premiums are greater than the 
reported value of burglary 
property. ) 
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RELATING CONCEPTS 

The magnitude of auto theft 
varies by geographical area 
of the city. 

The magnitude of auto theft 
varies by parking environment. 

• • • 

WORKSHEET 
WALK-THROUGH BJ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The frequency of auto theft 
varies by area of the city. 

b. The risk of auto theft varies 
by area of the city. 

a. Auto theft from parking lots and 
garages is greater than from 
open strf:ets. 

• 

RELATING MEASURES 

1) The number of auto thefts varies 
by the city's planning 
cOl1ll1unities. 

1) The proportion of autos stolen 
to autos registered varies by 
the city's planning cOl1ll1unities. 

1) The percentage of auto thefts 
from parking garages and lots is 
greater than the percentage of 
auto thefts from streets. 
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RELATING CONCEPTS 

3.5 Aulo theft is deterred by 
reducing the opportunity to 
vehicles. 
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WORKSHEET 
WALK-THROUGH BJ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. Locking autos deters auto theft. 

b. Autos with improved security 
systems are stolen less often 
than vehicles without improved 
security. 

(' 

• • • 
)J 

RELATING MEASURES 
--

1) Locked cars are stolen less 
often than unlocked cars. 

1) 'For vehicles manufactured after 
the implementation of Standard 
114 the percent that are stolen 
is less than the percent stolen 
of autos manufactured before 
the implementation of Standard 
114. 
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RELATING CONCEPTS 
" 

3.6 Characteristics of motor 
vehicle theft 

WORKSHEET 
WALK-THROUGH B~ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The rate of vehicle theft is the 
same for all vehicles. 

b. The rate of vehicle theft from 
parking lots is the same for all 
vehicle types • 

c. The recovery rate is the same 
for all types of vehicles. 

RELATING MEASURES 

1) None provided. 

1) The percent of trucks, motor-
cycles and cars stolen from 
garages and lots is the same. 

1) The percent of stolen trucks, 
motorcycles and autos recovered 
is the same . 
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RELATING CONCEPTS 

3.7 The majority of vehicle 
suspects. 

3.8 Auto thieves are young. 

.. i 

• 

WORKSHEET 
WALK-THROUGH BJ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The majority of auto theft 
suspects are amateur thieves,. 

a. More auto theft suspects are 
juveniles than adults. 

b. More persons arrested for auto 
theft are under 21 than over 
21 years of age. 

- -" 
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RELAT1NG MEASURES 

1) Because most stolen vehicles 
are not resold or stripped, 
most suspects are amateur 
thieves. 

1) The percentage of juvenile auto 
theft suspects is greater than 
the percentage of adult auto 
theft suspects. 

1) The percentage of persons ynder 
21 arrested for auto theft is 
greater than the percentage of 
persons over 21 arrested for 
auto theft. 
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MODULE 1: PROBLEM SPECIFICATION = 

IV. RELATIONSHIP OF PROBLEM SPECIFICATION 
TO THE PROBLEM STATEMENT 

A. The difference between a concern and a 
problem. 

1. Concerns ,frequently are: 

a. Hunches based on limited 
observation. 

b. Conclusions drawn from 
incomplete, unrepresentative 
and/or unreliable data. 

c. Reactions to symptoms • 

2. Problems are: 

a. Conditi ons that devi ate from a 
norm or standard that is 
acceptable in a given community. 

b. A conclusion that is based on 
representative and reliable 
information. 

c. Generally caused by factors that 
are not readily apparent. 

B. Importance of a Problem Statement: 

1. The complexity of most crimi nal 
justice problems requires a fairiy 
rigorous and iterative analysis in 
order to describe, draw conclusions 
about and underst and the pr im ar y 
causes. 

2. Because problem analysis may be 
i ntri cate, may use 1 arge <ITlounts of 
data, and often involves statistical 
computati ons, it is important that 
the problem statement have an easily 
understood structure and be focused 
on important concerns. Problem 
specification helps to achieve these 
objectives of analysis. Consequent­
ly, problem statements that are 
developed using this process are 
more likely to have an impact on 
decision making. 
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MODULE 1: PROBLEM SPECIFIt~TION 

C. In this course the term Problem State­
ment has a very specific meaning. In 
effect, one of the primary purposes of 
the course is to previae instruction and 
limited practice in the developnent and 
production of the problem statement. 

D. Definition of a Problem Statement: A 
written document or oral presentati on 
which comprehensively describes the 
nature, magnitude, seriousn~ss, rate of 
chan ge, persons aff ected, spati al and 
temporal aspects of a problem using 
qualitative and quantitative infor­
mation. It identifies the nature, 
extent, and effect of system response; 
makes projections based on historical ~ 
inferences, and rigorously attempts to 
establish the origins of the problem. 

Instructor Note: Make sure participants 
understand this definition. 

V. COOCLUS ION 

A. The quality of a Problem Statement may 
be threatened by i nadeq uate problem 
specifi cat ion. 

1. The problem statement may not 
accurately represent actual or 
ureal" concerns. 

2. The concepts and measures used may 
not be valid. 

3. The problem statement may be based 
on illogical relationships. 

4. It may not use important conceptUCill 
rel at; onships to dri ve the analys'is. 

5. It may not make good use of the best 
exi sting or easily obtai ned data 

B. Go over the module flowchart. Emphasize 
the critical evaluation and elaboration 
of concerns usi ng the process uf prllbl em 
spec ifi cati on. 

I-58-IG 

I 

NOTES 
• 

~, 

(i > 1, S 
\~- .. ! 

• 

•• 

i I 

) 

) 

,) 

() 

.0 

SHOW V.A. 0-5): 

Concern 

Yes 

Module One Chart: 
Problem Specification 

1-59-IG 

Identify 
Related 

Concerns 

Elaborate 
Concepts, 
Variables, 
Measures 

Postulate l, 
H~1potheses 



i 
II 
i 

( ,( , 

.. I 

SHOW V.A. {l-5}: 

Concern 

Yes 

f I 

Modul 
Proble 

One Chart: 
Specification 

Identify 
Related 

Concerns 

Postulate 
Hypotheses 
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MODULE 2 
DATA SYNTHESIS 

Module 2 e'stablishes a foundation for measuring and obtaining data for 
specified variables. The module 'is divided into four d.istinct sections: 
(1) measurement, (2) assessing hypotheses, (3) sources of data, and (4) 
planning a data collection effort. 

The data collection portion of the mod~le consists of Walk-Through lei -

Preparing a Data Collection Plan (optional). The portion of the module 
dealing with the evaluation of postulated hypotheses provides an opportunity 
for summarizing much of the material contained in Module 1. Since Task #2 of 
the Major Exercise is also an evaluation of hypotheses, this last section of 
the module has added importance. 

OBJEC'TIVES 

1. To describe Types arId Extent of Measure-
ment Error. 

2. To assess Hypotheses. 

3. To systematically plan a Data Collection 
Effort. 

4. To distinguish between Secondary and 
Pr imary Data. 

5. To identify and desc:ribe Seven Methods of 
Data Collection. 

6. To understand the Six Types of Secondary 
Data Used in Crimincll Justice Analysis. 
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SCHEDULE - MODULE 2 
DATA SYNTHESIS 

TIME ALLOCATION 

TIME 

I. MEASUREMENT •••••••••••••••••••••••••••••••••• I0 minutes 

A. Definition ••••••••••••••••••• * 
B. Meas u rement Accu racy ••••••••• * 
C. Factors Influencing Accuracy.* 

II. ASSESSING HYPOTHESES ••••••••••••••••••••••••• 20 minutes 

A. Criteria - Individual 
Hypotheses •••••••••••••••••• l0 minutes 

B. Criteria - Set of 
Hypotheses •••••••••••••••••• l0 minutes 

C. Example •••••••.••••.•••••••••• * 

III. DATA SOURCES •••••••••••••••••••••••••••••••••• 25 minutes 

A. Alternative Sources •••••••••• l0 minutes 
B. Methods of Data Collection ••• 15 minutes 

IV. PLANNING FOP, DATA COLLECnON •••••••••••••••••• 30 minutes 

A. Data co'ne(.t'lon Plan ••••••••• * 
B. Example ••••••••••••••••.••••• * 

Walk-Through ·C·----­
DATA COLLECTION PLAN 
(Optional) ____ •••••••••••••••••••••••• 30 minutes 

V. CONCLUSION •••••••••••••• " •••••••••••••••••••• 5 minutes 

A. Module Chart ••••••••••••••••• * 
B. Review Schedule ••••• " •••••••• * 

TOTAL TIME 9(j minutes 

* Less than 5 minutes 
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MODULE 2: DATA SYNTHESIS 

I. MEASUREMENT 

A. Definition: 

Measurement is the process of aSSigning 
observable qualitative or quantitative 
indicators to objects or evehts 
according to rules. 

1. The ass i gnment rul es must spec ify 
exactly how to measure, when to, 
what to, who to. etc. It is the 
quality of the rules that m~kes the 
difference between IIgood ll and "poorll 
measurement. For example, typically 
with crime data the rules of 
measurement are legal definitions 
based on behavior. : 

2. There is, and will continue to be, a 
varying debate over what can and 
cannot be measured. There are at 
least two extreme schools of thought 
on the matter. 

, 
a. One takes the point of view that 

if you cannot measure something, 
you're not at all sure what it 
is that you want to measure. 

b. The other takes the point of 
view that if you think you can 
measure something -- then that's 
not it. 
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MODULE 2: DATA SYNTHESIS 

B. Measurement Accuracy 

1. The criteria used to determine the 
accuracy of a measure are its 
validity and reliability. 

2. Definition: "Validity is the degree 
to Which measures are true or 
accurate indicators of the variables 
they are thought to indicate." 

For example, in self-reported 
delinquency data, validity tests 
have included the following: 

a. Asking kids to indicate 
awareness of unlawful behavior 
of other youths. 

b. Laboratory testing of cheating. 

c. Asking teachers to report on a 
child's behavior. 

d. Cross check i ng ava i 1 ab 1 e arrest 
records. 

3. Definition: "Reliability is the 
degree to whi ch measures are 
dependable or consistent indicators 
of a variable from one time ,to 
another or from one sample to 
another. II Reliability is easier to 
determine than validity. It is 
possible to have very reliable 
measures Which are not valid. Poor 
reliability threatens (or casts 
doubt on) validity but good 
reliability does not assure validity 

For example, in self-report crime 
data, a typical test of reliability 
is to test and then retest the 
individual. Similar responses which 
are alike after two weeks 
suggest a high reliability of the 
measure. 
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MODULE 2: DATA SYNTHESIS 

C. Factors Influencing Measurement Accuracy 

------------------------------------------------

SHOW V.A. {2-1l: 

Concept 

Variable 

Threats to Validity & Reliability 

R:CI~IvI~rr 

Threats to Validity 
and Reliability 

7 l ~ 
Reartests Reconl'ctlons Reltcarceratlons. 

Threats to Validity & Reliability 

-f t _t 
Measuree Frequency of Frequency of Frequency of 

Rearrests Reconvlctlons Relncarceratlons 
\.. 

EMPHASIZE (2-11 
+ Three types of threats: conceptual, 

techn i ca 1 and management 

------------------------------------------------
1. Conceptual Factors that Influence 

the Validity and Reliability of 
Interpretati ons 

a. Between Concepts and Variables 

(1) Failure to Adequately 
Represent Concept with 
Selected Variable(s) 

(2) For example, rearrests is an 
inadequate vari able to fu lly 
represent the concept of 
recidivism$ in part, because 
of the potential 
discrimination against prior 
felons in arrest practices. 
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MODULE 2: DATA SY THESIS 

!f I 

b. Between Variables and Measures 

(1) Failure to Ad(~quately 
Represent Variabl~s with 
Selected Measure(s) 

(2) For example, frequency of 
rearrest does not make 
possible any distinctions in 
regard to types of criminal 
offenses for which prior 
felons were rearrested. 

2. Technical Factors that Influence 
Validity and Reliability 

a. Method of Collection 

(1) Measurement Error in 
Self-Reported Crime Data 

(a) Veracity/Concealment 
Problem 

(b) Exaggeration Problem 

(c) Memory Problem 

(d) Not Practical for 
Studying Serious 
Offenses 

(2) Measu~ement Error in Arrest 
Records 

(a) Underest imate "Actua 1" 
Incidence of Crime 

(b) Official data are more 
accurate as crimes get 
more serious. 

b. Type of Measure Sought (Fact or 
Perception) 

c. Source of Data, e.g., 
Administrative Record System, 
Public Opinion Poll, CensuS 
Document 

d. Use of Sample or Census 
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MODULE 2: ' DATA SYNTHESIS 

3. Management Factors that Influence 
Conceptual and Technical Threats to 
Validity and Reliability: 

- Time 

- Money 

- Organizational Considerations 

- Political Considerations 

a. An example of management 
influencing the conceptual 
adequacy of the problem is that 
po11tical constraints may make 
it lmpossible to obtain 
information on reincarcerations 
from the state corrections 
agency • 

b. An example of management 
influencing the technical 
adequacy of the problem is in 
measuring rearrests, 
self-reported crime data may be 
too time consuming and/or 
expensive to be obtained. 

c. Planning the data collection 
effort will help to improve 
measurement accuracy by reducing 
conceptual, technical and 
managerial threats to validity 
and re 11 abll ity. 
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MODULE • 

II. ASSESSING HYPOTHESES 

As indicated previously, the refinement of 
concerns into concepts, variables, and 
measures usually produces many, rather than 
just one, hypotheses. Since many hypotheses 
may be constructed from a single concern, 
the analyst must identify the most 
appropriate hypotheses for subsequent 
analysis. . 

A. Criteria for Assessing an Individual 
HypothesiS 

------------------------------------------------ -

SHOW V.A. (2-2): 

CRITERIA FOR ASSESSING 
A HYPOTHESIS 

• Measurement Accuracy 

• Data Availability 

• Testability 

• Utility 

---~--------------------~----------------------- -
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a. Can all appropriate data be made 
available? Is there sufficient 
time, money, manp~er, and 
technical capability to obtain 
appropriate data? 

b. Are there ethical, legal, or 
political constraints on data 
ava ilab il ity? 

3. Testab il1ty 

a. Given the available data, is it 
possible to describe, compare, 
and make geneta11zations about 
the concerns? 

b. Is it pOSSible, given the 
available data, to establish 
cause and effect relationships? 
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MODULE 2: DATA SYNTHESIS NOTES 
--------------------------------------~--~----------------~. 

c. Stating hypotheses in their 
simplest form arid avoiding, when 
possible, complex multi-factor 
evaluations will assist in 
making a hypothesis testable. 

4. Uti 1 ity 

a. Can the decision-makers affect 
the independent variables which 
have been identified? 

b. Are the hypotheses plausible and 
easily communicated? 

B. Criteria for Assessing 'a Set of 
Hypotheses 

1. Once the proposed hypotheses have 
been assessed using the criteria of 
measurement accuracy, data 
availability, testability and 
utility then the comprehensiveness 
of the remaining set of hypotheses 
should be considered. 

2. Hypotheses used to develop a 
comprehensive problem statement 
should include, as appropriate, 
consideration of the following seven 
character i stics: 

Magnitude: Size, extent and/or 
importance of a problem. 

Rate of Change: Comparison of a 
problem in an earlier pel'iad of 
time to a later period. 

Temporal Aspects: Cyclical 
nature or seasonality of the 
problem. 

Seriousness: Amount of harm a 
p rob 'em i nf1 i cts on a call1l1un i ty 
or per-son. 

Persons Affected: 
Considerations of the Victim, 
Offender, and/or Public related 
to the problem. 
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MODULE 2: DATA SYNTHESIS 

S,atial Ascects: The geography 
o the pro lem. 

System Response: Activities, 
programs, policies related to 
the problem. 

3. Before beginning to collect and 
interpret data, it is necessary to 
consider the comprehensiveness of 
the problem specification. These 
characteriftt1cs can be used to help 
select the most appropriate 
hypotheses to pursue. 

C. Example of Ass~!ssing Hypotheses 

Ind icate that Task 12 of the ,Major 
Exercise will provide an opportunity 
for participants to apply these 
assessment criteria. 

III. DATA SOURCES 

A. Alternative Data Sources 

1. Primary Data: 

Definition: Primary data are those 
data which must be collected for a 
particular analysis effort. These 

. data genera lly are not cu rrent ly 
available in eas11y useable form but, 
can be obtained by conducting 
surveys and polls or from records 
and reports. 

2. Secondary Data: 

Definition: Data which have already 
Seen collected in conjunction w1t;h 
other analyses and are currently in 
easily useable form. Secondary data 
are USUa 11y presented in aggregded 
form and can be obtained from: 

- National Crime Panel 

- Uniform Crime Reports 

- Census Reports/Tapes 

- Offender Tracking Reports 

- Expenditure Reports 

II-ll .. IG 
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MODULE 2: DATA SYNTHESIS 

3. Secondary Data Sources 

---------------*--------------------------------
SHOW V.A. (2-3): 

~------------~-----------~, TYPES OF SECON DARY DATA 

1. "Actual" Crime Data 

2. Reported Crime Data 

3. Public Opinion Data 

4. Demographic Data 

5. Systems Data 

6. Juvenile Data 

------------------------------------------------

r I 

a. "Actual" Crime Data 

(1) These data are indicators of 
the types and magnitude of 
crime. 

(2) EXAMPLE: The National Crime 
Panel and local 
victimization surveys. 

b. Public Opinion Data 

(1) These data are the 
perceptual or subjective 
indicators of crime or 
criminal justice services. 

(2) EXAMPLE: National public 
opinion polls, political 
polls, local newspapers, 
also found in victimization 
surveys. 
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MODULE 2: DATA SYNTHESIS 

c. Reported Crime Data 

(1) These data· are official 
"crime statistics" on 
reported offenses and 
arrests. 

(2) EXAMPLE: Local police 
department records, state 
UCR, special study.reports 
that may be developed by 
state or regional criminal 
justi ce planning agencies. 

d. Demographic Data 

(1) These are population 
stat i stics whi ch refer to 
size, density and 
distribution of vital 
events, such as births and 
deaths. 

e. System Data 

(1) These data are statistics 
whi ch re1 ate to the 
organization and operation 
of the criminal justice . 
system. 

(2) EXAMPLE: Offender Based 
Transaction Statistics, 
management and 
administrative statistics 
and budget documents. 

f. Juvenile Data 

(1) These are data on various 
forms of juvenile behavior 
including criminal acts, 
quasi-criminal acts, and 
non-criminal behaviors. 

(2) EXAMPLE: Juvenile 
depa.rtment reports, 1 oca 1 
police department reports, 
school records~ juvenile 
court records, state child 
service agency records, 
federal data. 
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4. Factors Influencing the Selection of 
Primary and Secondary Data 

Are there critical missing 
meaSUlftes for the postu1 ated 
hypotheses that require primary 
data? 

Is measurement error in 
secondary data sources of 
sufficient magnitude and concern 
to wart'ant primary data for 
which measurement er,ror can be 
contro 11 ed? 

What time and resource 
constraints exist? 

B. Methods of Data Collection 

1. Six ~lethods of Data Co,llection 

Instructor's Note: Quickly go over the six 
methods of collecting data, identifying their 
differences and giving examples of the more 
frequently used techniques. 

The first three methods are usually 
associ ated with co 11 ecti on of 
primary data. 

a. Field Research 

Direct observation of an agency, 
process or procedure, e.g., 
Peter Manning's work on police, 
Police Work: The Social 
OrsanizatTOn of Policing 

b. Exper iments 

Taking action by changing a 
process, activity or 
organization and observing the 
consequences of the change, 
e.g., Kansas City Preventive 
P atro 1 Exper iment 
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MODULE 2: DATA SYNTHESIS 

c. Survey Research 

Collecting responses to 
questions asked during a sample 
or census of individuals or 
groups, e.g., Surveying Crime, 
National Research Council, 
National Academy of Sciences, 
1977, and Marvin Wolfgang's 
research on Delinquency 1rr~ 
Cohort ' 

1) Three frequently used types 
of surveys: 

a) Personal Interview. 

b) Telephone Interview. 

c) Mailed Questionnaire. 

2) Exhibit 1 summarizes 
comp arat i ve 
advantages/disadvantaQAs for 
these three types of 
surveys. Participants may 
wish to use this as a 
reference. While the 
participants may disagree 
with the conclusions of the 
authors, the process of 
answering the criteria 

.questions may be of great 
value in selecting a survey 
approach. 

d. Content Analysis 

Systematic Study of Books, 
Articles and Documents. 

e. Historical Research 

Reconstruction of prior events 
to explain specific 
consequences, e.g., Roger Lane, 
"Victimization and Criminal 
Violence in the Nineteenth 
Century: Massachusetts as a 
Test' Case," (Journal of Social 
History~ Winter, 196~ pp. 
156-16:JJ • 
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f. Simulation Modeling 

Simulation modeling is based on 
knowledge of the criminal . 
justice system and/or criminal 
behavior, the construction of a 
computerized or non-computerized 
version of the processes. This 
model can then be observed and 
altered to simulate reality, 
e.g., Jan Chaiken, Criminal 
Justice Models: An Overview? 
(Rand, 1975). Tne-work of Al 
Blums'te'ln on JUSSIM and JUSSIM 
II. 
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Module 2 
Exhibit 1. A Comparison of Three Survey Methods 

CRITERIA PERSONAL MAILED TELEPHONE 
INTERVIEW. QUESTIONNAIRE INTERVIEW 

Inexpensive no yes yes 

Random sampling gen-
erally feasible no no with RDD* 

Entire spectrum of the 
population poten-
tially contactable yes no no 

Sampling of special 
populations yes with list sometimes 

Easy to cover large geo-
,graphic area no yes yes 

Control over who is 
actual respondent yes no yes 

High response rate sometimes no yes 

Easy call-backs and 
follow-ups no no yes 

Long interviews gener-
ally possible yes sometimes sometimes 

Explanations and 
probings possible yes no yes 

Visual materials may be 
presented yes yes no 

Nonthreatening to 
respondent no yes yes 

Interviewer can present 
credentials yes yes no 

Safe f rrf i ntervi ewers no N.A. yes 

Easy supervision of 
interviewers . no N.A. yes 

Source: Tachfarber, Alfred J.; Klecka, William R.; Random Digit Dialing,~ 
Lowering the ~g~ of Victimization Surve1!; Police Foundation, 1976. 

* Random Digit tilaling 
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MODULE 2: DATA SYNTHESIS 

IV. PLANNING FOR DATA COLLECTION 

A. The development of a data collection 
p1 an should address these issues: 

quest ions to be arlswered 

measures 

data sources 

collection methods 

assessment 

other co 11 ecti on requi rements 

resource requirements 

B. An example of using these considerations 
1n plahning a data collection effort is. 
illustrated in Walk-Through C. (Note: 
This Walk-Through is optional based on 
the needs of the participants and 
timing. ) 

. -, ., 
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PURPOSE 

DATA COLLECTION PLAN 
(OPTIONAL) 

This walk-through is intenqed to involve participants in considering the 
process of preparing a data collection plan. 

The Chaos Crime Planning Board has decided that in 1978 and 1979 to 
concentrate attention on one of the four most common offenses (Burglary, 
Theft, Assault and Robbery) reported to the police in Chaos City according 
to the FBI's Uniform Crime Reports. 

A study conducted by the State's Crime Analysis Bureau reveals the rates 
per 100,000 population for these four offenses for 1976 and 1977 in 
Chaos. The study also presents comparisons with Tranquility, another city 
of comparable size in the state • 

What can you say about the Chaos City crime problem based on this data? 

Using the provided worksheet discuss the development of a data collection 
plan. 

INSTRUCTOR NOTES 

A. Begin the walk-through by explaining that its purpose is to prepare the 
basic components of a data collection plan. Also identify the specifics 
of the problem being examined, i.e., crime in Chaos City. 

B. Go over Table 1, of the Walk-Through and give the group five minutes to 
assess the data set • 

C. Lead the participants through the answer to the question concerning the 
Chaos City crime problem using Table 1, 

Note: The data indicate that the crime most frequently reported to 
police in Chaos City in both 1976 and 1977 was burg1ary~ Burglary 
accounted for 42.9% of the total of the four crimes in 1976 and 45.7% 
of the total of the four crimes in 1977. Burglary not only was the 
most reported crime but also showed the highest rate of increase 
between 1976 and 1977 - 18.7%. 

D. Te1i the participants they need to consider additional data to 
adequately address the concern expressed by the Chaos Crime Planning 
Board. Go over Table 2 and then turn to the worksheet. Discuss 
questions 1-7 on the worksheet. Relate these questions to the 
characteristics of a problem statement. Discuss the column tables and 
relate them to Table 2. 

E. Have the participants look at Question 1 on the worksheet and suggest 
additional measures, data sources, collection methods, measurement 
accuracy, other collection requirements and resource requirements. 
Have them add to their worksheets as you proceed with the 
discussions. Do the same for each of the remaining questions on the 
worksheet. Refer to the Management Checklist in Table 2 throughout 
the Walk-Through. ' 
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F. Keep up a brisk pace going through the worksheet so that all the items 
are covered within the 30 minutes allotted for this walk-through. 

DEBRIEFING 

Stress how planning the data collection effort can improve measurement 
accuracy by minimizing conceptual, technical and managerial sources of 
error. 
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DATA SET 

Table 1. 
in Chaos 

State of ~a~adise, Four Crimes Reported to Police Most Frequently 
and Tranqul1lty, 1976 and 1977. (Per 100s000 population) 

Crime 1 l7fi 1977 
TVM Cha~e; Tranauil itv Chaos Tranauilitv 
Buralary 1908 1201 2263 1363 

Theft R7? 1014 896 1052 

Robben 912 ' 898 991 1054 

Assault 761 521 807 533 

Source: State of Paradise, Crime Analysis Bureau, 1978. 

11-21-16 

.0 

" 

, . 



!lATA SET 

Table 2. Management Checklist for 
Data Collection 

1. Determine Measures to be Used for Each Variable 

2. Identify Major Categories of Needed Data 

a. Is appropriate data available? 

b. Is additional data required? 

3. Identify and Assess Data Sources 

a. Will these data permit adequate interpretation of the hypotheses? 

b. Are the data reliable? 

c. Can they be obtained in time? 

d. How many data are required to clarify a problem? 

e. ~Ihat is the most inexpensive data source? 

4. Se~ect Best Data Source 

5. IdE!ntify Data Collection Methods 

6. Determine Strengths/Weaknesses of 
Alternative Data Collection Methods 

7. Select Best Data Collection Method 

8. Consider Additional Requirements (If Applicable) 

a. Identify Authorization Requirements 

b. Identify Coding Requirements Process 

c. Develop Sampling Requirements 

d. Develop Instrument Requirements 

e. Develop Data Conversion Requirements 

9. Determine Resource Needs 
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Questions to te answered 

1. What is the magnitude 
of the crime problem? 

2. What is the direction 
and magnitude of the 
rate of change in the 
crime problem? 

3. How serious is the 
crime problem? 

4. In what areas of Chaos 
City is the incidence 
of crime the highest? 

5. What is the Chaos City 
Police Departments/Courts 
capability for dealing 
with this problem? 

6. Who in Chaos City has 
been most seriously 
victimized and affected 
by the crime problem? 

7. What are the possible 
causes of the crime 
problem? 

---------~-------------------------------------------------------------------------------------------------------------
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Table 3. Worksheet 

Other Collection Resource 
Measures Data Sources Collection Method tleasurement Accuracy Requirements Requirement! 

• rates of crime • Data Set N.A. N.A. 
by type 

• rates of crime • Data Set N.A. N.A. 
by type and year . 

• weighted • Offense Reports Secondary Data • Measurement error Little 
frequency of Analysis 
crime by type • Disaggregation 
and year 

• frequency and • Arrest Reports Seconda ry Data • Measurement error L ittl e 
rates of cr~me Analysis 
type and area • Census Maps • Disaggregation 
of the city 

• resource data • Agency Records Secondary Data • Measurement error ~ Secure Clearances Little 
• manpower allo- • Ci ty CQundl Analysis and Authorization 

cation data Records for Agency Heads 
• laws and • PROMIS Simulation/Mocl~l ~ Estimating parameter 

regulations ~ Initial values Moderate 

• victimization • victim survey Survey • instrument 
data • self reports Survey • surveying Expensive 

• coding/editing data " 1\ 
I 

\ 

• social, economic • Census Records Secondary Data, • Measurement error L i ttl e 
and demographic • Victim Survey Analysis, Survey Expensive 
data • Agency Records 

• deterrence data Secondary Data 
• incident/victim/ Analysi s 

offender data 

"" 
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MODULE 2: DATA SYNTHESIS 

V. CONCLUS ION 

:; / 

A. Refer participants to the module chart 
and quickly review the module. Ask 
whether there are questions about the 
content of Modules 1 or 2. 

B. Indicate the schedule for the afternoon 
and show how it relates to the morning's 
activities. In Task ~l of the Major 
Exercise participants are required to 
specify a problem, and in Task #2 they 
are asked to assess the developed 
hypotheses. 
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SHOW V.A. (2-4): 

Assess 
Hypotheses 

No 

Yes 

Module Two Chart: 
Data Synthesis 

Prepare 
Data Collection 

Plan 

Assess 
,>--... Data Collection 

No 

No 
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MODULE 3 
DESCRIPTIVE METHODS 

Modules 3, 4s and 5 concentrate on tools -- descriptive, comparative, and 
inferential statistics -- needed for the interpretation of data. The emphasis 
1s on developing statistical skills, on learning how the results of various 
calculations are used to interpret data, and on knowing when to use each tool. 

The exercises and wa1k-throughs are designed to give practica'l 
opportunities for the participants to apply the knowledge and skills developed 
1n this module. 

Pacing is critical in Module 3 inasmuch as it is very elementary 
material. Instructors should make every effort to minimize time spent on the 
lectures in this module. In presenting the various statistical methods, 
instructors should emphasize practical applications, rules to follow in using 
the techn'iques and the interpretation of the results of statistical 
calculations. ' 

Facilitators for the exercises and instructors should carefully pace the 
Exercises and Wa1k-Throughs. If the descriptive material is clearly 
understood by the audience, move through this section quickly; if a few 
individuals are having pa~1ticular difficulty with the material, special 
efforts should be provided so that they can keep up with the group. 

The material for this module covers basic descriptive statistics, the use 
of tables, graphs and charts, and concludes with a presentation of percent 
change. 

Equipment needed for this 'module include protractors, graph paper, 
pencils and calculators for each of the participants • 

. OBJECTIVES 

1. To understand the different levels of 
measurement and apply them to select 
appropriate quantitative methods • 

2. To select, calculate and interpret: 

a. Mean 
b. Median 
c. Mode 
d. Frequency and Percent Tables 
e. Standard Deviation 
f. Percent Change 

3. To select, construct and ir'lterpret: 

a. Pie Charts 
b. Bar Graphs 
c. Histograms 
d. Frequency Polygons 
e. Time Charts 
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SCHEDULE - MODULE 3 
DATA INTERPRETATION -- DESCRIPTIVE METHODS 

TIME ALLOCATIOM, 

TOPIC TIM 

I • MEASUR EMENT LEVELS ••.••••••••••••••••••••••••••• 20 mi nu te s 
A. Determining Levels •••••••••••• lO minutes 
B. Utility ••••••••••••••••••••••• 10 minutes 

II. STATISTICAL METHODS ••••••••••••••••••••••••••••• 80·minutes 
A. Central Tendency •••••••••••••• 20 minutes 

Walk-Through 10
1 

•••••••••• 20 minutes 
MEAN. MEDIAN. MODE 

B. Variation ••••••••••••••••••••• 20 minutes 

Walk-Through lEI •••••••••• 20 minutes 
STANDARD DEVIATION 

III. GRAPHICAL METHODS ••••••••••••••••••••••••••••••• 55 minutes 
A. Pie Charts •••••••••• " ••••••••• 5 minutes 
B. Bar Graph s. • • • • • • • • • • • • • • • • • •• 5 mi nutes 
C. HistQgrams •••••••••••••••••••• 5 minutes 
D. Frequency Polygon.s ••••••••••• 5 minutes 

Exercise *1 - ••••••••••• 35 minutes 
GRAPHICAL METHODS 

IV. TIME CHARTS/PERCENT CHANGE •••••••••••••••••••••• 15 minutes 
A. Percent Change •••••••••••••••• * 
B. Time Charts ••••••••••••••••••• * 
C. Distorting Graphical 

Presentations ••••••••••••••••• 10 minutes 

V. CONCLUSION •••••••••••••••••••••••••••••••••••••• lO minutes 
B. Descriptive Statistics •••••••• * 
A. Review ••••••••• ~ •••••••••••••• * 

TOTAL TIME 180 minutes 

* Less than 5 mhlutes 
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MODULE 3: DESCRIPTIVE METHODS 

I. MEASUREMENT LEVELS 

A. Determining Levels of Measurement 

1. .The way we measure affects what we 
can do with our data once it has 
been collected. How much we know 
about the values observed determines 
the level. This is called the level 
of measurement. 

2. When all we know about the values 
observed is that they belong to 
different categories, e.g., 
religions. the level of measurement 
is called nominal. The nominal 
level of measurement allows us to 
say that two observations are the 
same or different, once measured. 

3. Ordinal level measurement is 
possible when we add information 
about the orderi~g or sequencing of 
the categor i es. 

a. Example: Police authority when 
measur~d by rank--sergeant, 
lieutenant, captain--may be 
considered an ordinal level 
measure. 

b. Example: Another example is the 
FB I' s ten most wanted 
men/women. This list tells us 
that the most wanted is wanted 
more than the second but does 
not tell us how much more wanted 

4. If one additional piece of 
information is added about the size 
of the difference between each 
category, we have what is called 
interval level data. 

a. An example of an interval level 
measure is time. 

b. The size of the .difference 
between the categories is 
meaningful. For example, six 
o'clock can be described as two 
hours later than four o'clock. 
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MODULE 3: DESCRIPTIVE METHODS NOTES Module 3 
Exhibit 1. Measurement Scales 

5. The highest level of measurement, 

0'1 .......-~, .... ratio scale, has all the properties ), (;LJ) of the interval scale plus it has a __ v (i> .. " ,'" true and absolute or fixed zero 
! 

STATISTICS 
poi nt. TYPE LEVEL DESCRIPTION EXAMPLES FR~QUt.NTLY USED 
a. Example: Examples of interval 

le~el measures are criminal 

lJi jus'tice expenditures, age, 
© sentt::1cQ 1 ength. 

1 6. It is important to note that 
observed data, by itself, has no 

I level of preordained measurement. 

Qua litative Nomina'l Data are placed Sex Tables of 
in mutua lly Race frequencies 
exclusive and Type of and rates 
exhaustive Crime Mode 
categori es. Type of Pie Charts 

Weapon Bar Graphs 

a. ExamQle: The number 6 could be: tD ~ 

- label (box 6) 

Cross tabula-
tion tables 

Chi square 

- order (6th) 
- interval (6 degrees) 
- ratio ($6) 

Quantitative Ordinal Data are placed Socio-
in mutually economic 

b. ExamEle: As a second example, 0 
type of weapon, which is usually 
measured on a nominal scale, 
could be ordered, to reflect how 
lethal a weapon it is 
(potentially or actually). 

(yOI ) c. The level of measurement used is (j) ( 

as much a functi on of what we 

exclusive and status 
exhaustive Ranks in 
categori es, 1 aw 
order-ed along enforcement 
a continuum agency 
according to a 
hierarchy. . 

know about the concr-pt we are Inter"val Data are Time Mean 
measuring, as it is of our 
ability to measure. 

distributed along Temperature Median 
a conti nuum with Inte 11 igence Range 

7. Nominal data is typically referred 0 
to as qualitative or categorical. 
Ordinal, interval, and ratio are 
typically called quantitative. 

estab 1 i shed Quotient Standard 
distances Deviation 
between pOints Statistical Maps 
with no reference Histograms 
to an abso lute Time Charts 

8. Revi ew' th is materi al using Exhibit zero. Rates 
0 0 Pearson's r 

Regression 
Scattergrams 

Ratio Data are Age 
, dis tr i bu ted Years of 
along a con- Education 
tinuum with 
established 
distances 
between 
points with an 

o abso lute zero. 

() 
IlI-4-IG 

, 
1II-5-IG 

" 

," "t 

r I , , 
." 



') 

.. 

'I I 

MODULE 3: DESCRIPTIVE METHODS 

B. Utility of Measurement Levels 

1. Specifying the level of measurement 
dictates how we can interpret and 
compare observations on our data. 

2. Examples: 

a. With ratio dollar loss data we can say 
a $500 average dollar loss is twice 
that of a $250 10ss per crime. 

b. With dollar loss figures which are 
also interval, we can say that a loss 
of $100 is $75 more than a loss of $25 

c. With ordinal data on formal authority 
in a police department, we can say 
that a capta in has more formal 
authority than a patrol officer. 

d. With nominal crime type data we can 
say that a burglary is not an obscene 
phone call. 

3. Different statistical techniques are 
appropriate for data at different levels 
of measurement. We can say more about 
data about which we know more in the 
first place. Because of this, the most 
powerful statistical techniques are 
appropriate only for the higher levels 
of measurement, interval and ratio data. 

II. STATISTICAL METHODS 

Note that there are two basic ways for 
statistically describing data: (1) 
central tendency and (2) disper~;i on. 

Central tendency refers to identifying, in 
a single summary number, a "typical" case. 

Dispersion refers to identifying how 
spread out a distribution of observed 
values is. A distribution is a list of 
data, produced by measuring a variable of 
interest, for more than one case. 
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MODULE 3: DESCRIPTIVE METHODS -
A. Measures of Central Tendency 

More than one way of representing 
what constitutes a "typical" or 
average case. 

1. Mean 

a. The mean is the sum of all 
observed values, divided by the 
number of cases. 

------------------------------------------------

SHOW V.A. (3-1): 

MEAN 

SUM UP VALUES AND DIVIDE BY THE NUMBER OF VALUES. 

x = if 
x = MEAN 

I = "SUMMATION" OR "SUM UP" 

x = INDIVIDUAL VALUE 

N = NUMBER OF VALUES 

EMPHASIZE (3-1): 

+ These symbols will be used throughout 
modules 3, 4, 5 and 6. 

+ N = number of cases in the distribution 

+ x = an observed value, one case from a 
distribution. 

+ 1:: = Sigma = summation symbol meaning to 
add. together. 

-----------~--------------------~---------------
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·~~D~U~LE~3~:_D~E~SC~R~I~PT~I~YE~ME~T~HO~D~S ____________ ~ ______ .NO.T.ES ________ , 

------------------------------------------------

SHOW Y.A. (3-2): 

MEAN 
EXAMPLE: MUnDER RATES (PER 100,000 POPULATION) FOR 

FIVE WESTERN emES FOR 1171. 

CITY MURDER RATE (X) 

SEAm.E 

IIOtIE 

SACRAMENTO 

DENVER 

SAN FRANCISCO 

4 

5 

I 

I 

I 

l:X = 31 

i • i . .y. • 1.2 MURDERS 

EMP.HASIZIE (3-2): 

+ Go t,hrough ca 1 cu 1 at ions 

+ SUl11l1ary measure of the ,"typical" observation 

+ Allows comparison 

+ Economically conveys information 
-----------------------------------------~------

b. The mean is appropriate only for 
interval or ratio level data 
because it makes use of 
information about the distance 
between each observation. 

, 
c. The mean is greatly affected by 

extreme values. If one 
additional case is added to 
distribution, for example 29, 
the mean will be: 

EX = 60 = 10 
T 6' 
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MODULE 3: DESCRIPTIVE METHODS 

Th~ addition of one extreme case 
haS yielded a mean, a "typical 
case", whi ch is larger than all 
of the other cases in the 
distribution. The mean is still 
valid, but caution is required 
in its interpretation. One must 
always be on the lookout for 
extreme values. 

d. The mean is useful as a standard 
for compar ison. 

2. Median 

a. The median is the "middle" value 
of a distribution; i.e., there 
are an equal number of cases 
greater than and less than the 
medi an. 

------•.. _----------------------------------------

SHOW V.A. (3 .. 3): 

MEDIAN 

WHEN CONTINUOUS DATA HAVE BEEN ORDERED OR RANKED 
(e.g., FROM LOW TO HIGH), THE MEDIAN IS THE MIDDLE VALUE. 

CITY 

Se.tlle 
BolGe 
Sacramento 
Denver 
San Francisco 

Source: Sourctl!ook. 1878 
'per 100,000 

EMPHASIZE (3-3): 

MDN = 6 

MURDER RATES' 

4 
5 
6--MEDIAN 
8 
8 

+ Median is the middle value. 
+ Median of this distribution is .2 less than 

the mean which is 6.2. 
-------------------------------------------------
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MODULE 3: DE RIPTIVE METHODS 

SHOW V.A. (3~4): 

MEDIAN 

WHEN THER~\ ARE AN EVEN NUMBER OF VALUES IN THE 
RANKED LIST, THE MEDIAN IS THE ARITHMETIC MEAN OF THE 
TWO MIDDLE VALUES. 

CITY 

Seatlle 
Boise 
Sacramento 
Denver 

MURDER RATES' 

4 n 
8 

MDN::: 5; 6 = V = 5.5 

SoUIW: Sourcebook, 11178 
'poor 100,000 

EMPHASIZE (3-4): 

+ With an even number of cases there is no 
mi ddle val ue. 

+ Solution is the X of the two middle values" 
------------------------------------------------

b. Because, the ml~ian is the 
"middle" value of a 
distribution, it is typically 
used as a preferred measure of 
central tendency where there are 
extreme values in a' 
distribution, for example, as in 
income. 

c. The median is time consuming to 
calculate because it requires 
the distribution to be 
rank-ordered. 
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MODULE 3: DESCRIPTIVE METHODS 

3. Mode 

a. The mode is simply the most 
frequently occurring value in a 
d i str i buti on. 

------------------------------------------------
SHOW V.A. (3-5): 

MODE 

THE VALUE THAT OCCURS MOST FREQUENTLY, 
THE MODE MAY BE USED WITH BOTH QUALITATIVE AND 
CONTINUOUS DATA. 

MORE THAN ONE MODt: MAY OCCUR IN A DISTRIBUTION. 

CITY MURDER RATES 
Seattle 
Boise 
Sacramento 
Denver 

4 
5 
i 
a 

San Frenolsco 

Source: ~ 1978 
'per 100,000 

EMPHASIZE (3-5): 

e: MODE = 0 

+ Another summary measure of the "typical" 
case. 

+ Contrast the three measures Mean = 6.2 
Median = 6 Mode = 8 

--~---------------------------------------------
b. Unlike the mean and the median, 

the mode is always a real 
observed value. It is totally 
unaffected by extreme values. 

c. The mode is the best measure of 
central tendency for nominal 
data. For interval or ordinal 
data it ignores all of the other 
information about thm 
distribution of va1ues in the 
data set. . 

d. In the example presented (V.A. 
3-5), the mode is higher than 
all of the other observations in 
the data set. It is in a real 
sense, "typical," but the mode 
is limited in its usefulness. 
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MEAN, MEDIAN, MODE 

PURPOSE 

To show participants how to calculate measures of central tendenClii and to 
illustrate the effects of extreme scores on measures of central, tendency. 

The data set on murder rate (in three variations) are to be rank ordered 
and means, medians, and modes are to be calculated for each variation. 
This Walk-Through should last no longer than 20 rnihl.!tes. 

INSrrWCTOR NOTES 
--~.--~ ..... 

A. Tell th~ participants to follow tne steps on their worksheet. 

B. 

C. 

D. 

E. 

Go through the steps of (a) rank ordering the data, (b) calculating 
the mean, (c) calc~'ating the median, and (d) calculating the mode for the data set. 

Do the same for the variation where the Las Vegas data are ·left out. 

Do the same for the variation where the Las Vegas data are left out 
and the Baltimore data is added. 

Point out how the measure of central tendency can be altered 
Significantly by addition 0.' subtraction of data, as indicated in the 
given answers on the worksheet. 

F. Explain significant decimal places and rounding off of numbers. How 
many decimal places is a matter of convention. For a data set like 
the one used in this Walk-Through, working witr, whole numbers, one or 
two decimal places in the answer is often used. Whatever convention 
established, be consistent. 

G. There are rules for rounding. If the last digit you wish to use 
- is less than 5, round down. 
- is greater than 5, round up 
- is exactly 5, round down if the 

next digit to the left is odd, round 
up if even. 

H. Twenty minutes have been all otted for this Walk-Through. 
DATA SET 

Citx 

Boise 
Denver 
Las Vegas 
Sacramento 
San Franc isco 
Seattle 

Murder Rate (x)* 

5 
8 

18 
6 
8 
4 

*Indicaies per 100,000 inhabitants 
Source: Sourcebook, 1976. 
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WORKSHEET 

A. Rank-order the data. 

Citx 

Seattle 
BOise 
Sacramento 
Denver 
San Franc isco 
Las Vegas 

Murder Rate (x) 

4 
5 
6 
8' 
8 

18 

B. Calculate the mean, median and mode. 

1. Mean 

x = EX = 8.2 
N 

2. Medi an 

Median = 7 

3, Mode = fJ 

C. Leaving out Las Vegas, Rank-order the data. 

Citx 

Seattle 
Boise 
Sacramento 
Denver 
San Francisco 

t1Ynier Rate (x) 

4 
5 
6 
8 
8 

D. Calculate the mean, median and mode. 

Mean 

x = EX = 6.2 
N 

Median = 6 

Mode • 8 
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WORKSHEET Continued 

E. 

F. 

Still leaving out Las Vegas, add the city of Baltimore (murder 
rate/1OO,OOO inhabitants = 4) 

Rank-order the data set. 

City Murder Rate ( x) 

Baltimore 4 
Seattle 4 
Boise 5 
Sacramento 6 
Denver 8 
San Francisco 8 

G. Calculate the mean, median and mode. 

Mean 

x :II: 1: X = 5.8 
N 

Median = 5.5 

Mode = 4, 8 

QEBRIEFING NOTES 

1. The mean is more useful than mode and median in advanced statistical 
analysis. 

2. 1n smaH data sets the mode can be quite unstable. 

3. In SOllie data the scores do not tend centrally in a meaningful way. 
Rather than one measure several modes may be appropriate descriptions. 

4. The mode is useful in studying characteristics of populations. For 
eX&1P1e, the ~e describes the most typical case. 

5. One or several extreme scores pull the mean away from the values which 
represents the majority of the cases. In this instance the median may 
be preferred. 

6. Many statisticians suggest calculating all three values (mean, median, 
mode) in order to determine which value best describes the data. 
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MODULE 3: DESCRIPTIVE METHODS 

B. Measures of variation 

Measures of variation provide information 
on how spread out a distribution is. 

1. Frequency tables 
------------------------------------------------

SHOW V.A. (3-6): 

TABLES OF FREQUENCIES ANO PERCENTS 

USED WITH DISCRETE OR QUALITATIVE DATA. 
ALSO USED WITH CONTINUOUS DATA THAT HAVE 
BEEN GROUPED INTO CATEGORIES. 

f = FREQUENCY OF CASES IN A CATEGORY 

% = NUMBER OF CASES IN A GIVEN CATEGORY, x 100 
TOTAL NUMBER OF CASES 

EMPHASIZE (3-6): 

+ Frequency tables display the count of cases in 
each category. . 

+ Percentaging the frequencies allows us to 
standardize the frequencies to allow for easy 
comparison. 

------------------------------------------------
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MODULE 3: DESCRIPTIVE METHODS 

------------------------------------------------

SHOW V.A. (3-7): 

TABLES OF FREQUENCIES AND PERCENTS 

EXAMPLE: 

TYPES OF ROBBERIES IN CHAOS CITY 
FOR 1974 

TYPE 

ROBBERY AND ATTEMPTED 
ROBBERY WIINJURY 

ROBBERY AND ATTEMPTED 
ROBBERY W/OUT INJURY 

f 

5 

10 

0/0 FIRST CATEGORY = 1~ x 100 = 33.3% 

Source: Hypothetical Data 

EMPHASIZE (3-7): 

% 

33.3 

88.8 

+ Because of rounding error, percentages add 
up to 99.9 percent. 

+ This is interpreted (the distribution of 
robbery in Chaos City with regard to 
injury), as meaning: 

(1) no lnJury in 66.6% of the cases. 
(2) injury in 33.3%·of the cases. 

------------------------------------------------ -
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MODULE 3: DESCRIPTIVE METHODS 

2. Range 

SHOW V.A. (3-8): 

RANGE 

TlfE DIFFERENCE BETWEEN THE HIGHEST AND LOWEST VALUES 
IN A DISTRIBUTION OF CONTINUOUS VALUES. 

RANGE = PIIAXIMUM VALUE - MINIMUM VALUE 

EXAMPLE: 
CITY MURDER RATE 

Sutlle 4 
Boise 5 
Sacramento 6 
Denver 8 
San Frenclsco 8 

RANGE = 8 - 4 = 4 

Source: Sourcebook. 1976 
'Pf/r 100,00Q 

·EMPHASIZE (3-8): 

+ This is ~ame data used to illustrate central 
tendency. 

+ When reporti ng a range, also report the 
minimum and maximum values. Two 
distributions can have same range but vary 
wi de ly in size. 

+ Range emphasizes extremes and often is used 
to emphasize a point. 

+ Range totally ignores non-extreme values. 
+ May be used with mean, medi an, or mode. 
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STANDARD DEVIATION 

PURPOSE 

To show participants how to calculate and interpret a standard deviation. 

The data set on murder rate (in two variations) is to be rank-m'dered and 
standard deviations calculated for each variation. 

INSTRUCTOR NOTES 

A. Tell the participants to fOllow the steps on their worksheet. 

B. Go through the steps of (a) rank ordering the data, (b) finding the 
range, (c) calculating required values on worksheet, and (d) 
calculating the standard deviation for the data set. 

C. Do the same for the variation in which the Las Vegas data is left out. 

D. Briefly explain to the participants the reasons why the values of 
these measures of var-iation change so dramatically from one "sample" 
to the next, i.e., the sensitivity of the X and SO to extreme values 
in a distribution. ' 

E. Twenty minutes are allotted for this Walk-Through. 

F. When most of the participants have completed the Walk-Through, 
reconvene the class and review debriefing notes. 

DATA SET 

City *Murder Rate ( x) 

Boise 5 
Denver 8 
Las Vegas 18 
Sacramento 6 
San Franc isco 8 
Seattle 4 

*Indicates pet' 100,000 inhabitants. 
Source: Sourcebook, 1976. 
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WORKSHEET 

A. Rank-order the data. 

City 

Seatt 1e 
Boise 
Sacramento 
Denver 
San Franc'iscQ 
Las Vegas 

Murder Rate (x) 

4 
5 
6 
8 
8 

18 

B. Fi nd the range. Range = 14 

C. Develop worksheet and calculate required values. 

x 

4 

5 

6 

8 

8 

18 

EX = 49 

x = EX = 8.17 
tr 

X 

8.17 

8.17 

8.17 

8.17 

8.17 

8.17 

D. Substitute in formula: 

X-X (X_X)2 

-4.17 17.39 

-3. 17 10.05 

-2.17 4.71 

- • 17 .03 

- • 17 .03 

9.83 96.63 

E(X-X)2 = 128.84 

~o • ~ E'~-X/ 
so =~ .. 4.63 
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WORKSHEET (continued) 

E. Leaving out, Las Vegas, develop a new worksheet and calculate required 
values. 

" . 

X X 
2 

X-X (X-X) 

4 6.2 -2.2 4.84 

5 6.2 -1.2 1.44 

6 6.2 - .2 .04 

8 6.2 1.8 ' . 3.24 

8 6.2 1.8 3.24 
3T 12.80 

F. Find the range: Range = 4 

G. Find the Mean: X = 6.2 

H. Find the standard deviation: 

So = rE ix-r} =. f12:8. 1.6 
.. N \,-r 

DEBRIEFING NOTES 

1. A cOlTf!1on error is to confuse EX2 and (E X)2. In the event a 
negatwe value OCCU'"S under the squar-e root sign, these two terms are 
likely to have been confused. 

2. A rule of thumb for estimating standard deviation is that the ratio of 
the range to standard deviation is rarely smaller than 2 or greater 
than 6. If your calculations produce a ratio outside of these values 
this usually indicates an error has been made. ' 

• t 
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MODULE 3: DESCRIPTIVE METHODS 

I II. GRAPHICAL METHODS 

Graphics can potentially convey enormous 
amounts of information in a very compact 
form with a clarity and force 'In a W"dy which 
lists of data or tabular presentations 
cannot. Three basic types of graphical 
presentations for frequency distributions 
and percentaged data are presented: 

a. Pie Charts 
b. Bar Graph s 
c. Frequency Polygons or Line Graphs 

'All of these graphic representations display 
frequencies and percentages in a way.which 
makes comparison between categories easy, 
and have imp'act. 

A. Pie Charts 
-------------------------------------------------

SHOW V.A. (3-11): 

PIE CHART 

SEX -' ~ % DEGREES 

MALE 13 ~~ = 0.867 88.7 (0.867)(360') = 312' 

FEMALE 2 2 15= 0.133 13.3 (0.133)(360") = 48' 

SEX OF ROBBERY OFFENDERS 

N=15 
Sourc.: Hvpolhotlcal Dill 

EMPHASIZE (3-11): 

+ Point out that male robbery offenders far 
outnumber female offenders. 

+ Show the process of dividing up pie as 
i llu strated. 

--------------------------------------------~----
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MODULE 3: DESCRIPTIVE METHODS 

B. Bar Graphs 

------------------------------------------------

~OW V.A. (3-12): 

r '" BAR GRAPHS 

UHd to portrlY qUllltltlvl dltl. A vlrticil or 
horlzontil bar II uHd to rlprl .. ntthl number 01 
obMrvltlonl In I "Ivln CltlgOry. 

lOr .---
EXAMPLE: I-

TYPES OF ROBBERIES l-

I-
TYPE 1 I-

ROBBERY AND ATTEMPTED f 51- r--
ROBBERY WIINJURY 5 

ROBBERY AND ATTEMPTED 
ROBBERY W/OUT INJURY 10 

0 
RIA WII R/AW/O I 

Source: Hypothetical Oat, TYPES OF ROBBERIES 

\.. 

EMPHASIZE (3-12): 

+ Point out that the graph shows the relative 
size of each robbery category. 

..) 

+ Demonstrate the process of constructing bars. 

+ Rules for Constructing Bar Graphs: 

(1) Place categories along the horizontal 
axis; frequencies on the vertical axis. 

(2) For clarity of presentation, leave a space 
between each categ~y bar. 

(3) Keep bars a uniform width and avoid an 
excessive number of categories. 

-------------------------"----------------------
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MODULE 3: DESCRIPTIVE METHODS 

c. Histograms 

-----------------------------------------------_. 

SHOW V.A. (3-13): 

HISTOGRAM 

A graphic representation of a grouped distribution 

EXAMPLE: 
AGE OF OFFENDER 

AGE I 
15-19 4 
20-24 . 3 
25-29 4 
30-34 3 
35-39 0 
40-44 1 

EMPHASIZE (3-13): 

AGE OF OFFENDER 

4 r-- -

f i--_ 

n 
15-19 20-24 25-29 30-34 35-39 40-44 

AGE 

Source: Hypothetical Oata 

+ Emphasize that with grouped data be cautious: 

(1) Collapsing or grouping data throws out 
infor'mation. 

(2) We lose all information about the 
distribution within each class by grouping 
data. 

(3) It's not clear if all of the 15-19 year 
olds are 19 or possibly 15 years old. 

+ Point out the process for constructing a 
histogram consists of the following steps: 

(l) First, establish categories of the 
vari able of interest. 

(2) Second, set up class limits of equal 
size. In this example, each class 
interval will be 5 years wide. 
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(3) Finally, complete the grouping process 
by combining the frequencies or counting 
the number of cases falling into each 
category to be displayed. 

+ The resulting histogram looks like any other 
bar graph, except that no space is left 
between the bars. This reflects the fact 
that continuous data is being used. 

+ The histogram is drawn using apparent 
interval limits. 

D. Frequency Polygons 

-------~---------------~------------------------

'SHOW V.A. {J-14) : 

FREQUENCY POLYGON 

I! g .. phlc ... p .... nhltlon of • group4ld dl.trlbullon u.lng 
midpoint. 01 c.tegorl •• with line. connecting the POInt. 
olth. gr.ph. 

EXAMPLE: 

AGE OF OFFENDER 5-
AGE , 

MIDPOINT 
10-14 0 12 4 
15-19 4 17 
20 .. 2~ 3 22 3 
25:-29 4 27 

'2 30-34 3 32 
35-39 0 37 
40-44 1 42 
45-49 0 47 

AGE OF OFFENDER 

Source: Hypothetlcat o.t •• 

EMPHA~IZE (3-14): 

+ The information in a histogram can be ' 
rep resented in the form of ali ne graph 
ca 11 ed a "frequency polygon II by connecti ng 
the mi dpoi nt of each category. 

+ The frecluency polygon has the advantage of 
allowing the plotting of more than one 
distribution on the same set of axes. This 
fiK:ilitates comparison. 

+ Provides a clear comparison for two or more 
frequency distributions. 
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+ Easily communicates information about a 
large number of data points. 

+ Emphasizes distribution as a whole. 

+ Not for use with nominal data. 

+ M~ lose its shape when a smaller number of 
intervals is used and when interval size is 
large. 

+ Information is lost·when data are grouped. 

+ Intervals must be exhaustive. 

+ Height m~ be misleading. 

----------------------------------------~-------
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GRAPHICAL METHOOS 

PURPOSE 

To give participants an opportunity to practice constructing and 
interpreting tables, charts and graphs. 

INSTRUCTIONS 

Using the provided crime data, construct the specified graphs and 
figures. Be sure to completely label each graph or chart and prepare a 
one or two sentence narrative that highlights the findings of each chart 
or graph. 

Spec ifi ca 11 y, 

(1) For Race of Offender, Construct: 

* A Frequency Table 
* A Pie Chart 

(2) For Type o{ Weapon, Construct: 

* A Frequency Table 
* A Bar Graph 

(3) For Age of Victim, Construct: 

* Complete the Grouped Data Table 
* A Histogram 
* A Frequency Polygon 

INSTRUCTOR NOTES 

A. 

B. 

C. 

D. 

Tell participants they will be using crime data to construct the three 
required tables. 

Have them construct the first chart. 

Have them fin ish constructing the remaining two graphs and then 
interpret each. 

Participants will need protractors, graph paper, penCils, and 
calculators for this exercise. This equipment will be needed in 
succeeding exercises. 

E. When most of the participants have completed the exercise, reconvene the 
class and review the debriefing notes. 

F. Schedule: 
Preparati on -
Activity -
Debriefing -

:r I 

5 min. 
25 min. 
5 min. 

III-28-IG 

.. 

~ 

~ 

oW 
en -u a: 
w oX 
W 

((1\ 
j" I 

• )' ° 

~ 

.' .' 

• r 
I 
I 
l 

• r ., 

• 

• 

• 

• 

• 

\ 
l. 

r 

. ~".-~ ---,-~ -'-'-"--~'''-~----.'-'-''''-''- ,.---".' _ ... '" .,,-.. - ..... 

, 

, 

) 

I , I 
, .1 

) 

'0 

EXERCISE #1 (Continued) 

A. Race of Offender 

1. Construct a Frequency Table. 

Jiace of Off en.J{er t'reauenc.v I'ercent 

White 8 
B1 ack 6 
Indian 1 

2. Construct a Pie Chart. 

SHOW ANSWER (Exercise I-a): 

N=15 

RACE OF ROBBERY OFFENDERS, CHAOS CITY, 
AUGUST-SEPTEMBER, 11178 

Source: Hypothetical Data 

53.3 
40.0 
6.7 
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EXERCISE *1 (Continued) 

B. Type of Weapon 

1. Calculate required values and complete the following table. 

Weapon Type Frequency Percent 

Knife 5 33.3% 

Gun 7 46.7% 

None 3 20.0% 

Source: Hypothetical Data 

2. Construct a Bar Graph. 

SHOW ANSWER {Exercise I-b}: 

ROIIIIEI'IIE8 BY TYPE OF WEAPON, 
CHAOS CITY, AUGUST-8EPTEMIIER,18711 

110· 

~ 80· r--
l!' 

.40 • :Elii' 
~'ii 30· I J! 30· 

20· 

~I 10· 

Non. Knll. Gun 

Typo of w.on 
Io .... l Hypo,,,,,,.., Doll 
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EXERCISE *1 (Continued) 

C. Age of Victim 

1. Examine the following grouped data table. 

Age of Victim 
(Apparent Interval 
Limits) Frequency 

10 - 19 0 
20 - 29 2 
30 - 39 3 
40 - 49 3 
50 - 59 0 
60 - 69 4 
70 - 79 2 
80 - 89 1 
90 - 99 0 
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EXERCISE #1 (Continuedl 

2. Prepare a histogram using the grouped 
data. 

~W ANSWER (Exercise 1-c): 

5· 

4· 

3· 

2· 

1 • 

Robberlll by Agi ot Vlcllm, cnlOI City, 
Augult-S.pl.mblr 

r--

r-- I---

n 
20·29 30-39 40 ... 9 50·59 50·69 70·79 60-69 

, 

Age of Vlcllm 

Source: H othellcal Data 

3. Prepare a frequency polygon using the 
grouped data. 

~tlOW ANSWER (Exercise 1-d): 

5· 

4· 

~ c 3· II> 
::0 

~ u. 2· 

1 • 

~obberlll by Agi 01 Victim, cnlOI City, 
AuguI~ - Slptlmber, 1878 

10·' A 20·29 30-39 40 ... 9 50·69 60·69 70·79 60·89 90-99 

Age of Victim 

Source: Hypothetical Data 
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DEBRIEFING NOTES 

; 

1. Visual presentation help to make information easily understood. 

2. Use circles (pie charts) when the different characteristics are all 
parts of a whole, e.g. race of offender. 

3. A bar graph helps to compare different characteristics, e.g. type of 
weapon and percentage of robbery. Usually bars are arranged in order 
of size. 

4. 

5. 

A histogram differs from a bar graph in that it displays continous 
data such as age of victim while the bar graph displays categorical 
data, such as weapon types. 

Unequal intervals cause difficulty in examining visual content and in 
visually comparing the various aspects depicted. 

w. 
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MODULE 3: DESCRIPTIVE METHODS _ ... _---..:.1N~OT~E~S----
~~~~~~~~~~------------
IV. TIME CHARTS AND PERCENT CHANGE 

Module 3 concludes with the introduction of 
time as an important dimension for us:e in 
the descl~iption of crime data. Module 4 
wi 11 add space and seriousness as two mor~ 
important considerations. Change, or the 
1 ack of i't, in crime rates across time is a 
major indicator that the criminal justice 
system responds to, and uses it (changes) as 
one indicator of its performance. 

A. Percent Change 
---------------~-------______ I.-----~------------

~HOW V.A. (3-15J: 

PERCENT CHANG!:i, 

PfRCENT = CRIME IN LATER PERIOD·CRIME IN EARLIER PERIOD X 00 
CHANGE CRIME IN EARLIER PERIOD 1 

EXAMPLE: 

REPORTED ASSAUtTS'- 1970: 1128 

1974: 1463 

1.a·1128 x 100 
PERCENT CHANGE = ~ • 211.7% 

Source: Hypolhellcal Oala 
'par 100,000 

EMPHASIZE (3-15): 

+ Basic to measuring change is the use of a 
percentage change measure. 

+ This measure expresses the change from an 
ea~lier period as a percent of the value at 
~ar 1 i er period. 

+'There are other formulas for calculating 
percent change. 

-------~----------------------------------------
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PTI VE METHODS 

B. Time Charts 

SHOW V.A. (3-16): ,-
l'RENDS IN BURGLARY RATES BY URBAN SIZE 

UNITED STATES AND STATE OF PARADISE, 1971 0 1976 

Trends In Burglery Rites 

2500 

~ ", ............ .......... 
:~I~,:'~~~ ~rr~~~g~ER 250,000 
-- NATION 
- NOftTlfCENlMLSTATU 
......... STATE OF fJAnADISE 

I I I , 

1971 1972 1973 1974 1976 1976 
Vo.,. 

SOU~CE" HYI'OTlfETI~~L DATA 

EMPHASIZE (3-16): 

+ Trends in crime rates can be easily compared 
for different jurisdictions if the trends for 
each jurisdiction are plotted on the same set 
of axes. 

+ Note the use of different kinds of lines to 
identify each jut'isdiction. 

+ Note th~t ou.r hypothetical citi(!s over 250,000 
popu 1 at 1 on have rough ly twi ce tha cr ime rate 
of the other jurisdictions, but its time trend 
follows the same basic shape as the other 
jurisdictions. 

+ Point out ~at an "interrupted time-series" is 
using 1973 to 111u strate. 
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SHOW V.A. (3-17): 

TRENDS IN BURGLARY" AUTO THEFT AND ROSBERY, 
UNITED STATES AND STATE OF PARADISE, 1871.1171 

1500 .... N4TJON 
0000 STATI Of ,ARADtB! .' 

.' Burge.y ,. ... 
....... / 

................ , .......... ./ .... . 
• 00000000 

00000000000000000 

1300 

00 oooooOOoooooOooooooooo~ 0000000000000:::: Auto Theft •• t ........ •• ............... ::: ......... •••• 

OOOOOOOOOCIOQOCtOOOOflCOO('OOOOOOCtOOOOOOOOOOOO.:::: 'RObbICY .............. ~ ........................... . 
100 

_ I I I -I..--....J 
11171 11172 11173 Ig7~ 1975 Igre 

V .. ,. 

EMPHASIZE (3-1Z1: 

+ Not only can several different jurisdictiQns 
be represented 00 a single graphic, but 
several different categories of crime can be 
represented at the same time. 

+ Note that the State of Paradise repres1ented by 
the line made up of hollow circles has a lower 
burgl ary rate and higher auto theft and 
robbery rates than the nati on, and that'. these 
rates of change remained constant between 1971 
and 1976. 

-------------------------------------------------
C. Distorting Graphical Presentations 

1. The 3/4 rule--Y axis should be between 
75-100% of the X axis. . 

The follOWing two graphs illustrate 
violations of the 3/4 rule. 
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SHOW V.A. (3-18): 

CRIMES PER 1000 RESIDENTS 

y 

:::nl--:--------------------------x 
,. 11170 11174 

YEARS 

Source: Hypothetical Data 

SHOW V.A. (3-19),: 

CRIMES PEn 1000 POPULATION 
1,",8· 1976 

cm"'es pF.n 
1000 

Sou",,, HY!IOlhl/lcal O.tl 

y 

-----,.,·11 
'"8 "70 '0711 

YEARS 

• 

EMPHASIZE (3-19): 

+ Beware of changing measurement definitions 
or techniques. 

+ May require adjustments of data when usi ng 
time intervals of different lengths. 

-------------------------------------------~---~ 
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v. CONCLUSION 

A. In the actual conduct of analysis, as in 
the Major Exerc ise, the Task dealing with 
Descriptive Statistic~ should be done as a 
first step in interpreting the data. When 
presenting information to decision-makers, 
descriptive statistics are useful to 
sunmarize and conmunicate findings to 
dec i s1 on-makers. 

B. Refer to module ch~rt and questions. 
Review the major topics. Indicate that 
Module 4 will provide tools for comparing 
variables, such as, time, crime rates, 
space, and seriousness. 
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SHOW V.A. (3-21): 

Module Three Chart: 
Descriptive Methods 

Standard 
Devlallon 

" 

I 
I 

Vea 
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MODULE 4 
COMPARATIVE METHODS 

Module 4 examines a number of comparative techniques used to describe 
crime and system problems. The module begins by presenting four basic 
indices, moves through a ~iscussion of a seriousness index, discusses the use 
of cross claSSification tables and scattergrams, and concludes with a 
presentation of statistical maps. 

OBJECTIVES 

1. To sunmarize and compare variables 
using concentration, distribution, 
density, and unit share indices. 

2. To explain and apply a serious~~ss scale. 
3. To deve 1 op and interpret cross classification 

tables. 

4. To prepare and explain a scatter gram. 

5. To explain what a statistical map is 
identify spatial patterns in data. 

and 
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SCHEDULE 

COMPARATIVE METHODS 

TIME ALLOCATION 

................................... 
A. Defi n it ion ................ ~ • . • •. * 
B. Rates ••••••••••••••••••••••••••• 5 minutes 
C. Four Types ••••••••••••••••••• 10 minutes 
D. Comparative Mnalysis •••••••••••• * 

Walk-Through 'F' •••••••••••••••• 10 minutes 
INDEX NUMBERS 

II. SERIOUSNESS WEIGHTING ••••••••••••••••••••••••••• 
A. Need ••..••.•.••.••••.••••••••••• 5 minutes 
B. Sellin-Wolfgang Index ••••••••••• 10 minutes 
C. Uses of Seriousness Scale ••••••• * 

Exercise #2 •••••••••••••••••••• 45 minutes 
SERIOUSNESS 

III. CROSS CLASSIFICATION ••••••••••••••••••••••••••• 
A. Purpose ••••••••••••••••••••••••• 5 minutes 
B. Example ••••••••••••••••••••••••• 5 minutes 
C. Percentaging a Table ••••••• ~ •••• 5 minutes 

Walk-Through 'GI •••• 15 minutes 
CROSS CLASSIFICATION TABLES 

60 mi nutes 

30 minutes 

IV. SCATTERGRAMS ••••••••••••••••••••••••••••••••••• 20 minutes 
A. Definition •••••••••••••••••••••• 5 minutes 
B. Construction/Interpretation ••••• 5 minutes 

Walk-Through 'H' ••••••••••••••• 10 minutes 
SCATTERGRAM 

V. STATISTICAL MAPS ••••••••••••••••••••••••••••••• 10 minutes 
A. Importance •••••••••••••••••••••• * 
B. Prine 1pals ...................... * 
C. Spatial Characteristics ••••••••• 5 minutes 

PAGE 

IV-3 
IV-3 
IV-5 
IV-10 

IV-12 

IV-14 
IV-14 
IV-15 
IV-1S 

IV-19 

IV-23 
IV-23 
IV-23 
IV-25 

IV-26 

IV-29 
IV-29 
IV-29 

IV-30 

IV-34 
IV-34 
IV-34 
IV-36 

VI. CONCLUSION..................................... 5 minutes IV-41 
A. Rev; ew •••••••••••••••••••••••••• * 

TOTAL TIME 150 mi nutes 
Less than 5 minutes 
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I. INDEX NUMBERS 

A. An index number consists of a: 

numerator 
denomi nator 

It is a ratio of two meas.ures. 

B. Rates 

1. The concept of rates is familiar to 
most cr imi nal ju st 1 ce practltloners, 
e.g. crime rate, arrest rate, 
clearance rate, convicti on rate, and 
recidivism rate. In fact, most of 
these notions are so well known that 
planners and analysts often fall to 
questi on the way that a parti cular 
rate is constructed or to examine 
carefully what a rate or index 
really measures and how it is 
applied. This is especially true of 
Part I Offenses. 

a. Example: As an example, crime 
rate is commonlY distinguished 
from incidence in that the 
former represents a standardized 
version of the latter. That is, 
crime counts within a geographic 
unit are divided by the 
population of the unit (thus 
arriving at a rate per capita), 
and the result is multiplied by 
100,000 or some other scaling 
factor to make the results 
somewhat easier to interpret. 
In this way, geographic units of 
different populations are made 
more comparable through a 
standardizing process. 
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MODULE 4: COMPARATIVE METHODS 

2. Deriving crime rates for pOPfulations 
at risk represents one way 0 
achieving comparability. 

a. When this method is used for 
specific crimes, however, the 
meaning of "rate" is to be 
interpreted as a "risk" of 
victimization. 

b. Greater care must be taken ~nh 
choosing the denominator WhlC 
is used to calculate the rate. 

c. Example: In a calculation of 
the rate of forcible rape as a 
r~sk of being the victim of suc 
a crime, the number of rapes 
reported could be divided by th 
number of females (in the age 
group where the event would be 
legally defined as rape) 
residing in the geographic unit, 
rather than by the total 
population. 

d. Example: Simil arly, the risk 0 
auto theft could be estimated b 
dividing the number of autos 

. sto 1 en by the number of au tos 
that could be stolen i.e., the 
number of reg i stered au tos. 

e. The follOWing denominators 
should be ·considered: ' 

Rape/Females 
Auto Theft/Cars 
Central City/population 
wring day 

3. While there is nothing inherently 
"wrong" in- dividing the incidence 0 
different types of crime by 
population (or area) to arrive at a 
rate, analysts should always be 
cognizant of what the result really 
means and how it is to be 
interpreted. 
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C. Four Types of Index Numbers 

1. Density Index 

a. Definition: Density indices 
reflect population counts per 
unit area. 

Number of Delinquent 
Density z Juveniles in Chaos City 
Index Number of Square Miles 

in Chaos City 

-----------------------------------------------

SHOW V. A • ( 4-1) : 

AIVEA CITY 

200 Mal, Juvenile Offendera 

.... - 200 Male Juvenile Offendera 

How r.an dlaalmllar &1'885' be compared? 

EMPHASIZE (4-1): 

+ The density index enables dissimilar areas 
to be compared. 

+' 

+ 

+ 

A • 20 male juveniles per square mile and B 
• 4 male juveniles per square mile. 

The analysis of the probl~ms related to 
criminal justice require spatial 
lI'standardization." . 

Different action might be taken if the 
number of juveniles involved, for example 
200 reside in an area of five square miles 
than if they resided in a fifty square mile 
area. It 1s also possible that the nature 
of police operations would depend on the 
density of risk groups (e.g., male 
juveniles.) 
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MOD LE 4: COMPARATIVE METHODS 

+ Another useful application is that of 
calculating commercial density such as 
liquor store robberies per square mile 
compared to number of liquor stores per 
square mi 1 e. 

-------------------------------------------------

:.- I 

b. Density is particularly 
important for aggregate 
statistics, because it 
standardizes for size of area. 
Thus, political or . 
administrative areas (e.g., 
states, counties, cities, police 
districts, and census tracts), 
can be converted to comparable 
units by means of a density 
index. 

2. Concentration Index 

a. Definition: A concentration 
index identifies what percent of 

. la crime group (victims or 
offenders) has a particular 
cr ime charac ter i st i c. 

Number of male 
Juveniles in 
Area B having 

Concentration = del+ngu~ncy cetit;ons 
Index ota num er of 

juveniles in 
Area B having 

delinquency petitions 
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MODULE 4: COMPARATIVE METHODS 

-------~----------------------------------------

SHOW V.A. (4-2): 

RIVER CITY 

42 Male,Juvenlle Offenders 

50 Juvenile Offenders 

In Area B What II the % of Juvenile Offenders that are male? 

EMPHASIZE (4-2): 

+ 

+ 

+ 

In Area B, 84% of juvenile offenders are 
male. 

This index does not deal with risk groups 
but with those who have alrea~ become 
involved in crime as offenders or victim. 

It is perhaps, the easiest t~e of index to 
construct because all the elements come from 
the same data source. 

+ Construction of many cr'lminal justice 
programs require break-out of information on 
sub-groups of the victim or offender 
popul ati on. 

+ Example: In constructing a juvenile 
diversion program for a particular area it 
m~ be important to determine the percent of 

. males and females so that programs could be 
designed accordingly. Or in the instance of 
liquor store burglaries in different regions 
Of the city, it might be important to know 
what percent of the stores burglarized had a 
particular security system. 

------------------------~-----------------------
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MODULE 4: COMPARATIVE METHODS 

3. Distribution Indices. 

a. Definition: A distribution 
index identifies what perc~nt of 
the risk group refl ects the 
crime problem. 

Number of delinquent 
Distribution = male juveniles 

Index Total number 
of male juveniles 

--~---------------------~-----------------------

~w V.A. (4-3): 

RIVER CITY 

"'"----"1~ 50 Male Juvenile Delinquents 

~ 1500 Male Juveniles 

What % of the male Juveniles in Area B are offenders? 

EMPHASIZE (4-3): 

+ Three percent of the male juveniles in Area 
B have been adjudged delinquent? ' 

+ Two data sets are required as the number of 
delinquents could not be extracted from a 
census of male juveniles. 

+ The apCropriate risk group in this instance 
would e male juveniles. 

+ Other risk groups other than juveniles could 
be studied, such as places-(liquor stores) 
or things-( autos). 

----------------------~-------------------------
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MODULE 4: COMPARATIVE METHODS 

b. This kind of measure is often 
useful for resource allocation 
and/or long-range pl aming. 

4. Index of Unit Share. 

a. Defin'ltion: The index of unit 
share indicates what percent of 
the total region's crime problem 
occurs in a given sub-section. 

Index of • 
Unit Share 

Number of Delinquent 
Juveniles in 

. Area B 
Number of Delinquent 

JUveniles in Chaos City 

------------------------------------------------

SHOW V.A. (4-4): 

AIVEA CITY 

30 Juvenile Offenders 

1..01-_ 50 Juvenile Offendel'l' 

70 JUvenile Offenders , 

Area B Co'.'talns What % of the CItV's Juvenile Offenders? 

EMPHASIZE (4-'li: 

+ 

+ 

Area B contains 33 percent of the City's 
juvenile offenders? 

These indices are commonly used by criminal 
ju.stice planners in contrasting the share of 
crime in an area to that area's share of the popu lat ion. 

-------------------~----------------------------
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MODULE. 4: COMPARATIVE METHODS 

5. Each of the four types of index 
numbers m~ be displayed pictoriall 
as we have just seen. Usually, each' 
geographic area is detailed in a 
particular density of shading which 
corresponds to the index value. 
Such pictorial presentations can be 
easily and quickly understood, thus 
are excellent tools in communication 
with decision-makers. 

D. Comparative Analysis Using Index Numbers 

1. Comparative ana lysi s emphasi zes the 
simultaneous assessment of crime 
data for many different 
jurisdictions. It can be done for 
jurisdictions within a state or for 
agencies within a metropolitan 
area. It can be extended by 
comparisons with crime figures for 
regional groupings of states or with 
the nationally aggregated portrait 
of similar-sized jurisdictions, such 
as cities 250,000 - 500,000 in 
population or suburban counties. 

2. Data of this sort are provided each 
year in Crime in the United States. 
These publicatTO~s can also be used 
to obta in data on o'ther 
jurisdictions and SMSAs which 
analysts and decision-makers feel 
are simi 1 ar to their own. By 
special request to the FBI, one can 
often obtain additional 
crime-specific data (e.g., 
proportion of crimes involving 
firearm use) for these juridictions. 

3. Comparative analysis is often 
extended in two directions. 

a. First, victimizati on data may b 
introduced. These data allow 
the analyst to adjust in a roug 
manner for differences in 
city-to-city crime reporting. 
Detailed work with victimizati 
data will also allow the planne 
to get a richer sense of the 
typical and not-50-typical 
characteristics of crime 
incidents in the local 
jurisdiction. 
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MODULE 4: COMPARATIVE METHODS 

b. Second, comparative measures can 
be combined with time series 
data, a very powerful 
combination which remedies 
several of the weaknesses of 
each individual technique. 

4. These additions to simple 
comparative analysis are extremely 
important; still, much can be gained 
from comparative work which lacks 
timet trend or reporting rate 
perspectives. 
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INDEX NUMBERS 

PURPOSE 

To ill ustrate the use of crime rate data to compare jurisdictions by using 
a ranking procedure. Review Tab'le I and interpret the table by 
identifying extreme patterns. what are the strengths/weaknesses of this 
approach? 

INSTRUCTOR NOTES 

A. Explain Table I to the participant. Note ranking for frequency and 
rates. 

B. Interpret Table 1 with participants. Note t!1~,t the combined ranking 
is for burglary and larceny. This ranking can then be compared to 
the Index Crime Ranking. 

C. Ask them to consider the strengths and weaknesses of this approach. 

D. Ten Minutes are al10ted for this Walk-Throui:Jh. 

E. When most of the participants have completed the Walk-Through, 
reconvene the class and review the debriefing points. 

DEBRIEFING NOTES 

A. 

B. . 

c. 

D. 

E. 

Table I contains selected crime data for major cities within a state 
and gives them explicit tanks on two crime incidence and crime rate 
d1ffiensions. 

As an example, this sort of explicit ranking process may be used to 
determine eHsibility for certain "anti-crime offensive" programs, or 
it m~ be i~CQrp'Qfated into a formula for determining the contours of 
block grant fund distributions. 

Statistics like these are particularly useful because significant 
differences in ranks may be observed over time and these may, in 
turn! give the ana 1yst important hints about the nature of crime 
wit!;!n the state or local jurisdiction which may lead to more 
successful crime prevention techniques. 

Purpose of rates and indices is to make data comparable. Area X is 
more meaningfully compared to area Y and Year 1 to Year 2 with rates 
and indices -- data expressed as a ratio. 

Time series comparisons using rates are powerful. For example, with 
rates it can be observed that not only is City X higher or lower than 
Y, but whether or not the two are getting closer together or further 
apart. 
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Table 1. 
SELECTED CRIME DATA FOR CITIES - 25,000 POPULATION AND LARGER 

FREQUENCY RATE FREQUENCY RATE RANK SUM OF. SUM OF COMBINED COMBINED 
RANK . FREQ. RATE FREQUENCY RATE 

CITY POPULATION BURGLARY LARCENY BURGLARY LARCENY BURG. LARC~ BURG. LARC. RANKS RANKS RANK RANK 
1. 

2. 

3. 

4. 

- 5. 
< 
I ..... 

CAl 
6. 

I -G') 7. 

8. 

9. 

10~ 

KEY: 

SOURCE:: 

648,412 8,649 16,984 1,333.9 2,624.1 1 1 7 7 2 14 1 6 

400,971 8,361 13,625 2,085.2 3,398.0 2 3 2 5 5 7 2 3 

394,497 8,011 15,941 2,030.7 ·4~040.8 3 2 3 3 5 6 2 2 

197,452 4,335 8,931 2,195.5 4,523.1 4 .. 4 1 2 8 3 3 1 

170,854 . 1 ,641 3,380 960.5 1,978.3 7 7 9 8 14 17 5 7 

152,479 2,991 6,027 1 ,961. 6 3,952.7 5 5 5 4 10 9 4 4 

126,766 1,334 1,859 1 ,199.1 1,710.2 8 9 8 10 17 18 7 8 

107,304 2,126 2.888 1,981.3 2,691.4 6 8 4 6 14 10 5 5 

95,325 1,313 4,346 1,377.4 4,559.1 9 6 6 1 15 7 6 3 

67,002 636 1,198 949.2 1,895.5 10 10 10 9 20 19 8 9 

- Rate equals crime frequency div'llded by population expressed in 100,000 
- Sum of Frequency Ranks equals Rank of Burglary Frequency plus Rank of Larceny Frequency 
- Sum of Rate Rank.s equals Rank of Burg1 ary Rate plus Rank of l.arceny Rank 
- Combined Frequency Rank is the reranking of Sum of Frequency Ranks according to magnitude 
- Combihed Rate Rank is the reranking of Sum of Rate Ranks 

United States National Criminal Justice Information and Statistics Service. Sourcebook of Criminal Justice Statistics 
1977~ by 'Michael R. Gottfredson (and others). Washington, D.C.~ USGPO,1978. 
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MODULE 4: COMPARATIVE METHODS -
II. SERIOUSNESS WEIGHTING 

A. Need for a Seriousness Scale. 

:t i 

1. Weighting offenses according to 
seriousness is basically an effort 
to identify offenses that inflict Ii 
greater amount of harm on the 
community than others. A 
community's crime problem is linked 
to the serious offenses; these are 
what leaders would like to .do 
something about. Therefore, they 
must be identified. A Seriousness 
Scale is an attempt to do that. 

2. If an accurate measure of 
seriousness of the crime problem is 
desired -- ana lysis of the crime 
types is not sufficient. 

3. Crime types are not sufficient for 
the following reasons: 

a. Crime types are nominal level 
data. Seriousness measures are 
interval level data. 

b. Crime types do not sufficiently 
provide information which the 
community can use to determine 
the level of seriousness. 

c. The UCR program relies on a 
scoring system in which multiple' 
offenses and, with some types of 
crime, multiple victims are not 
recorded. Therefore, a great 
deal of detail is lost when 
classifying crime according to 
UCR rules. 

4. A scale is needed that places all 
offenses on one continuum of 
seriousness, regardless of crime 
type -- violent or property. 

a. All the elements of the offense 
should be considered in a 
seriousness score. 

b. A ranking method is needed to ' 
indicate how much more serious 
incident X is from Y. 

5. Seriousness weights are needed in a 
seriousness scale. 
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MODULE 4: COMPARATIVE METHODS 

a. Intuitive values won't work. I 
is obvious that homicide is mor 
serious than auto theft and auto 
theft is more serious than 
loitering. 

But is robbery of $1,000 more 
serious than assault resulting 
in hospitalization or burglary 
of $250 more serious than auto 
theft? 

b. It is necessary to know the 
degree of seriousness. For 
example, how much more serious 
is homici de than auto theft. 

6. Ranking of seriousness is needed so 
that fine distinctions can be made. 
Rankings also need to be uniform so 
that the distinctions are rational. 

7. A scale is needed that reflects 
public sentiment about which crimes 
are serious and which are not. 

B. An example of a Seriousness Scale: 
Sellin-Wolfgang Index. 

1. Thorsten Sellin and Marvin E. 

2. 

Wolfgallg created a weighting system 
for crime that can be used to 
measure changes in the seriousness 
of crime over time or among 
juritdictions. 

The Sellin-Wolfgang index has three 
important characteristics: 

a. The index can be disaggregated 
down to the smallest 
geographical and temporal unit • 

b. The index is based on data 
normally collected by local 
police departmGnts; thus initial 
costs are minimized. Also, 
there is likely to exist a 
sufficiently long series of dat 
for trend analysis. 

c. The index is a measu,rt~ of the 
perce ived amount of' hclrm 
inflicted on the. community. 
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3. To develop the index a sample survey 
(-~ , 

-, 
€)( ) was used which asked respondents to 

, JI~l) describe how serious'specific crimes 
are. These reponses were aggregated \' I 

to estimate the magnitude of 
I. seriousness for specific crimes. 

4. Scaling techniques were then used to 
convert responses to scale values 

{} 0 for components of a crime as can be 
" seen in Exhibit 2. These 'values 

constitute the Sellin-Wolfgang Index. 
II. 

G 0 
III. 

0 , 0 IV. 

v. 
VI. 

(~)v 0(') -' 

G' 0 

o o 

() 
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Exhibit 2. 
Sellin-wolf£ang Seriousness 

Com~onen s ana Scores 

Number of victims of bodily harm 

( a) Receiving minor injuries 1 

m Treated and discharged' 4 Hospita 'Ii zed 7 Kill ed 26 

Number of victims of forcible sexual 
i ntercou rse 10 

( a) Number of such victims 
intimidated by weapon 2 

tnt imi dat i 0i1 (except II above) 

( a) Physical or verbal on ly 2 (b) By weapon 4 

Number of premises forcibly entered 1 
Number of motor vehicles stolen 2 
Values of property stolen, 
or detroyed (in dollars) 

damaged, 

( a) Under $10 1 
~~~ $10 - $250 2 $251 - $2,000 3 

~~~ $2,001 - $9,000 ,4 
$9,001 - $~,Ooo 5 

(f~ $30,001 - $80,000 6 (g Over $00,000 10 

Source: Sellin, Thorsten, and Marvin E. Wolfgang. The 
Measurement of Delinquency. New York: Wiley, 1962:--
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5. If a crime is divided into its 
specific components, each component 
is given a score, and the scores are 
totaled and an aggregate estimate of 
the crime's seriousness is 
determined. 

6. For example, in the case of a 
juvenile who steals $50, the 
'~ieriousness of the crime is assessed 
as a larceny with a score of 2 using 
the Sellin-Wolfgang Scale. In a 
second example, in which an offender 
br,~aks into an apartment with a 
weapon, rapes a woman (treated at 
hospital and discharged), kills the 
husband and steals their car, in the 
Sellin-Wolfgang Index the 
seriousness of the crime is assessed 
as follows: 

1 = apartment entered 
10 = forcible rape 
4 = treated and discharged 
2 • use of weapon 

2~6 = murder 
+ 2 = stolen car 
45-: Total 

Both of these examples WOuld equal 1 
in the Uniform Crime Reports (UCR). 

C. Uses of seriousness scale. 

1. Police departments can use the 
seriousness sca'le to improve 
measures of polite effectiveness, 
create strategies to reduce the 
seriousness of crime, .and improve 
manpower deployment. 

2. Prosecutors can use a seriousness 
scale as a basis f~ whether an 
offender is to be prosecuted. 

3. Judges can use a seriousness index 
to aid in making sentencing 
dec isi ons. 

IV-18 .. IG 

7 i .. :~ - - >.~,--. '=-.-~ , 

~ I 

NOTES 

( ) 
0-

o 

o 

I) 

o 
( ) 

'. 

SERIOUSNESS 
PURPOSE 

Module 4 is intended to expose the participants to the techniques and uses 
of comparative analysis, particularly as it applies to crime data. This 
section has focused on a comparison of trends in crime incidence using 
various rates and indices. In this exercise seriousness is introduced to 
help elaborate the crime problem. The presentation of three descriptors 
of crime--time trends, rates and seriousness--are used to indicate that 
the nature of the crime problem can vary depending on how it is defined and interpreted. 

INSTRUCTIONS 

The participants are to work with the follC7Ning assault data to compare 
trends in incidence, rate per 100,000 population, and seriousness. 

FollC7Ning are the specific tasks to be performed: 

1. Calculate the raw seriousness of assaults for each year. 

2. Transform that figure into "seriousness per incident" so that the 
annual i ndi ces are thE!1 comparable. 

3. Calculate the percent change in seriousness/incident for the years 
1973-1977 • 

4. Compare it to percent change in incident and rate. 

5. Describe trends in assault between 1973 and 1977 using these three 
descriptors. 

INSTRUCTOR NOTES 

A. Explain to the participants that they are to compare the change in 
inci dence, rate and seriousness. 

B. To do that, they will have to (a) calculate the raw seriousness of 
assaults fer each year in the data set, (b) transform that figure into 
seriousness per incident to be able to compare the annual indices, (c) 
calculate the percent of chCrlge in seriousness/incident for each year 
and (d) compare it to percent chang~ in incidence and rate. 

C. When most of the participants have completed the exercise, reconvene 
the class and review the debriefing notes. 

D. ExerCise Schedule 

Briefing - 5 mi nutes 

Participant Activities - 30 minutes 

Debriefing - 10 mi nutes 
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EXERCISE 12 (Continued) 

DEBRIEFING NOTES 

A. Go over each of the calculations, emphasedizbing thosendPtohint1~ wiit1~t:~~~~ 
participants had difficulties as observ ~ you a e 'ac • 

I B. DiscUss the observed trends in assault with the partil:i'pants. 
I ' 
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DATA SET 

Table 1. Assaults, Chaos City, 1973-1977 

1973 1974 1975 1976 1977 
% Change 
1973-77 

Assault 
Incidence 1015 1251 1424 1410 
Rate· 363.9 446.2 469.0 427.9 

Source: Chaos City Po 1i ce Department, 1978. 
*Per 100,000 Population. 

1331 31% 

390.3 7% 

Participants should assume that, according to a modified seriousness index, 
assault is broken down into the following categories and assigned the 
fOllowing weights: 

Receiving Minor Injuries 
Treated and Discharged 
Hospital ized 

Multiply by 1 
Multiply by 4 
Multtpl.y by 7 

The assault data are distributed among these four categories as follows: 

Victim Received 
Mi nor Inj uri es 

Victim Treated and 
Dischll'ged 

Table 2. Assaults by Seriousness Categories 
Chaos City, 1973-1977 

1973 1974 1975 1976 
338 376 236 109 

508 612 756 797 

Victim Hospitalized 169 263 432 . 504 

Source: Chaos City Police Department, 1978. 
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EXERCISE #2 (Continued) 

WORKSHEET 

1. Develop matrix and calculate values. 

1973 1974 1975 1976 
/I SS* -, SS* /I SS* II SS* 

Victim 
Received 338 338 376 376 236 236 109 109 
Minor 
Injury 

Victim 
Treated 508 2032 612 2448 756 3024 797 3188 
And Dis-
charged 

Victim 
Hospita 1- 169 1183 263 1841 432 3024 504 3528 
ized 

L: 1015 3553 1251 4665 1424 6284 1410 6825 

* SS= Seri ou sness Score 

2. Calculate seriousness per incident: 

Seri ou sness 1973 1974 1975 1976 1977 
per 
Incident 3.50 3.73 4.41 4.84 4,.70 

3. Calculate % change in seriousness per incident: 1973-1977 

% change = 4.70 - 3.50 x 100 
3.50 

% change = 34% 

4. Compare change in incident and rate to change in seriousness: 

31% incident 
7% rate 

34% seriousness per incident 
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1977 
/I SS* 

146 146 

730 2920 

455 3185 
j 

1331 6251 
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MODU ETHODS 

III. CROSS CLASSIFICATION TABLES 

A. The purpose of cross-classification is 
to begin the examination of the 
relationship between two variables -­
bivariate descriptions. 

1. Variables should be organized into 
hypotheses containing a dependent 
and an independent variable as 
discussed in Module 1. 

2. Cross classification or cross 
tabulation is used to describe the 
re 1 ati onsh ip between an independent 
variable and a dependent v,ariable 
for nominal or ordinal level 
measures. 

B. Illustration of a one-way and two-way 
cross classification table. 

1. The one-way table shows in both 
absolute and re1 ative terms the 
preponderance of larceny-theft among 
all crimes in the total U.S. crime 
index; larceny-theft accounted for 
nearly 6 million out of 11.25 
million reported' crimes, i'.e., over 
53.1% of all crimes. The next 
highest category, burg1 ary, 
represents not quite 33% of the 
crimes 1n the index. All of the 

2. 

other categories account for the 
remaining 18% of reported crimes. 

When the dimensions of "place of 
occurrence" are added, it is evident 
that there is a radical difference 
in the number of crimes, regardless 
of category, that occur in SMSA's on 
the one hand and in other cities and 
rural areas on the other. This is 
reasonable since there are much 
s'reater numbers of peop]e in 
absolute terms in SMSA's. However, 
continued examination of the two-way 
variable reveals some interesting 
breakdowns outside of SMSA's which 
would indicate that more than sheer 
population density might be at 
work. For example, the same number 
of burgl aries are reported in other 
cities as in rural areas, and 
considerably more murders and 
forcible rapes are reported in rural 
areas. 
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Total 
Number 

Percent 
of Total 

Exhibit 1. One and T"!o-W"y Table i'I1ustrations 

1 2 

Total U. S. Murder and 
Crime Inde~ Non-Negligent 

Manslaughter 

11,256,616 20,505 

100% .2% 

Type of Crime 

Murder & Non-Negligent 
Manslaughter 

Forcible Rape 

Robbery 

Aggravated Assault 

Burg1 ary 

Larceny/Theft 

Moto~ Vehicle Theft 

One-Way Table lllustration 

Category 
0 

3 4 5 6 

Forcible Robbery Aggravated Burglary 
Rape Assault 

56,093 464,973 484,713 

.5% 4.1% 4.3% 

Two-Way Table Illustration 
(Totals from above) 

SMSA'S % Other Cities 

16,490 .2 1 ,313 

48,894 .5 3,196 

443,461 4.6 13,685 

397,998 4.2 45,523 

2,729,061 28.6 261,276 

4,989,336 52.3 674,718 

915,297 9.6 51 ,038 

9,540,537 1,050,749 
• 

3,252,129 

28.9% 

% Rural 

.1 2,702 

.3 4,003 

1.3 7,827 

4.3 41 ,192 

24.9 . 261,792 

64.2 313,694 

4.9 34,120 

665,330 

7 8 

Larceny- Motor 
Theft Vehicle 

Theft 

5,977 ,748 1,000,455 

53.1% 8.9% 

% 

.4 

.6 

1.2 

6.2 

39.3 

47.1 

5.1 

Source: United States, National Criminal Justice Information and Statistics 
Servi,ce. ~9yrcebook of Srjmtna1 Justice Stab~~Jics, 1977, by Michael 
R. Gottfre son, et al. ash,ngton, D. C.: 6, 1978. 
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C. Percentaging' a Cross Cl assifi cati on 

1. Percentaging a cross cla3sification 
is the division of the observations 
according to the independent 
variable. 

2. If we want to know whether two 
variables in a hypothesis are 
related, are associated, or if they 
are independent of one anot her, 
percentaging a cross classification 
is a useful fi rst step. 

3. If the variables ,re independent, 
then knowledge of the independent 
vari able does not help us understand 
or predict the dependent variable. 

4. Cross classification is not 
concerned with strength or 
significance of association (covered 
in Module 5), 
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CROSS CLASSIFICATION TABLES 

PURPOSE 

Walk-Through 'G' illustrates the use of a four-step procedure for 
interpretation of cross classifications. This Walk-Through also provides 
an opportunity for discussing causality in regard to recidivism. It 
dem0nstrates how percentages enhance the ability to understand the tables. 

Go through the four-step procedure using the recidivism data provided. 
Interpret the table using percentages. 

INSTRUCTOR NOTES 

A. Explain the four-steps in interpretation of cross-classification. 

Describe each of the four' steps. 

1. Identify independent (columns) and dependent variables (rows) and 
distribute raw data into appropriate cells. 

2. rei"Centage the dependent variable. 

3. Percentage the dependent variable for one of the independent 
categories. 

4. Percentage the dependent variable for each of the remaining 
independent categories. 

B. Interpret the data set. Interpretation should include the following: 

1. Sixty percent of unemployed ex-offenders are recidivists; not 60% of 
recidivists are unemployed. This is why independent is set up as 
column variable. 

2. There appears to be an association between the independent and 
dependent variable. 

3. Indicate use of row, column and total percentages. 

a. Row - 80% of the recidivists are unemployed. 

b. Column - about 86% of those employed did not recidivate. 

c. Total - 20% of the total were unemployed and recidivists. 

C. Fifteen minutes are allotted for this Walk-Through. 

D. When most of the participants have completed the Walk-Through, reconvene 
the class and review the debriefing. 

DATA SET (See Tables. 1 and 2.) 

WORKSHEET (Not Applicable) 
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Table 1. Four Step Interpretation of Cross-Tabulations 

Step 1: Identify independent and dependent variables. 

Relationship of Employment Status and Recidivism Status 

(Dependent (Independent 
Variable) Variable) 

El11P.lo,Yl11ent Status of Ex-Offenders 
Recidivism Unemployed Employed Total 
Status # # # 

Recidivist 30 10 40 

Non-Recidivist 20 60 80 

Total 50 70 120 

Source: Paradise University, Criminal Justice Research Center, 1978. 

Step 2: Percentage the dependent variable. 
I 

Emplo.W1ent Status. of Ex-Offenders 
Reci di vi sm unemployed Employed Total 

Status % % % 

Reci di vi st 33.3 

Non-Recidivist 66.7 

Total 100.0 
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Table 2. Four Step Interpretation of Cross Tabulations (Continued) 

Step 3: Percentage the dependent variable for one of the independent 
categori es. 

Em~lo)fl1ent Status of Ex-Offenders 
Total Recidivism unemployea tmpl.oyea 

StaID _s % % 

Recidivist 60.0 33.3 

Non-Reci di vi st 40.0 67.7 

Total 100.0 100.0 

Step 4: Percentage the dependent variable fpr the other independent 
categori es. 

E~lo~ent Status of Ex-Offenders 
Recidivism Unemployed Employed Total 
Status % % % 

Recidivist 60.0 14.0 33.3 

Non-Reci di vi st 40.0 86.0 67.7 

Total 100.0 100.0 100.0 

DEBRIEFING NOTES 

1. Categories are set up according to the hypothesis, e.g. employment 
status of ex-offenders is related to recidivism. 

2. Each category is unique, e.g. either employed or unemployed. 

3. Percentages are easier to interpret than raw frequencies. 

4. Percentages should be computed in relation to the believed cause and 
effect specified in the theory: that is employment status influences 
recidivisms not recidivism influences employment status. 
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MODULE 4: COMPARATIVE METHODS 

IV. SCATTER GRAMS 

A. Definition: A scattergram is a 
graphical presentation of interval 1eve 
data. 

1. It is a method used to examine the 
relationship between a pair of 
variables and to describe patterns 
in quantitative data. 

2. The convention for Scatter gram 
construction is to place the 
dependent variable on the vertical 
(Y) .axis and the independent 
varlable on the horizontal (X) axis 

B. Construction and Interpretation o~ 
Scatter grams • 

1. ~xamples of Scatter grams and their 
1 nterpretation are presented in -
Walk-Through H. 
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PURPOSE 

SCATIERGRAM 

This Walk-Through illustrates how to construct and 1nterpret a 
scattergram. Examine Table 1 in the data set for general trends, 
clustering, and outliers. Interpret the scatter gram. Repeat this 
procedure on Table 2. 

INSTRUCTOR NOTES 

A. Tell the participants to follow Table 1 as you explain the process of 
plotting the data and constructing a scattergram. 

B. Interpret the Tables. 

1. Table 1 presents data on two variables for each of the ten cities 
in the hypothetical State of Paradise. Each city has been 
measured for population density and crime level. 

2. It seems pl ausible that the higher an area IS population density 
the more crime there is likely to be. 

3. The data help to verify the hypothesized relationship. 

4. The scattergram in Table 1 has the following features: 

a. Each community has been plotted as a single dot. 

b. The horizontal and vertical axes have been proportionately 
scaled and properly and fully labeled. 

c. Title and data source statements are completed. 

5. Interpretation of scattergrams usually consists of three types of 
approaches to the data. 

:r I 

a. The first emphasizes the overall relationship exhibited by the 
data. In Table l' a strong positive linear relationship is 
visible. 

b. A second approach to interpreting scattergrams involves 
examining the tendency of the dots to cluster. In Table 2 ten 
SMSAls have been plotted based on two attributes: total index 
crime per 100,000 population and police per 100,000 
population. These ten SMSAls are the highest and lowest in 
the U.S. relative to ,the total crime index in 1975. SMSAls 
with' low crime rates tend to have low ,police per capita rates, 
while those with high crime rates tend to have higher police 
per capita rates. 

Similarly, in Table 1, note the two major clusters of 
cities--A, F, G, and Hand B, D, E and J. FUrther analyses of 
these two tables can focus on identifying possible 
explanations for the clusters as well as on developing 
descriptive labels for each cluster that captures what it is 
that the cluster represents. 
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c. A final approach to interpreting scattergrams emphasizes 
so-called outliers. These are extreme values. In Table 2 Las 
Vegas is such an outlier. An interpretation can be enhanced 
if the reasons for such extreme values can be understood or 
speculated about. 

C. This Walk-Through should not last longer than ten minutes. 

DEBRIEFING NOTES 

1. Regardless of the extent of analYSis, whether by methods of simple 
description or by inferential techniques, two-variable data should 
be plotted before analysis. Knowing the plot of the data helps in 
se·lection of appropriate statistical tools. 

2. The plot of data is also the last step of' analysis, that is, the 
information of analysis is more easily conveyed when accompanied 
by a plot. ' 
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Tab le 1. 

Crime Rate Related 
to Population Density 

LEGEND: 

Cltle • 
P~ul8tlon 
Density· Crime Rate 

A 800 2500 
B 3100 6200 
Chaos 4500 9140 
0 2600 5200 
E 2300 5500 
F 1500 2900 
G 1300 2700' 
H 750 2200 
I 2000 3800 
J 3000 5500 

•• Total Poeulatlon 
Area (In Stl. miles) 

I 

•• Total CrIme Index per. 100,000 Population 

Source: Hypothetical Data 
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Table 2. 

Total Crime Index 
Related to POlice Strength 

-/- j ! Gainesville High Crime Rate 
L.. _______ ~-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_=: :~:7Ix High Police Aale 

'----------------- Fort Lauderdale­

Hollywood 

LEGEND: 

low SMSA's 

Altoona, Pa 
Kingsport-Bristol, 
lancaster, Pa. 
Reading, Pa. 
Utica-Rome. N.Y. 

·~·~i ~ut/ca-Rome ] 
~ Altoona Low Crime Rate 

Reading Low POlice Index 
Lancaster 
Kingspon-Brlslol 

High SMSA's 

Ph(jeni~, Ar. 
Miami, Fla. 
las '/egas, Nev. 
Gainesville, Fla. 
Fort lauderdale-
HollYWOOd. Fla. 

• 

Tenn. 

400 * Officers/lOO,OOO population 
** Total Crime Index 

100 200 300 
Police Index 

per 100,000 Population 

WALK-THROUGH 
Source: 

" 

" 

• 

Pol ice Crime 
Index * Rate ** 

82.7 2112 
34.7 2159 
38.8 2244 
64 2167 
85.3 2192 ,I 

'-162.0 9795 
117.0 9130 
300.2 9318 
170.3 9328 
10B.7 9252 

, 

Sourcebook. 1976 
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MPARATIVE METHODS riOTES 

V. Statistical Maps 

C A. Importance of Statistical Maps • 
1. Spatial analysis is important in 

criminal justice planning because it 
fits many of the operational 
problems, such as dep1o~ent of 
police, jury selection in courts an 
isolation of crime and/or I 
victimizati on and re1 ated soci al 
problems. 

2. Furthermore, program funding is 
rarely applied to individuals. 
Rather, funds are applied to proble 
areas, such as neighborhoods and 
communities. Therefore, it is 
important for the analyst to be abl 
to utilize tools that provide ways 
of aggregating individual cases or 
transacting statistics into spatial 
summaries that can be used to t 
displ ay and interpret data. 

B. Principles in Map Making 

1. A small number of categories and 
shades to facilitate reading of the (r~, I 
map. ~>' 

2. Se 1 t'Ct appropri ate geographical 
units to present. 

f 

.. 

IV-34-IG 

:t I 

." 

[ 

r, ' 

I 

( 

t 

" 

, . 

! : 
- .. 

I 

/r~') 
\, t ",;::' 

1~ 

!Th 

GJl 

0(( 
", 

) 

~) 

MODULE 4 :\ COMPARATIVE METHODS 

------------------------------------------------

SHOW V. A. ('\1.:i1.: 

Percent Chant:,e In Corrections Expenditures 1971.1974 

PC Chang 

Low 

B Ave 

Ave 

A Ave 
HI 

The United States at America 

1000f1:.'ottl.,. UI Dept. oIJ\j.tlc •• ~Cor'U'".fU. 
l!tt<J.iW __ 

0""01 '''''C1II11If\IIJIIIIIC'Ir,I'III, 
1J.!!.:'.!!l1.tm 

IoliruIO;/rhppltllfKl\lllfllIl. Uftlw,oIIolIcIlIUII. 
IoIl/tUI"'ltpa"ltlt,.'IIIdO.,. 
"!!llrattStIt*If" II" 

EMPHASIZE (4-St: 

+ That shading for different classifications 
must be appropriate. 

+ That scaling and shading are of critical 
importance. 

+ In this example the following scale was used 
to highlight extremes (note uneven category 
si zes: 

High = 72% + (Maximum is 172.6%) 
High Average = 51 to 71% 
Average = 43 to 50% . 
Low Average = 31 to 42% 
Low = 30% (Minimum is -12.S%) 

+ In this example, as indicated in the margin, 
darker shades indicate a higher percent chang 
in expenditures. 

--------------------------~~~------------------

IV-35-IG 

NOTES 



... . 

MODULE 4: COMPARATIVE METHODS 

C. Spatial characteristics of crime 

1. Following is a series of four 
computer-drawn maps of downtown 
Minneapolis. Pr~sented are f~ur 
rel ated but distl net perspectlVes on 
the assault problem in the downtown 
area. 
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SHOW V.A. (4-6): 

CRIME SYHBOL KEY 
DOWNTOWN 1f'1.S IISSAUI. TS 

SIZE INCREASES WI TH NJI18ER OF CRIMES 

X ASSAULT-SEXUAL 
+ ASSAULT-STRANGER 
Y ASSAULT-NONSTRANGER 

0 .. __ -.-__ -

EMPHA~lZE (4-6): 

• • 

FIN MAP DOWNTOWN HPLS flSSAUL TS 

... at. •• _" ... au all ... _" 
X KILES 

Used by permission: © 1978 Minnesota Crime Prevention Cent« 
2344 Nicollet Avenue, Minneapolis, Minnesota 55404, (1112) 1170.0780 

+ Map of downtown Minneapolis indicating the geographic pattern of three types 
of assaults in the Central Business District. 

+ Symbols are larger for areas with higher frequencies. 

+ Each type of assault has a different symbol • 

. ~------------------------------------------------------------------------------
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~HOW V.A. (4-11: 

GRID KEY 
DOWNTOWN Hf'LS AS SAUl. TS 

CRID SIZE. 0100 SQ HILES 
EOUAL INTERVAL 

8 0.0 TO 5.0 
5.1 TO 10. I 

ID !I~~!~ in 
30.5 TO 35.5 
35.6 TO 10.6 
10.7 TO 15.7 
15.8 TO SO. 8 
SO. 9 TO 55.9 . ",,-_.-._-

EMPHASIZE (4-7): 

GRID MAP DOWNTOWN HPLS AS5AUL T5 

+ Mapping of assaults in downtown Minneapolis using same data as in V.A. (4-7). 

+ Shading used to indicate the relative intensity of assaults in a specified 
area. 

--------------------------------------------------------------------------------
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SHOWV.A. (4-8): 

SMOOTHEO CONTOUR MAP OO~NTO~N HPLS RSSRUL I'; --------, 

SMOOTHED CONTOUR KEV 
DOWNTOWN HPLS ASSAULTS 

GRID SIZE. 0100 SQ HILES 
EQUAL 1 NTERVAL 

~ 0 0.0 10 2.7 
0 2.8 TO 5.5 E 
0 5.6 TO B.3 .. 
0 B. ~ TO 11.1 
0 11.2 TO 13.B 

iii 13.9 TO 16.6 
16.7 TO 19. ~ • 19.5 TO 22.2 • 22.3 TO 25.0 

I 25. I TO 27.8 
27.9 TO 30.6 

• I ....... CIII ....... I.c:.ftIl 

O, .. .-rIaI ....... I.tatII' 

EMPHAS I ZE (4-8): 

+ Contour intervals used to display same assault data as in previous maps. 

+ Cl ear ly i ndi cates "corri dC~1I characte:~::::_::_:::_:::j~:_::::~::~ __________ _ 
. ------------------------------~-------
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SHOW V.A. (4-9): 

3D DENSITY PLOT 

~ 

(lJ ~ 
I (lJ ~ 
Q) I Q) ~ 

0) I to y ~ 
~ 

I ~ ~ 
~ I 

~ t:l 
MIlts ~ 

EMPHASIZE (4-9): 

DOWNTOWN MPLS ASSAULTS 

('J 

CfJ 
0 

c.o • en 
<t • en ('J (JJ N 

~ 
cO N MILES N 

X 

<t 

(J) 
N 

5 ~ 7. g 
5. 0 ~ 

5 E 
2. ~ 

+ Three dimensional ~ontour map of assault densities in downtown Minneapolis • 

+ Peaks indicate IIhot spots ll 
-- highest peak on this map is the location of 

Moby Dick's Bar in downtown Minneapolis. 

--------------------------------------------------------------------------------
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OMPARATIVE METH S 

VI. C(wCLUSION 

r I 

A. Refer to module chart. Indicate while 
canparati ve met hods des cri be and suggest 
relati onships, other tool s ere necessar 
to make inferences about relationships. 
Sane of these met hods ere covered in 
Module 5. 
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SHOW V.A. (4-10): 

Module Four Chart: 
Comparative Methods 

" I 
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MODULE 5 
INFERENTIAL METHODS 

Module 5 presents material covering two complex and difficult areas of 
statistics: inference and prediction. In covering this material the emphasis 
should be on: 1) when a particular procedure is appropriate; 2) rules to 
follow and the assumptions made in using a procerure; 3) practical applica­
tions of the method, and 4) how the resulting information is interpreted. The 
sPecific procedures Covered include: chi square, correlation, and least squares regress i on. 

Q.BJECTIVES 

1. To explain the purpose and outline the general process of statistical testing. 

2. To define, select, calcUlate and interpret the following measures of aSSOCiation: 

a. Chi square statistic 

b. Correl ati on coeffici ent 

3. To define, select, calculate and interpret the following methods of prediction: 

a. Visual estimation 

b. Least squares regression 
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TOPIC 

SCHEDULE 

INFERENTIAL METHODS 

TIME ALLOCATION 

TIME 

I. STATISTICAL TESTING •••••••••••••••••••••••••• 30 minutes 
A. Definition ••••••••••••••••••• 10 minutes 
B. Statistical Tests •••••••••••• 20 minutes 

II. CHI SQUARE TEST OF INDEPENDENCE •••••••••••••• 60 minutes 
A.. Uses ••••••••••••••••••••••••• * 
B. Characteristics •••••••••••••• * 

Walk-Through III ............ 10 minutes 
CHI SQUARE 

Exercise #3 ••••••••••••••••• 50 minutes 
CHI SQUARE 

III. CORRRATION COEFFICIENT •••••••••• " •••••••••••• 60 minutes 
A. Uses ••••••••••••••••••••••••• * 
B. Chara(:teristics •••••••••••••• ~ 
C. Calcu"lating r •••••••••••••••• 10 minutes 
D. Testing Significance of r •••• * 
E. Limitation ••••••••••• ~ ••••••• * 

walk-'Through IJI .......... 0010 minutes 
CORRELATION COEFFICIENT 

Exercise #4 ••••••••••••••••• 40 minutes 
CORRELATION COEFFICIENT 

IV. REGRESSION ••••••••••••••••••••••••••••••••••• 50 minutes 
A. Time Series Data ••••••••••••• * 
B. Visual Estimate of 

Regression Line •••••••••••••• 5 minutes 
C. Least Squares Regression ••••• 20 minutes 

Exercise #5 ••••••••••••••••• 35 minutes 
REGRESSION 

V. INTERPRETATION OF FINDINGS ••••••••••••••••••••• 60 minutes 
A. Purpose ••••••••••••••••••••• * 
B. Examples •••••.•.•••••••••••• * 

Exercise #6 ••••••••••••••••••• 60 minutes 
INTERPRETATION OF FINDINGS 

VI. CONCLUSION .................................. 
TOTAL TIME 

* Less than 5 minutes 
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MODULE 5: INFERENTIAL METHODS 

I. STATISTICAl TESTING 

A. Def'!nition: 

1. In Modules 3 and 4 we distinguished 
between two primary purposes of 
statistics: description and 
inference. 

a. Description involves summarizing 
masses of data to facilitate 
communication. 

b. Inference involves summarizing 
also, but goes beyond 
description enabling us to make 
generalizations based on 
incomplete information. 

2. Two basic areas of inference are: 
questions of difference and 
questions of association. 

a. Questions of difference involve 
comparing one group to another 
to determine if they are 
dissimilar. For example, are 
urban female senior citizens 
more prone to predatory crime 
than the general population? 

b. Questions of association involve 
examining the relationships 
betweE!n variables. For example, 
is family income and delinquency 
somehow related? If so, how are 
these variables related? A 
second example is; does the 
length of incarceration increase 
as the seriousness of the 
offense increases? 

3. Samples and Inference 

a. A primary reason for inferential 
statistics is our dependency on 
samples rather than on a census; 
incomplete information rather 
than complete information. 

b. There are two issues when using 
a sample: 

(1) Is our result "true?" 
i.e., would they be the sam 
if we could measure the 
entire population? 
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MODULE 5: INFERENTIAL METHODS NOTES 

) 
I. STATISTICAL TESTING 

( 
A. ,Q&inition: f » 

1. In Modules 3 and 4 we distinguished 
between two primary purposes of 
statistics: description and 
inference. 

a. Description involves summarizing 
masses of data to facilitate 
cOi'llTlunication. 

b. Inference involves summarizing 
a] so, but goes beyond 

! I descripticX1 enabling us to make 
generalizations based on 
incomplete information. 

2. Two basic areas of inference are: 
questions of difference and 

I I 
questicms of association. 

a. Questions of difference involve 
comparing one group to another 
to determine if they are 
dissimilar. For example, are 

) 
urban female senior citizens 

, 'd more prone to predatory crime 
\ than the general population? 

b. Questions of association involve 
examining the relationships 
between variables. For example, 
is family income and delinquency 
somehow related? If so, how are 
these variables related? A 
second example is, does the 
length of incarceration increase 
as the seriousness of the 
offense increases? 

, ) 
3. Samples and Inference 

a. A primary reason for inferenti al 
statistics is our dependency on 

" samples rather than on a census; 
i ) incomplete information rather 

than complete information. 

b. There are two issues when using 
a sample: 

(1 ) Is our result "true?" 
( I i.e., would they be the sam 

( ) if we could measure the 
entire population? 
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MODULE 5: INFERENTIAL METHODS 

(2) How confident are we in our 
findings? 

c. Generally, as sample size 
decreases, the importance of 
statistical inference increases. 

B. Statistical Tests. 

1. Step by step procedure is used for 
organization and interpretation of 
Var101JS inferenti a1 statistics. 

2. The procedure is as follows: 

-----q---------~--------------------------------

SHOW V.A. (,5-1) 

STATISTICAL TEST PROCESS 

1. State Null Hypothesis 

2. State an Alternative Hypothesis 

3. Select Statistical Test 

4. Determine Level of Significance 

5. Calculate Test Statistic 

6. Compare Test Statistic To Table Values 

7. Interpret Findings 
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MODULE 5: INFERENTIAL METHODS 

EMPHASIZE (5-1): 

+ Step One: State a null hypothesis. 

A null hypothesis is a mathematical 
statement that suggests there is no 
relationship between the variables being 
studied. 

For example,"There is no relationship 
between the location where a person 
lives in Chaos City and his or her 
att itude toward the po 1i ceo II 

+ Step Two: State an alternative hYpothesis. 

+ 

An alternative hypothesis is simply the 
affirmative statement of the null 
hypothesis. For example, "There is a 
relationship between where a person 
lives in the Chaos City and his or her 
attitude toward the police." 

Step Three: Select the appropriate 
statistical test. 

A statistical test is a means for 
determination of the sta't;stical 
significance of the association between 
two vari ab 1 es. 

It is a test in that a calculated 
statistic (from the data) is compared to 
a predicted value of the statistic 
(obtained from tables of such 
statistics). 

What is being tested is whether the 
measured association could reasonably be 
attributed to chance. 

+ Step Four: Determine th~ level of 
significance to be applied to the problem. 

The level of significance is interpreted 
as the probability of an association 
having resulted fl"Olll sampling error. 

"" That is, if the level of significance is 
set at .05, this would indicate the 
probability of the observed association 
having resulted from chance, i.e., only 
5 in 100. This means that if the 
population of people were sampled 100 
times, only 5 times would we expect 
these results by chance. 
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MODULE 5: INFERENTIAL METHODS 

+ Step Five: Calculate the test statistic. 

+ Step Six: Compare the test statistic to 
table value. 

{I I 

+ Step Seven: Interpret the finding(s) of the 
test. 

3. Problems in utilizing such tests 
result from the improper statement 
of the null hypothesis, a 
misunderstanding of the underlying 
assumptions of such tests, and the 
misinterpretation of the findings. 

4. Perhaps the greatest danger in 
applying measures of association is 
what is referred to as a "spurious" 
correlation. A relationship is 
spurious when either·there are 
illegitimate inferences of causation 
or when two variables are related 
only by a third. 

5. Example: An example of an 
intervening variable problem is the 
relationship between population 
density and the crime rate. One 
model implied here is that higher 
density causes a higher crime rate. 
This implied relationship apparently 
has some merit. However, population 
density does not directly cause 
crimes to occur. Instead, there 
must be some intervening factors, 
such as reduced police visibility, 
which result in the higher crime 
rates; higher density results in 
less police visibility which causes 
a higher crime rate. Perhaps the 
most parsimonious model would 
suggest that higher population 
density reduces police visibility 
which increases the opportunity for 
an individual to commit crime. It's 
parsimonious because the most direct 
explanation is that people cause 
crime. 

6. The point of this example is that 
the existence of a correlation does 
not prove any causal connection. 
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MODULE 5: INFERENTIAL MET DS 

II. CHI SQUARE TEST OF INDEPENDENCE 

A. Uses 

1. This test indicates the degree of 
independence of two classifications 

2. It tests a null hypothesis of 
independent c1assifi~ations • 

3. It helps interpret cross 
classification tables. 

B. Characteristics 

SHOW V.A. (5':ll: 

CHI SQUARE GENERAL 
CJ'LCULATION FORMULA 

2. (0 - E)2 (1»)( :: ~ _. __ 
E 

Where: E = An expected cell frequency 
o = An observed cell frequency 
1: = Means sum for all cells In the table 

(2) E = RT(CT) 
T 

Where: RT = Observed Row Total 
CT = Observed Column Total 

T = Total Observed Frequencies 

EMPHASIZE (5-2): 

+ Used with categorical data. 

+ Does not indicate the presence or absence 0 
interven ing factors. 

+ Does not preclude a spurious relationship. 
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MODULE S: INFERENTIAL METHOD~ 

+ Information above the nominal level may be 
hidden. 

+ Must have an expected frequency of at l~ast 
five in each cell. 

+ Requires a large sample size~ but if it is 
too large, Chi Square is not very 
discriminating. 

+ Assumes outcomes are indep~dent and that 
each sample observation can fall in only one 
category. 

--------------------------------------~---------

SHOW V.A. ( S-3): 

V = freely 
specified 

O=Not 
freely 
specified 

DEGREES OF FREEDOM 

Degr"1 01 FrHdonl Ir. dltormlntd by multlplylna the 
number 01 rowl mlnul one tlmel thl number of columnl 
mlnulone. 

(Row. - 1) (CoIumNI -1) .. Dlgr", 01 FrHdom 

V V V V V 0 

0 0 0 0 0 0 

CT1 CT2 CT3 CT.. CT5 CTB 

2x8 

(2 - 1) (8 - 1) .. 5 oeg,.., 01 FrMdom 

EMPHASIZE (S-3): 

RT1 

RT2 

+ Degrees of freedom ar~ the number of values 
that can be chosen freely. 

+ Given (RT1,CT1) (RT1,CT2) 
(RT1,CT3) (RT1,CT4) and 
(RT1,CTS) freely specified, the others 
must taRe on specified values. 

+ Use of a Chi Square Table requires knowledg 
of the degrees of freedom. 
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MODULE 5: INFERENTIAL METHODS 

------------------------------------------------

SHOW V.A. (5-4}: 

/ ~ 

DEGREES OF 5% 1% 
FREEDOM 

1 3.84 6.63 

2 5,.99 9.21 
\ 

VALUES OF 3 7'.81 11.34 

CHI SQUARE 4 9.49 13.28 

(X'\~TTHE 5 11.07 15.09 
5% AN;) 1% LEVELS 6 
OF SIGNIFICANCE 

Etc. 

Source: R~ ParlOne, StaUalica' Anil'yala: A DeaI,lon-M,lklng 
Approach. (N.Y.: Harper and Row, 1Q7~\) p. 524. 

f,MPHASIZE (5-4): 

... Significance level is used to se.'lect the 
probab 11 ity value. 

+ Table presents some representative Chi 
Square values. 

+ No single standard for selecting 11 level of 
significance to test a hypothesis exists. 

------------------------.-----------------------
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CHI SQUARE 

PURPOSE , 

This problem examines the association between responses to a survey 
question, "What level of regard do you hold for Police?" and the race 
of the respondent using a cross C'lass·if.it:ation table and the Chi 
Square test·of independence. 

Perform each of the following steps: 

1. State the null hypotheses, Ho: Response is independent of race. 

2. State the alternative hYpotheses, Ha: Response and race are 
re 1 ated. 

3. Calculate expected values, substitute in formula. 

4. Establish rejection region at .05. Calculate degrees of freedom. 

5. What are your conclusions about Ho and Ha? 

INSTRUCTOR NOTES 

A. Tell pa~'ticipants to follow their work sheets as you explain the 
procedures and calculations. 

B. Be sure to cover the following: 

1. Requires categorical data. 

2. Determination of level of significance is important. 

3. Does not indicate the presence or absence of intervening factors. 

4. Does not preclude a spurious relationship. 

5. Must have an expected frequency of at least 5 in each cell. 

6. Requires a large sample size, but if it is too large, X2 is not 
very discriminating. 

7. Assumes outcomes are independent and that each sample observation 
can fall in only one category. 

C. State your conclusions based on the tested relationship. 

D. Walk-Through should last no more than 10 minutes. 
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DATA SET 

Table 1. Race of Respondent d 
an Regard for Police 

Wflfte 
RACE 

B1ack Totals 

Hi gh Regard 80 25 for Polic9 105 

Low Regard 
'EQ.r POlice 45 50 95 

--

Totals 125 75 200 -... 
:c 

. 
Paradise University, Criminal Justice 
Research Center, 1978. 

WORKSHEET 

(!) 
::> A. State Null Hypothesis: 

0 
a: 
:c 
l-

Ho: response independent of race 
Ha: response and race are dependent 

B. Calculate Expected Values: 

El = 105 (125 l = 65 63 
200 • 

I 

~ 
E2 = 105 (751 = 39.38 200 

....J 

~ 
E3 = 95 (1 25 l = 59.38 200 

E4 = 95 (751 = 35.63 200 

I 

I, 

J'o: 
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WORKSHEET (Continued) 

C. Develop Worksheet and Calculate Values: 

2 
Cell Observed Expected O-E (O-E) 

(0 ) ( E) 

1 80 65.63 14.37 206.50 

2 25 39.38 -14.38 206.78 

3 45 59.38 -14'.38 206.78 

4 50 35.63 14.37 206.50 

D. 1:((0_E)2/E) = i = 17.68 
E. Determine Degrees of Freedom = (r-l)(c-1) = 1 

Establish Rejection Region at .05 
2 

F. Compare calculated and Table X ; interpret result. 

Table x2 = 3.84; Calculated X
2 = 17.68 

(0_E)2/E 

3. 15 

5.25 

,3.48 

~l!Q. 

E = 17.68 

G. Conclusions: Ho: response is independent of race (rejected) 
Ha: response and race are related (accepted) 

SHOW V.A. (5-4) AGAIN 

r '--., 

DEGRE=:S OF 5% 1% 
FREEUOM 

1 3.84 6.63 

2 5.99 9.21 

VALUES OF 3 7.81 11.34 

CHI SQUARE 4 9.49 13.28 

(X') AT THE 5 11.07 15.09 
5% AND 1% LEVELS 6 
OF SIGNIFICANCE 

Etc. 

Source: Robert Parsons, SI,tlalleal Analyals: A Decislon·Maklng 
Approach. (N.Y.: Harper and Row, 1974) p. 824. 

\.. 
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CHI SQUARE 

PURPOSE 

To give participants an opportunity to calculate and, interpret a Chi 
Square statistic. 

INSTRUCTIONS 

You are to perform an analysis and interpretation of the results of a 
survey of the State of Paradise residents using a Chi Square Test of 
Independence. 

A. You will be assigned one of the hypotheses 'In the Worksheets (Part I 
or Part II) to evaluate. The hypotheSiS in Part I of the Worksheet 
m~ be stated as: crime trend is independent of type of geographic 
area. The hypotheSiS in Part II is: attitude toward burglary is 
independent of residential location. 

B. State the null and the alternative hypotheses. 

C. Determine the number of degrees of freedom for each table. 

D. Decide on a level of significance. 
2 

E. Calculate the X statistics. 

2 F. State your decision about Ho and Ha, based on the X test. 

G. Write one or two sentences describing the results of your test on 
these data. 

INSTRUCTOR NOTES 

A. Tell the participants to analyze the result of a survey of State of 
Paradise residents using a Chi Square Test of Independence. 'Tell them 
to perform the exercise following the steps outlined in the Worksheet. 

B. Depending on time available, have participants work on either Part I 
or Part, II of the problem; Part II has a 3 X 3 Table while Part I is a 2 X 3 Table. 

C. The Exercise is to be done at the tab~~s in groups. 

D. When most of the partiCipants have completed the exercise, reconvene 
the class and review the debriefing notes. 

E. Schedule 

1. Preparation - 5 minutes 

2. Activities - 35 minutes 

3. Debriefing - 10 minutes 
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DATA SET 

I 

Table 1. State Of Paradise 
Burglary Crime Trends, by area, 1976 & 1977 

AREA 1976 1977 Totals 

Urban 2015 2563 4578 

Suburban 819 710 1529 

Rural 1050 805 1855 

Totals 3884 4078 7962 

Source: FBI, UCR, 1978 

Table 2. State of Paradise 
Victimization Survey Results, Burglary, 1977 

How imp ortant 
is burglary as 
a problem? Urban Suburban Rural 

Very Important 356 52 28 . 
1111' ortant 90 31 158 

Not Important 52 50 62 

Totals 498 133 248 

Source: Paradise University, Survey Research Center, 1978. 
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WORKSHEET 

A. Part One: 

1. State Null and Alter'native Hypotheses 

Ho: crime trend is independent of area 

Ha: they are dependent 

2. Calculate Expected Values: 

3 . 

El = 4578 ~3884) = 2233.23 
7 62 

E2 = 4578 ~4078) = 2344.77 
7 62 

E3 = 1529 ~3884) = 745.87 
7 62 

Develop workl;heet and calculate values. , 

E4 = 1529 ~4078) = 783.13 
7 62 

E5 = 1855 ~3884) = 904.90 
7 62 

E6 = 1855 ~4078} = 950.10 
- 7 62 

2 :1 
E O-E (O-E) (O-E) IE Cell 0 

1 2015 2233.23 -218.23 47624.33 

2 2563 2344.77 218.23 ·47624.33 
I 

3 819 745~87 73.13 5348.00 

4 710 783. 13 -73. 13 5348.00 

5 1050 904.90 145.1 21054.01 
I 

-145.1 21054.01 6 805 950.10 

2 
4. l:((0-E)2/E) = X = 101.07 

Determi ne Degrees of Freedom = (r-1 ) ( c-1) =, 2 
5. Establish Rejection Region at .05 

2 
6. Compare calculated and Table X ; 

2 
Table X: = 5.99 

2 
Ca1cu1 ated X = 101.07 

interpret result. 
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WORKSHEET (Continued) 

B. Part Two: 

1. State Null and Alternative Hypotheses 

Ho: attitude independent of area 

H a: they are dependent 

2. Calculate expected values. 

El = (436) ~498l = 247.02 
B 9 

E2 = (436) ~133) = 65.97 
8 9 

E3 = (436) ~248) = 123.01 
8 9 

E4 = (279) ~498l ~ 158.07 
B 9 

E5 = (279) ~133l = 42.22 
8 9 

3. Develop worksheet and calcUlate values. 

Cell 0 E O-E 

1 356 247.02 ' 108.98 2 52 65.97 -13.97 3 28 123.01 -95.01 4 90 158.07 -68.07 5 31 42.22 -11.22 6 158 78.72 79.28 7 52 92.91 -40.91 8 50 24.81 25.19 9 62 46.27 15.73 

4. T.«0_E)2/E )= {-= 285.50 

E6 = (279) F48l = n~. 72, 
8 9 

E8 = (164) ~133L-= 24.81 
B 9 

Eg = (164l ~248l = 46.27 
B 9 

(0_E,2 (0_E)2/E 

11876.64 48.08 
195.16 2.96 

9026.90 73.38 
4633.52 29.31 
125.89 2.98 

6285.32 79.84 1673.63 18.01 
634.54 25.58 
247.43 5.35 

5. Determine Degrees of Freedom = (r-l)(c-l) = 4 
Establish Rejection Region at .05. 

6. Compare calculated and Table t; interpret result. 
2 

Table X = 9.49 
~ 2 

Calculated X = 285.49 
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DEBRIEFING NOTES 

A. Show the participants the correct answers for each item, spending more 
time on those which you and the facilitators identified as problems. 

B. Have each group report how it described the results and comment upon 
the reports. 

C. Point out that the Chi Square test is a method to be used along with 
percentaging a cross classification table. 
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~qmJLE 5: INFERENTIAL METHODS 

III. CORRELATION COEFFICIENT 

A. Uses 

1. The correlation coefficient is a 
measure 'of associ ati on whi ch 
describes the degree to which one 
interval or ratio scale variable is 
related to another. 

2. 

3. 

4. 

Indicates the nature of strength of 
a relationship between two var.iables. 

Refler.ts the shape of a distribution. 

Correlation coefficient helps to 
interpret scattergrams. 

B. Characteristics 

----------~-----------------------~-_\.---,.-------

SHOW V.A. (5-5): 

Character'stlcs of r 

YLEwomPieA • , . 
• • •• r = 

x 
+ 1 

Y Ewamplt B 

• • • • • 
·r;;-1 ...... ---x 

Y E.ompltC 
Y 

e ..... pleD 

'[P=o () I ~ • • o. 
r,= +.5 r = -.5 

x x x 

EMPHASIZE (5-5): 

+ Correlation coefficient based on two sets of 
measures on the same unit of analysis. 

+ Values of r range from +1 to -1. 

+ A positive relationship means that the 
measures vary directly. 

+ A negative relationship means that the 
measures vary inversely. 

-------------------------------------------------' 
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MODULE 5: INFERENTIAL METHODS 

c. Calculating r 

SHOW V.A. (5-6): 

FORMULA FOR PEARSON'S 
CORRELATION COEFFICIENT 

N~XV - (~X) (~V) 

Where' V .. Values 01 dependent variable 
• X = Values 01 Independent variable 

N = Number 01 observations 

EMPHASIZE (5-6): 

+ 

+ 

+ 

+ 

No New Symbols or Notations 

Order of ~alculation 

Does not Determi ne Cause/Effect 

Correlation coefficient should not be 
interpreted as a percentage, i.e., .6 
60%. 

is not 
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MODULE 5: INFERENTIA 

D. Testing the Significance of r 

-------------------------------~----------------

~'----~~~~~~~~~~~------~ CRITICAL VALUES OF r 
Level 01 Significance 

d.I.' .05 .01 

3 .878 .959 
4 .811 .1117 
5 .754 .874 
6 .707 .834 
7 .666 .798 

. 8 .632 .765 
9 .602 .735 

10 .576 .708 
11 .553 .884 
12 .532 .661 
13 .514 .841 
14 .497 .823 
15 .482 .606 

'd r. ,degrees of Ireedom = n-2 
Source: Snedecor, George \'N, & Cochran, William G. ~~, 

• 6th Edition. Ames, ,,)wa: Iowa Slale University Press, 1974, p. 557. 

EMPHASIZE (5-U: 

+ Test is for Ho: p = a 
(rho) p = population r 

+ If absolute value of r from a san~le of size 
n exceeds the table' value for a specified 
and n-2 degrees of freedom, the nun 
hypothesis may be rejected. 

------0------__________________________________ _ 

E~ Limitation: 

1. While r determines the strength of 
the relationship between two 
variables, it does not establish 
causality. 

2. 

3. 

The variables may be related to a 
third intervening variable that 
causes the observed relationship. 

Relationships demonstrated using r 
may only be used to di~prove a theory. 

4. Causality is explained by theory 
used in problem specification. 
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CORRELATION COEFFICIENT 

PURPO~ To illustrate how to calculate and interpret a correlation 
coefficient. Calculate the correlation coefficient for the murder 
rates in 1971 and 1974 for the ten southern citi es in Table 1. Test 

',t 

the significance of r and interpret the result. 

INSTRUCTOR ~O,ES 
A. '; e 11 the partie i pants to s can the data set with you. 

B. Tell them to fan", you on their worksheets as you explain h"" to plot 
t.he data and calculate a correlation coefficient. 

l' 
tl 

, I 

C. Emphasize the following: 

1. Requires quantitative data. 

2. Does not i ndi cate intervening factors. 

3. Does not preclude spurious relationships. 

4. With small samples, a high correlation may result fram an extreme 

pair of values. 
5. Law correlations do not necessarily indicate a nonlinear 

relationship; there may be a curvilinear one. ' 

6. The range of values must be large and should not be discontinuouS. 

7. Less reliable with values of r close to zerO. 

. D. Walk-Through should last no more than 10 minutes. 

" 
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DATA SET 

Table 1. M d ur er Rates* for Thi t South and Wes~ 19r7Y1 Cities from the North .. , and 1974 ' 

South 

Atl anta, Ga. 
Augusta Ga 
Birmingham 'Ala 
Charlotte,' N.C •• 
~oralPlus Christi, Tex. 

as, Tex. 
H~uston, Tex. 
Rlchmond Va 
Washingt~n 0 C 
Wichita Falls' T'e , x. 

North 

A 1 ban y, N. V • 
Atlantic City N J 
Chicago, Ill' •• 
Detroit, Mich. 
Grand Rapids M' h 

.Lancaster p~ lC. 
Madison, Wis • 
Pittsfield Mass 
South Bend: Ind • 
Syracuse, N. V. • 

West 

Boise, IdahQ . 
Denver, Colo. 
Fresno, Cal if. 
Honolulu, Hawaii 
Kansas City, Mo. 
Sacramento Ca1'-St L ' IT. • ouis, Mo • 
San Francisco Cal'f 
Seattle, Wash' 1. 
Vallejo, Calif. 

1971 

20 
22 
14 
25 
13 
18 
17 
15 
11 
6 

3 
f} 

13 
15 
3 
2 
2 
1 
6 
4 

5 
8 
8 
4 

13 
6 

15 
8 
4 
4 

1974 I 
21 
17 
18 
18 
14 
15 
19 
15 ' 
13 
14 

3 
15 
16 
20 
4 
1 
2 
1 
8 
4 

4 
7 

13 
9 

12 
7 

14 
12 
6 
9 

~ates represent th ,nearest whole nUmbe~.nUmber of murders per S 100,000 pOfl'llation rounded to 

ources: Sourcebook l' for the Social Scie' 976; also, Mendenhall, Ott and L nces, 1975. arson. Statistics 
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WORKSHEET 

A. Plot the data: 

v 
25 

1\J1URDER RATES FOR 

TEN CITIES, 1971 & 19
f

74 

• 
• 

• 

• • • • 
• 

• 
• 

r-----~------~------~--------------x 
o 5 10 15 20 25 

1971· Murder. per 100,000 Pop. 

Source: Sourcebook, 1978 
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WORKSHEET 

A. Ca1cul ate r 

1. Prepare Matrix 

CITY X Y XY X2 

1 20 21 420 400 . 
2 22 17 374 484 

3 14 18 252 196 

4 25 18 450 625 

5 13 14 182 169 

6 18 15 270 324 

7 17. 19 323 289 

8 15 15 225 225 

9 11 13 143 121 

10 6 14 84 36 

L: 161 164 2723 2869 

2 
2. (l:X) = 25921 

2 
(r.V) = 26896 

3. 
r = ? 

- (EY( 

r = 10 2723 161)(164) 

10(2869) - (161) ~10(2750) - (164)2 

r = .639 . 
4. Table r = .632 (d.f. = n-2 = 8, a = .05) 
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CORRRATION COEFFICIENT 

PURPOSE 

To give the participants an opportunity to calculate and interpret a 
correlation coefficient. 

INSTRUCTIONS I I 
A. Prepare a sc:attergram.. . ,. 

B. Calculate and interpret the correlation coefficient blf!tween population 
density and 1 arceny offense!; for 13 counties in Fl ori ~a. 

C. Determine the significance of r (refe,' to the V.A. 5·7 i'or critical 
va 1 ues of r). 

INSTRUCTOR NOTES 

A. Have participants prepare a scattergram using the ~,raph paper provided 
in the participant guide prior to calculation of tIle cou'relation 
coefficient. A copy of the completed scatter gram is pr,ovided in the 
Instructor Guide. 

B. Have participants calculate the correlation coef~licient. 
, 
C. Ask them, to determi ne whether the correl ati on b ~tween larceny and 

population density is Significant. V.A. 5-8 c ntains critical values 
of r. Note that in the worksheet larceny valu'~s have been recorded in 
hundreds to avoid the problem of calculator o\erflow. 

D. Have thern interpret their resul ts. 

E. When most of th'e ptlrticipants have complete~ th,a exercise, reconvene 
the cl ass and revi EIW the debriefing notes. / 

F. Schedu 1 e: 

1 • Prep arat ion - 5 mi n. 

2. Activity - 125 min. 

3. Debriefing '10 min. 
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DATA SET 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

ll. 

12. 

13. 

.Tabl e 1. Reported Larceny by Populati on Densi ty 
Thirteen Florida Counties, 1977 

POPULATION REPORTED 
PER SQ. MILE LARCENY 

COONTY 7-1-77 OFFENSES 

Alachua 146 5,740 

Duval 748 21,645 

Hillsborough 581 25,040 

Orange 467 17,920 

Polk 151 10,750 

Leon 202 5,495 

VOlusia 206 11,700 

Seminole 466 2,930 

Escambia 345 10,215 

Sarasota 291 5,840 

Brevard 252 9,085 

Lee 220 4,775 

Pa 1m Beach 250 20,830 

Source: FBI, UCR, 1978 
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30,000 

27,500 

215,000 

22,500 

Reported 20.000 

Larceny 
Offenses 17,500 

15,000 

12,500 

10,000 

7,!IOO 

5,000 

2,500 

'I 

• • • ..,. ...... 
(-, \ 

\U) 

Reported Larceny by Population Density, 
Thirteen Florida Counties, 1977 

3 • 

13 • 

4. 

7. 
5· 9. 

11 • 

10. 

8. 

• • 

2. 

...... ______________________ (X) 

50 

Source: FBI, !&fl, 1978 

100 150 200 250 300 350 400 .vJO 500 550 eoo 850 700 750 800 
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WORKSHEET 

B. Develop worksheet and calculate required values 

COUNTY X Y 
(In hundreds) 

XY X2 

1 146 57 8,322 21,316 

2 748 217 162,316 559,504 

3 581 250 145,250 337,561 

4 467 179 83,593 218,089 

5 151 108 16,308 22,801 

6 202 55 11,110 40,804 

7 206 117 24,102 42,436 

c( 8 466 29 13,514 217,156 

9 345 102 35,190 119,025 

10 291 58 16,878 84,681 

11 252 91 22,932 63,504-

12 220 48 10,560 48,400 

13 250 208 52,000 62,500 

L: 4,325 1,519 602,075 1,837,777 
c 

'(' ( \ 

,< 
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y2 

3,249 

47,089 

62,500 

32,041 

11,664 

I 
3,025 

13,689 

841 

10,404 

3,364 

8,281 

2,304 

43,264 

241,715 
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c. Substitute in formula 

NEXV - (EX)(EV) 
r = 

13 (602,075) - (4325)(1519) 
r = 

13 (1,837,777) - (4325)2 13 (241,715) - (1519)2 

1257300 
= 

1257300 
= 

(2277.164)(913.747) 

= .60 

D. Test Significance (d.f. = n-2 = 11, a:t.:'·,,05, r = .553) 

r .60> r .553 = Significant relationship between reported 
1 arceny offenses' and populati on per square mi 1e. 

DEBRIEFING NOTES 

A. Indicate the first step in 'conducting analysis of this data is to 
calculate means and standard deviations for the two variables: 

-- Population Density: X = 333; SO = 182 

-- Reported Larceny: V = 11,690; SD.= 7,315 

B. The second step is to prepare a scattergram. 

c. The third step is to calculate the correlation coefficient, r = .60. 
This is calculated with V expressed in hundreds. 

D. According to Table for Critical Values of r for a =.05 with d.f.=ll, 
the r value is .553. Therefore, the correlation coefficient is 
significant. We can conclude that there is a positive and moderate 
relationship between population density and larceny in these 13 
counties. 
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E. Go over the worksheet with the required vall:'es \«)rked out and have the 
participants compare their calculations.' 

F. Show them the substitutions in the formula and the r a .60. 

G. If any difficulties were observed by you (J(' the facilitator, clear up 
the prob 1 ems • 

H. Indicate the following: 

1. To use r you should have two variables that are at least interval 
1 eve 1. 

2. Assumes a linear relationship. 

3. Does not prove causality; only theory--not statistics--suggests 
proof, stt~istics indicate evidence. 

4. Larger the sample size, the more powerful r is. 
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MQDULE~' INFERENTIAL METHODS 

I V. REGRESS ION 

A. Time Series Data 

------------------------------------------------

SHOW V. A. (5-8): 

60 

HOMICIDE: FIVE-YEAR TREND FOR 
CHAOS CITY, 1970-1975 

· · · · · ~ : . . . 
50 • • : 

I : / ... \ .... \.. ..:.! 
.. l .... 
-·0.: ••• 
~ I , ... .. ... : .. : .... : 20 

10L.---_~I ____ _L1 ____ ~I ____ ~I ____ ~I 
1970 1971 1972 1973 1974 1975 

Source Hvpolheltcai Oala 

EMPHASIZE (5-8): 

+ A planner may discover tr~.At the homicide 
rate in Chaos City increased significantly 
in 1975, a fact that might encourage 
consideration of a range of programmatic 
responses. 

+ A review of crime trends for the prior five 
years might disclose that the homicide rate 
is susceptible to large proportional 
changes--both increases and decreases. 

+ The planner could then reasonably conclude 
that the increases in 1975 do not represent 
a fundamental shift. 

-----------------------------------------------
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'MODULE, 5: INFERENTIAl METHODS 

1. Short Time Series 

-----------------------------------------------~. 

SHOW V.A. (5-,9): 

THREE YEAR TIME SERIES OF ANNUAL 
ROBBERY DATA, CHAOS CITY, 

1971-1974 

- 900 

I 700 

} 500 

il 300 • 

J 100 , 

(855) 

17~ 
(642) 

L-__ ~ _____ ~' __ ~~=- x 
1972 1973 1974 

Yelr 
Source: HYPOthetical Oala 

EMPHASIZE (5-9): 

+ Generally, one can make more accurate 
forecasts on the basis of longer time series 
than on the basis of shorter ones. 

+ Shorter time series have a tenden~ to mask 
irregular (anomalous) fluctuations. 

+ For example, a three-year series of annual 
robbery data might look like that which 
appears in V. A. 5-10. 

------------------------------------------------~ 
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2. Extevlded Time Series 

------------------------------------------------

SHOW V.A. (5-10): 

TEN YEAR TIME SERIES OF ANNUAL 
ROBBERY DATA, CHAOS CITY, 1965-1974 

900 

1700 

J 500 

y 

1300 

100 (181) 

(855) 

L...-l-......l.---l. __ ..l..---'----l __ ~__'_........,J,__1.._ X 
1965 1966 1967 1968 1969 1970 1971 1972 1973 1974 

Year 
Source. hypothetlCa' dat. 

EMPHASIZE (5-10): 

+ A longer, ten-year series m~ reveal a very 
different trend, as seen in V.A. 5-11. 

+ Generally, it is advisable to use as long a 
time series as is available. However, 
length alone does not assure accuracy. 

--------------\---------------------------------
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MODULE 5: INFERENTIAL METHODS 

--"----------------------------------------------

SHOW V.A. (5-11): 

Ave"a"e Homicide Rate. for 
10 Twenty-ThrH American Cille., 

j , 

J 
8 

i 
J 
I 

1880 - 1920 

, . , , 

1110 1110 1110 --WoO 1000 1110 lno 
·/ ..... 

Sou ... : Unl .... lty 01 Michigan, Nallonal Climlnal Ju.llco "",hlwlI, a.Nd on Offlcl.1 
Pollco Recordoln 23 """"con Cltl .. , '871, 

EMPHASIZE (5-11 l,: 

+ Extended time series are subject to 
discontinuities or interruptions. 

+ Note changing directions and magnitude of 
the trendline and its rel~tionship to major 
events, e.g., World War I, Depression. 

-----------------~,- .. -- .. ------------- .. ------------

:r I 

B. Visual Est;1ma'tion of Regression Line. 

1. Procedures. 

a. The first step is to fit a 
stra 1 ~t 11 ne through the time 
series which minimizes the 
distance between the data and 
the line. 

b. Step two is to extend the line 
and "read" the resulting point 
estimate of a future value for 
the measure • 
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MODULE 5: INFERENTIAL METHODS 

2. EXAMPLf: 
_____________ w ________________________________ _ 

~HOW V.A. (5-12): 

TIME SERIES OF ANNUAL FREQUENCY OF 
REPORTED BURGLARY FOR CHAOS CITY, 

3000 1984 • 1974 129601 

2800 

2eOO 

2400 

i 2200 

i2000 

11m 

-
1600 

1400 

1200 (12e91 

1000 

Sourco' hypolhellCal dol. 

EMPHASIZE (5-12): 

+ Data on reported, annual incidents of 
burglary in Chaos City. 

+ Strong indication of constant increase in 
1 nci dents. 

_________________ !'JtI!llJ ______ ' ______________________ _ 

V-35-IG 



i 
" I 
'j 

'I 
Ii 

:~DULE 5: INFERENTIAL METHODS 

-------------------------------------------------

SHOW V.A. (5-13): 

ANNUAL FREQUENCY OF REPORTED 
BURGU\RY WITH VISUALLY ESTIMJ\TED 

REGRESSIOI" l.INE FOR CHAOS CITY, 19FA-1974 

3000 

2800 

2600 

~ 2400 .. I 2200 

al 2000 
1:: 

~ IBoo 
a: 

1600 

1400 

1200 

/lIediclod 
lrequency­
visually 
esllmaled 

1~~~~~-L-L~~~--L-~~ 
1964 1965 I'l/">I\ 1967 1968 '0ft. 1970 1971 1972 1973 10,. ,.75 

Source hvpolhehC.' dRI. 

EMPHASIZE (5-13): 
.' 

+ Line fitted to data. 

+ 

+ 

+ 

+ 

+ 

+ 

Estimated prediction for 1975 is 2880 based 
on li nee 

This is a crude point estimate; 
least··squares regression defines the line 
algebraically, consequently, with greater 
prec i si on. 

A rough estimation is difficult to make with 
many scattered points. 

Assumes all relevant factors will continue 
to operate as in the past. 

PY'ecision generally decreases with shorter 
time series and with highly fluctuating data. 

This example assumes a straight line 
(linear) relationship. Visually the datil 
suggest an exponenti al curve. Consequently 
we might estimat~ a higher incidence of 
burglary than 2880. 

------------------------------------------------
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c. Least Squares Regression 

1. Purpose 

a. To aid in forecasting where 
there are trends in time series 
data. 

b. To measure "best fit" for an 
estimating line. 

2. Procedure for algebraically 
determining a straight line: 

-------------------------------------------------

SHOW V.A. (5-14): 

Slope and Y-Intercept 

EMPHASIZE (5-14): 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

L "X 

+ A is the V-intercept. 

+ B is the slope. 

I 
I 

I 
I 
I 

I 
I 

::J 

+ Changing either the A or B, changes the line. 

------------------------------------------------
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ERENTIAL METHODS 

------------------------------------------------

SHOW V.A. (5-15): 

FORMULA FOR REGRESSION COEFFICIENTS 

Step 1: B = N};XY - (};X) (};Y) 
N};X2 - (~X)2 

Step 2: "iY - B~X 
A = N -

Step 3: Y = A + BX 

EMPHASIZE (5-151: 

+ B and A can be algebraically determined 
providing greater accuracy than a graphic 
estimation. 

+ Procedure involves three steps. 

(1) Determine B - the slope. 

(2) Determine A - the Y intercept. 

(3) Using the derived equations, f!stimate a 
predicted value of y, given a value for 
x. 

.---------~-------------------------------------
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3. Assessing the Utility and Accuracy 
of a Least Squares Prediction 

----------~-----------------------------------~-

SHOW V.A. ,(5-16): 

Confidence Intervals 
IYI for Predicted Value of Y 

ISOOO " " ", Predicted Value 

j 4000 " --&' 
III 

I 
3000 

2000 

1000 

L-..i-_.l..---J.._-'--____ (XI 

1911~ 197Q 1975 1lIII0 
Yoara 

SOurce: Hypothetlca' oltll . 

EMPHASIZE (5-16): 

+ Confidence interval increases as estimate 
moves farther from eXisting data. 

+ Widening interval indicates increased 
likelihood of error in estimate. 

+ Consequently, should not predict five years 
ahead with five years of data. 

+ Confidence interval about a point estimate 
determined algebraicnlly using a It I 
d1 stri but; on. 
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PURPOSE 

REGRESSION 

To give participants the opportunity to make projections using linear 

regres s1 on • 

INSTRUCTIONS 
A. Using only a ruler Md the provided graph paper, visually estimate 

1978 and 1979 homicides for Chaos City. 

B. Using the formulas provided, calcu1ate A and B, the regression 
coeffici ents for these data. 

C. On the same piece of graph paper, draw the least squares regression 
1i ne. Locate the regressi on li ne by using the formula Y = A + Bx for 
at 1 east two data pairs. 

D. Predict the 1978 and 1979 homicides using the regression model 

calculated. 

INSTRUCTOR NOTES 
A. Explain the problem, Data Set, and use of Worksheet. 

B. When most of the participants have cOOlpl eted the exercise, reconvene 
the cl ass and revi ffi'1 the debri efi ng notes. 

C. ,Schedul e: 

1 • Prepar at i on - 5 mi nutes 

2. Activity - 20 minutes 

3. Debriefing - 10 minutes 
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DATA SET 

Exercise #6 
Table 1. Homicides in Chaos City, 1967 - 1977 

YEAR (X) HOMICIDES (Y) 

1967 , , 12 

1968 ' 13 

1969 . 12 

1970 14 

1971 15 
.. ,-

1972 18 

1973 20 

1974 25 

1975 23 

1976 25 

1977 , " 29 
I 

. . 
Sour ce: FB I, lICR, 1978. 
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WORKSHEET 

A. Complete the follOWing table. 

X V 

1 12 

2 ' 13 

3 12 

4 14 

5 15 

6 18 

7 20 

8 25 

9 23 

10 25 

11 29 

66 206 

B. Calculate the slope (B) 

B = N}:XV - (}:X) (}:y) 

N}:X2 _ (}:X)2 

XV 

12 

' 26 

36 

56 

75 

108 

140 

200 

207 

250 

319 

1429 

B.. 1i(1429) - (66)(206-L-

11(506) _ (66) 2 

B D 2123 
1210 

B.. 1.75 
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WORKSHEET Continued: 

, 
C. Calculate the V intercept (A) 

A = LV - B(LX) 
N 

A = 206 - 1.75(66) 
11 

A· 8.23 

D. Substitute calcul,ated values of A and B in equation. 
'" y = A + BX 

'" y • 8.23 + 1.75 X 

E. Substitute two arbitrary values of x into the equation and plot the 
line. 

'" 1... _V_ 1. 

1 9.98 

10 25.73 

2. NC7iI plot the 11 ne on graph p~per. 
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WORKSHEET Continued: 

SHOW ANSWER: (Answer 5-a) 

I 
! 

Homicides, Chaos City, 1967·77 
With Projections to 1979 

30 

:!O 

10 

(V) 

91;;31 
.11 .11\ 
Fe.29 

1....,-..,....,..-,-.,.....,.-.--....... ...,....., ........ ...- (~, 
87 88 89 70 71 72 73 74 78 78 77 78 7g 
1 2 3 4 & 8 7 8 g 10 11 12 13 

VOlt 
SourcI: Hypothilical Dat. 

F. Estimate 1979 predicted homicide rate: 

1. If 1978 = 12 

1979 = 13 

'" 
2. V78= 8.23 + 1.75 (12) 

" V78= 29 homicides 

'" V79= 8.23 + 1.75 (13) 

'" Y79= 31 homicides 
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DEBRIEFING NOTES 

A. Step-by-step, lead participants through the worksheet. 

B. Compare visually estimated lines and the calculated regression lines. 

1. Direction and Slope of Regression Line. 

2. Intercept and Predicted Value. 

Co' Point out: 

1. Assumption that all relevant factors will continue to operate as 
in the past. 

2. Accuracy decreases with shorter time series and highly fluctuating 
data. 

3. The conclusions are less reliable with lower values of r. 
Correlation coefficient ·equals .96. 

4. Provides no information about variability by itself. 

5. Does not preclude spuriousness. 

D. Least squares regression builds upon descriptive statistics (V :. 18.72 
homicides, Sy • 6.03 homicides)9 the scattergram, and must be based 
on a strong tonceptual foundation as outlined in a problem 
spec ifi cati on. 

E. Note the convention of redesignating the years on the horizontal axis 
as years 1 to 13. This redesignation facilitates calculation of the 
equation and inspection of the value of the Y intercept. 
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MODULE 5: INFERENTIAL METHODS 

v. INTERPRETATION OF FINDINGS 

A. The purpose of these statistical 
techniques is to enable the analyst to 
draw conclusions about hypotheses 
postulated during problem specification. 

B. Examples: Exercise 16 provides practic 
in interpreting statistics taught in 
Modules 3, 4, and 5. 
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PURPOSE 

INTERPRETATION OF FINDINGS 

This exercir,e demonstrates the process of specifying a system problem 
using tt'!e methods just discussed. It provides practice in 
i nter'preti ng the stati sti cs of Modul es 3, 4 and 5 .. 

The concern examined in the exercise is parolee rlf~cidivi9ll, and 
specifically the relationship, if any, between pal"olee recidivism and 
the case10ad of parole officers in Chaos City. P'rovided are sane of 
the measures and related statistics needed to analyze the problem. 

INSTRUCTIONS 

A. For the problem you are to: 

1. Consider the underlying issues implicit or e;lCp1icit in the concern. 

2. Recane fami1i ar with the particu1 ar data invlo1ved. 

3. Consider the validity and reliability of the measures.' 

4. Consi der the adequacy and limitati ons of the statisti cal 
operati ons performed. 

B. In the final product, fer each question, you alrf! to: 

1. Interpret the statistics, stating their meal,ing and significance. 

2. Note the major possible limitations on the interpretation. 

3. Outline other factors bearing on the inter~)retation. 

C. Questions to be answered: 

1. Describe the trend in the number of parole recidivists during the 
past fi ve years. 

2. What is the, estimate of the parolee recidivism rate for 1978? 

3. What is the relationship between the workload per parole officer 
upon the recidivism rate? 

4. If existing workloads (142 cases/officers in 1977) were reduced by 
20% what effect would this have on recidivism rates? 

5. Is the workload of parole officers related to the incidence of 
techni cal vi 01 ati ons by parol ees? 
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INSTRUCTOR NOTES 

A. The exercise covers material presented in Modules 3, 4, and 5 • 

B. The exercise deals with the measurement and examination of the 
re'lati onshipsbetween the system concepts. 

C. Explain p-urpose of exercise as outlined above. 

D. Explain desired products as outlined in Activities Section of student 
gui de. 

E. Walk-through the Data-Set--system and sub-system measures--indicating 
which concept is being measured. 

F. Point out the three "givens" of the problem (1) Questions, (2) 
Concepts and Measures, and (3) Statistics. Indicate participants are 
to provide interpretation. 

(t Indi cate the Exercise's schedul e: 

1. Briefing - 5 minutes 

2. Activities - 35 minutes 

3. Debriefing - 20 minutes 

H. The first two questions m~ be done with partiCipants interacting 
still in the class, or it may be done by each group separately. 

I. When most of the partiCipants complete the exercise, reconvene the 
class and review the cEbriefing notes. 

------------------------------------------------------------------~------------

SHOW V.A. (5-17) 

each Problem Proylde. 
• Questions 
• Concepts and Meast:res 

• Statistics 

You Proylde: 

• Answers 
• Interpretations 

• Llmlt.atlons 
• Other Factors 

------_ .. _------------------------------------------------------~---------------
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DATA SET 

Table 1. Selected ,System Measures, Chaos City, 1973-1977 

Parole Sub-system 1973 1974 1915 1976 1977 
Indicators 

A. Number of 
Parol ees 

(1) District A 1160 1090 990 1064 1098 

(2) District B 1248 1157 '1093 1128 1202 

(3) District C 1008 981 985 936 966 
( I 

Total 3416 3228 3068 3128 3266 

B. Parolees with 
Technical Violations 

(1) District A 358 360 314 295 351 

(0 
:t:l: 

( ! 

(2) District B 220 195 209 189 210 L.U 
(3) District C 446 413 391 411 378' en. 

Total 1024 968 914 895 939 

C. Parolees with no 
Technical Violations 

(1) District A 802 730 676 769 747 

(2) District B 1028 962 884 939 992 

(3) District C 562 568 594 525 588 

- r I U t_x_y~i: 
0:: 
uJ 
X 11'\ 

W ' I 
I 

Total 2392 2260 2154 2233 2327 

D. County Caseload/ 
Offi cer 

(1) District A 111 114 129 120 137 

(2) District B 132 128 162 152 172 

(3) District C 77 75 120 115 121 

Average 107 106 137 129 143 

E. Reci di vi sm 'Rate 
(number rearrested/100 parolees) 14.8 14.6 18.3 16.2 19.8 

• • • 
Source: Department of Corrections, State of Paradise, Chaos City Office, 1978. 
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DATA SET 

QUESTION #1: Describe the trend in the number f 
five years. 0 recidivists during the past 

I 
~ 

I z 

TOO 

eoo 

eoo 
!! .. 
'S; 
.;; 

~ 400 

'0 
} 300 
~ z 

200 

100 

700 

eoo 

300 

200 

100 

y 

Table 2. 

Number of Recidivists Per Year 

N=508 

N.·471 

11173 11174 

N ::5111 

11175 

YEARS 

Soun:e: t;heol Clly Dlpt. 01 ComItlonl, 
1878, 

Table 3. 

N=839 

N=508 

111711 1 lin 

Number of Recidivists Per Year 

. 
(511 

• 
(471) 

• 
(839) 

y = 446.9 + 30.1 (x) 

r= .72 

~-------------------------x 11173 
(1) 

11174 
(2) 

11175 
(3) 

YEARS 

SourCI: ChlOl City Dlpt. 01 Correction • 
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DATA SET 

QUESTION #2: Estimate the parolee recidivism rate for 1978. 

Table 4. 

CY) Yearly Recidivism 
25. Rate 

P = 20.2 (0 
20 =1:1: I' 

~ --- W 
Q) Q. 

I § 15 en • • E ...... ., i -.- - U i ; a: a:: a:: 10 *" ! Y = 13.26 + 1.16X 
E W 
::I X z -

5 r = .81 W 

~---"--""""--"""'---r---.---- (X) 
1973 1974 1975 1976 1977 

Years 

Source: Chaos City Dept. 
of Corrections, 1978. 

V-S2-IG 

. '. 

J 
! • 

I 
I 

'J 
:~ 

.~ 

/ ) .. ,) [I , 

Ql 

e 

{)) 

to 

( ) 

r 
~ ~- -->.~-~>""'-::-~~--"~'I" ';" -" e.~ ..... '" , ~ 

DATA SET 

QUESTION #3: tWhhat iSidtihe relationship between the case load per officer and 
e rec vism rate? 

Tabl e 5. 

Recidivism Rate Related 
to Parole Officer CasE~load 

-rn 
i 20 
~ /' Q. 

Q) 8 
1;; or-... a:: l. 18 
E rn i 
:~ -rn 
'tJ 

~ .~ 
tU a:: cb a:: 16 • ... 
11 
E 
:::s 
Z - 14 A 

Y = .436+ .13X 

r = .963 

105 110 115 120 125 130 135 140 145 
Caseload Per Officer 

Source: Chaos City Dept. of 
Corrections 
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DATA SET 

QUESTION #4: If existing workloads were reduced 20%. what effect would this 
have on recidivism? 

20 

I l 18 

Q) 8 
1U -a: ~ 
E Q. 
tn i 16 
'; ..., 
.- (I) 

~ i 
a: cb 

a: 
! 14 
E 
::::I 
Z -

Table 6. 

Recidivism Rate Related 
to Parole Officer Caseload 

" Y = .436+ .13X 
r = .963 

.. ~--~--.. --.. ~~~~~--..... ~ 
105 110 115 120 125 130 135 140 145 

Caseload Per Officer 

Source: Chaos City Dept. of 
Corrections 
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DEBRIEFING NOTES 

A. Quest; on 1 

Describe the .trend in recidivism for parolees during the past five 
years? 

--------------------------------------------------------------~----~-~---------

SHOW ANSWER (Answer 6-a): 
Number of Recidivists Per Year 

700 

N.!IIl 
,......-

N.IIOI 

N.471 -I 
11 

I 
300 

200 

100 

1.73 1874 1m 

Iource: a- Cltr DIpt. of CorNI_ 
1878. • 

EMPHASIZE {Answer 6-a): 

+ X = 536 Recidivists 

+ s • 66 Recidivists 

YIAIII 

N -Il0l 

r----

N.13II 

~ 

1177 

+ Average Annual % Change • 7.~ in Recidivists 

+ Percent Cha'lge 1973 to 1977 is 26.3% 

+ Ntnnber of Recidivists 1:1 Recidivism Rate X Nunber 
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DEBRIEFING NOTES 

+ lim; tat ions: 

(1) Small data set 
(2) Need to extend data base 

1
31 Take x-secti on of most recent year 
4 Develop monthly data on recidivism for 
5 Other variables 

the peri od 

------------------------------------------------~-----------------~~------------

-------------------------------------------------------------------------------

SHOW ANSWE~ {Answer 6-b}: 

Number of Recidivists Per Year 
y 

700 

eoo 

IlOO Y = «6.9 + 30.1 (x) 

i . r= .72 
400 (471) 

'li 

I 300 

z 
200 

100 

x 
11173 1874 1975 me 'Ian 
(1) (2) (3) (4) (S) 

YEARS 

So ..... : CIMIoI Clly Dlpt. 01 ComIc1lonl 

EMPHASIZE (Answer 6-b): 

+ Slight Upward Trend 

+ Only a Fair Fit of the Regression Line: r2= .53 

+ Estimate of Annual Increase is 30 Recidivists 

-------------------------------------------------------------------------------
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DEBRIEFING NOTES 

B. Questi on 12 

What is the est~mate of the parolee rec.idivism rate for 1978? 

SHOW ANSWER (Answer 6-c): 

(V) Yearly Recidivism 
25 f~ate 

ao 

.1 -15 

A iJ 10 

! Y = 13.26 + 1.16X 

5 r = .61 

I:.--"'--~---t"---r--,....- (X) 
1173 1874 1875 1871 1177 

Sourc:.: CIllo, City Dlpt. 
01 eoo.cUon" 1m. 

V ... 

EMPHASIZE (Answer 6-c): 
A 

+ Prediction equation Y = 13.26 + 1.16X 

+ 1978 is 6th year, X = 6 
A 

Y = 13.26 + 1.16 (6) 
A 

Y • 20.22 Recidivists 

+ Decreasing confidence in estimate the farther the estimate is from the 
act ual data i ndi catted by confi dence i ntB" val 

+ Only five data points 

-------------------------------_._._---------------------------~----------------
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DEBRIEFING NOTES 

C. Questi on #3 

What 1s the relationship between the cdseload per parole officer 
and t he red di vign rate? 

-------------------------------------------------------------------------------
SHOW ANSWER (Answer 6-d): 

14 

Recidivism Rate Related 
to Parole Officer Caseload 

~.436+.13X 
/. r=.~ 

, , , , , i 
105 110 115 120 125 130 135 140 145 150 155 

C-.I* .,. OIIlcer 

Sourc:.: ChIoI CII I eon.ctlonl 

EMPHASIZE (~nswer 6-d): 

+ Describe X and Y x = 123.6 
Sx = 16.5 

+ Strong rel ati onshi pi r = .963, 51 91n ifi cant at .05 

+ Regression line fit:s data very well 

v = 
5y = 

16.7 
2.3 

+ Indi cates hi ghB" rE!ci di vi 911 rates tend to be associ ated with hi gher 
workloads 

+ Caseload increase clf 8, 1 ncreases t.he reci di vi sm rate by about 1 
person/lOO parol ees 

+ 

+ 

As workload (cases/officer) is reduced performance (recidivism) improves 

L imitati ons: 

(1) Small data set, although line fits data well 

(2) Caseload PB" offi CB" and reci div~ 911 may be functi ons of other vari abl es --------------------------------___ ~_~_.o~ _____________________________________ _ 
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DEBRIEFING NOTES 

D. Questi on 14 

If existing caseloads (142 parolees per officer) were reduced 20% what 
effect would this have on recidivism? 

SHOW ANSWER (Answer 6-e): 

Recidivism Rate Related 
to Parole Officer Caseload 

• 

• r = .963 

" 14 Y = .436 + .13X 

105 110 115 120 125 130 135 140 145 150 155 
eaMload Per Ofllcer 

Soure.: ChlO. Clly Dlpl. of Corrtcllonl 

EMPHASIZE (Answer 6-e): 

+ Caseload in 1977 • 142 parolees per officer 
... 

+ Prediction Equation y •• 436 + .13X 

i + 
. i 

+ 

20% Reduction: • 113.6 parolees per officer 
" Y = .436 + .13 (113.6) = 15.2 Recidivists/100 If X = 113.6 

parolees. 

Interpretation: A 20% reduction in the 1977 caseload level from about 
19.8 recidivists per 100 parolees to 15.2. 

L imitati ons: 

(1) Small data set, although line fits data well 
(2) Other variables may be responsible for relationship 
(3) Projections outside r,ange of data are suspect but r.ot in this case 
(4) Is it valid to presune that a reduction in caseload would result in a 

reduction in recidivism rate? Increasing time available for the 
parole officer may result in an increase in rearrest based on 
technical violations. 
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DEBRIEFING NOTES 

E. Quest; on #5 

Is the caseload of parole officers related to the incidence of 
techni ca 1 p aro 1 e v; 01 ati ons? 

-------------------------------------------------------------------------------

SHOW ANSWER (Answer 6-f): 

r "" Incidence of Technical Violation. By 
Parole Officer Ca.eload 

Caseload 
Low Modlum High TOTALI 

70-108 110-14Q 1!!D-1811 

PIIOI_wlth 868 3273 eoe 47010 
Technical VlolaUona (43,2%) (30.6%) (17.8%) (2Q.4'1'0) 

PIIOI .. a with no 1130 7421 2815 11388 
Technical VlolaUona (38.8%) (l1li.4%) (52.2%) (70.8%) 

TOTALI 1. 105i4 3423 18108' 
(100%) (100%) (100%) 

Bo~rce: Cheea City Dept. 01 eonecUon., 
1Q78. 

'Totll lrom Row. iland C ot Tobl. 1 lor 11111 .. VIII. 

X" calculltod ,. 412.78 
X· .08, 2dl. ,. 5.QQ 

~ \.. 

EMPHASIZE (Answer 6-f): 

+ 

+ 

There appears to be a significant, negative relationship between caseload 
size and the incidence of technical violation. 

Chi Square test of independence confirms a dependent classification. 

Comparing results from Question #4 and Question #5: 

A decrease in caseload will decrease recidivism, but is likely to increase 
technical violations. A typical tradeoff for these types of problems. 

76% of the parolees supervised on a low caseload had a technical violation 
while only 17.8% of the parolees supervised on a hi~ caseload had 
technical violations. 

Validity questions: Are parolee technical violations a fair measure of 
performance? Is caseload per officer M accurate measure of workload 
(i.e., varying requirements of individual cases for supervision.) 

Reli abil'lty questi ons: What chMges over time occurred in counti ng 
case10ads and violations? 

-------------------------------------------------------------------------------
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MODULE 5; INFERENTIAL METHODS 

VI. CONCLUSION 

A. Review the Module Chart and respond to 
participant questions. Begin the 
Briefing of Task #3 of the Major 
Exercise. 
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t«lDULE 6 
DATA INTERPRETATION -- SYSTEM 

The purpose of Module 6 is to introduce system analysis and to illustrate 
the use of the systen variables and rel ated measures in analyzing the criminal 
justi ce system. 

The instructor should define carefully, using appropriate examples and 
illustrations, the concepts, variables and measures introduced in this 
module. The Walk-Through illustration of input-output flow analysis should be 
used to discuss application of systen analysis. 

OBJECTIVES 

1. To describe criminal justice system problems 
using: 

a. System Concepts., Variables and Measures 
b. Flow Charts 
c. Descriptive Methods 

2. To analyze the systen using: 

a. Sys tern Conce pts, Var i ab 1 es and Meas ures 
b. Comparative Methods 
c. Input/Output Flow Analysis 

VI-I-IG 
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TOPIC 

SCHEDULE 

DATA INTERPRETATION - SYSTEM 

TIME ALLOC#[!.Q!! 

TIME 

I. INTRODUCTION ••••••••••••••••••••••••••••••••••• 10 minutes 

A. What is a System? ••••••••••••• 5 minutes 
B. What is the Criminal 

Justice System? ••••••••••••••• 5 minutes 
C. How can the Criminal 

Justice System be Analyzed? ••• * 
II. FLOW CHARTS •••••••••••••••••••••••••••••••••••• 40 minutes 

A. Uses ••••••••••••••••••••••••••• 5 minutes 
B. Types •••••••••••••••••••••••••• 5 minutes 

Walk-Through 'KD ••••••• ~ ••••••• 30 minutes 
FLOW CHARTS 

III. SYSTEM CONCEPTS •••••••••••••••••••••••••••••••• 70 minutes 

A. Overview ••••••••••••••••••••••• * 
B. Environment •••••••••••••••••••• 5 minutes 
C. Administration ••••••••••••••••• * 
D. System Operations •••••••••••••• 10 minutes 
E. System Operations Variables •••• 15 minutes 

Walk-Through, 'L' •••••••••••••••• 40 minutes 
FLOW ANALYSIS 

PAGE 

VI-3 

VI-3 

VI-4 

VI-7 

VI-7 

VI-7 
VI-7 

VI-12 

VI-20 

VI-20 
VI-21 
VI-21 
VI-21 
VI-26 

VI-34 

IV. CONCLUSION ••••••••••••••••••••••••••••••••••• 10 minutes VI-45 

TOTAl.. TIME 120 minutes 

* Less than 5 minutes 
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MODULE 6: DATA INTERPRETATION -- SYSTEM -. 
I. INTRODUCTION 

A. What is a System? 

1. A system is Iia regularly interacting 
or interdependent group of items 
forming a unified whole." 

COl1li1on goa 1 s • 

Dynamic character. 

Input/output model. 

-"---------~----------------------"----------~---

SHOW V.A. (6-1): 

GENERAL SYSTEM MC)DEL 

\Inputl JI---<<6>>--....,8 
Entering Br.,ow:h---.. 

-Prior 5U1C1 __ --. 

- T.f'mirditinllBrlll'W!h (Exlt~ 

EMPHASIZE (6-1): 

+ The generalizable charac,ter of this model • 

+ C~n be applied to into most administrative 
processes either at the "macro" e. g., 
criminal justice system level, or "micro" 
level, e.g., police department • 

+ Explain model terms. 

Note "feedback" arrows are not connected: 
feedback may be direct from a part·icular 
process or stage or from some other system 
component. 

... 

------------------------------------------------
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MODULE 6: DATA INTERPRETATION -- SYSTEM 

:t I 

B. What is the Criminal Justice System? 

1. The criminal justice system is a 
collection of agencies that perform 
an enm'mous complex of operations. 
These activities are organized in a 
sequenti al manner in response to the 
problemG created by the commission 
of criminal acts. 

2. The purpose of the criminal justice 
system is to deal with crime and 
delinquency. Each co~onent pursues 
specific objectives which may or may. 
not be COrlS i stent with other 
components of the system. 

3. In systems terms, the elements of 
the criminal justice system are the 
offender and other individuals who 
have been arrested for the 
commission of criminal acts,. 
criminal justice agencies and their 
personnel, equipment and facilities. 

4, Examples of external system inputs 
are commun ity att'itudes toward 
cr ime, pub 1 i c per capita 
expenditures for the criminal 
justice-system, and legislation. 
The influx of new offenders also may 
be considered an external input, 
however, the.flow of recidivists is 
often treated as an internal 
criminal justice input. Internal 
inputs would be the flow of 
offenders between criminal justice 
agenc ies and agency activities that 
impact the criminal justice system, 
such as court decisions that affect 
police and corrections. 

The criminal justice system produces 
a flow of individuals directed 
toward a speedy and just 
disposition. This flow is caused by 
the criminal acts committed and the 
Cli 11 s for servi ce they gen~r'ate. 

S. The components of the criminal 
justice system are interdependent. 
For ex~le, calls for service and 
the number of personnel available 
influence the number of dispatches 
made. The number of dispatches 
made, in tum, influences the number 
of arrests that are made; and the 
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~DULE 6: DATA INTERPRETATION -- SYSTEM 

nUmber of arrests made in the law 
enforcement subsystem provides flow 
to the judicial subsystem 
influencing its workload~~ Judicial 
wlJrkl oad, in turn, influences tr i a1 
diltes and consequently, trial times. 

6. ~ne 'tfay of viewing the criminal 
JLlstlce system, emphasizing its 
cQ1mponents, is presented in 
Exhibit 1. 

a. In Exhibit 1, law enforcement, 
courts and correctional 
agenCies, their personnel and 
their· facilities intercct in 
sU~h.a way that responses to 
crlmlna1 acts are made and case 
flows established. 

b. The agencies, their personnel 
facilities, equipment and ' 
budgets, as they respond to the 
offeryder and his acts, can be 
conSl dered the pr imary 
components of the criminal 
.justice system. 

c. The primary inputs to the system 
are the criminal acts. 

d. The primary outputs are the 
offenders, case flows and the 
time relationships involved in 
the processing of the individual 
through the system. 

e. The legal code and statutes 
which define crime, and the' 
criminal justice agencies 
provide the framework for the 
delivery of criminal justice 
services. 

f. Suggest how the general system 
mode 1 can be plugged into 
Virtually any point on the 
Exhibit, and would substantially 
contribute to beginning to 
untangle the "dynamic" 
characteristic of criminal 
justice. 
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Exhibit 1. The Criminal Justice System 

Pollee 

Prosecution 

Courts 

Corrections 

Revocation 

Compl.lnts ' 
Flied (Adults) 
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C. How can the Criminal Justice System be 
Analyzed? 

1. Flow charts. 

2. Input/Output analysis. 

3. Within these system analysis 
techniques using the tools taught in 
Modules 3, 4, and 5. 

II. FLOW CHARTS 

A. Uses of Flow Charts. 

1. Aid to Reader or Audience. 

2. It clarifies thinking. 

a. Identify gaps in knowledge. 

b. Tighten logic. 

B. Types of Flow Charts. 

1. Process flow chart. 

a. PhYsical flow of offenders from 
one component to another is 
shown. 

b. Exhibit 1 provided an e x a"" 1 e. 

2. Operations charts. 

a. Shows 'essential operational 
aspects of the system. 

b. Exhibit 2 provides an exa"" 1 e. 

c. Note that: 

A rectangle should be used 
to present an instruction or 
information. 

A diamond-shape is used to 
indicate decision points, or 
places where choices must be 
made. 

Arrows indicate the 
direction of the flow. 

.. Circles, ovals, or triangles 
indicate products or end 
points in the flow. 

Vr ... 7-IG 
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Exhibit 2. Operations Flow Chart, . 
Deployment Decision-Making System 

Collect Arrest, Incident k-------, 
-----~ and Intelligence Data 

racllcal 
Response 

No 

Source: Chaos CIIV Pollee Oepartment, 1978. 
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3. 

4. 

5. 

DATA HITERPRETATION -- SYSTEM 

Dependency Chains. 

a. Portrays a sequence of events. 

b. Dependance of various events and 
not flows is emphasized. 

c. Examples of a dependency chain 
are PERT Charts. 

Organizational Patterns. 

a. Exhibit 3 is an'organ1zational 
chart for Chaos City's Regional 
Planning tklit. 

b. 

c. 

Shows' relationships and flows of 
authority and responsibility in 
an organization. 

Generally. solid lines are used 
to indicate authority and 
responsibility. Dotted lines 
are used to 1nd icate II con fer and 
adv ise. II 

Convergence/divergence flow charts. 

a. A statistical flow of offenders 
may diverge or converge leading 
to one or several outcomes. 
This is the principle of a 
disposition tree. 

b. Disposition trees are a type of 
widely used flow chart in 
criminal justice. 

c. See Exhibit 4 fe)" an example of 
a disposition tree. 

d. The use and interpretation of 
various types of disposition 
trees is covered in the next 
secti on. 
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Exhibit 3. Organizational Ch~rt, Chaos City, Regional Planning Unit 

Chief of 
Planning 

Pl anner 

Clerk 

Source: 

Chief Administrator 

Deputy 

Chief of 
Processing 

Statistician 

P rog ramer 

-- -_. 

Chaos City, Regional Planning Unit, 1977. 
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Exhibit 4. Divergence Flow Chart 
Assault Arrests (Juveniles Only) Chaos City, 1977 

r Informal ~ 
I Adju stment 
\.. 13 ~ 

r 
r Case ~ 

Dismissed 
\.. 52 ~ 

r 
Referred To 
Court by DA 

138 

I 

Petition 
Filed in 

115 

I 

Juveni les 
Arrested 

318 

I'D' ,"", lVerSlon I 
I by Probat ion 
\.. 10, ~ 

I 
Sustained 
Petition 

63 

I 

Probation 
42 

Comitment 
21 

Source: ''Chaos City Regional Plaming ll1it. '1977. 
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FLOW CHARTS 

PURPOSE 

To illustrate the construction, uses, and interpretation of flow chan:" 
with related sunmirY tabulations of offender flows. 

INSTRUCTOR NOTES 

A. Go over the structure and design of a disposition tree (V.A. 6-2). 

B. Interpret the dispositi on with input percentages (V.A. 6-3). 

C. Interpret the disposition tree with decision point p~rcentages (V.A. 
6-4) • 

D. Interpret the disposition tree with elapsed time (V.A. 6-5). 

E. The time available for this Walk-Through is 30 minutes. 

F. FollOWing are four flow charts and three exhibits. The exhibits present 
two of the flow' charts in summary tabulations. The final eXhibit, which 
concl udes the Wal k-Through, compares the uses of trans act i on data as 
presented in the disposition trees, and summary tabulations. 
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DATA SET/WORKSHEET 

A. Disposition Tree 

-------------------------------------------"-----------------------------------

SHOW V.A. (6-2): 

DISPOSITION 
TREE 

STATE OF PARADISE 
1977 
'UONV 
AIIIII." 

I "'-utili 

iii iii 
L.ck Leek Inl .... t Vlctllll Wit"..... lletil otIMr 

01 o. o. lIe'u", Unaw .. l..... lelfch 
C."... I'roINIIIe Ju.llce to 

Cau.. ,,",_ule 

EMPHASIZE (6-2): 

+ The structure and design of the tree. This tree presents the flow of 
offenders in the State of Paradise for the year 1977. 

+ Try to anticipate offender flows with participants. 
-----------------~--------------------------------~-----------------------------
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DATA SET/WORKSHEET (Continued) 

B. Disposition tree with input percentages. 

SHOW V.A. (6-3): 

, .. "'. 

DISPOSITION TREE 
FELONY COUNT 

(with Input Percentagee) 
STATE OF PARADISE 

1977 

FELON V 
ARRESTS 

lT~~ 

~,o .. cutor 

COlI'. 
Wlrrantl 

and Indict mint' 
13000 
17.5%) 

i 
ComPllln. 
Rm~td 

1 .... 0%) 

In.ollen. 1a..!I.td y",llm --:I., 
4100 

12.1%) 

i I 
Campilln! Mlldem.lnor 

i 
F.lony 

1_. 1700 R.foH' ~~ co=,nf CO:~I"t 
(1 •• 1%) 

_ 11.0%) 10 
12.5%) ,,",o .. of. 12U%) 13'.1%) 

3700 
12.1%) 

EMPHASIZE (6-3): 

+ Point out that each limb of the tree represents part of the total. A 
major finding of this particular tree is that felony complaints only 
account for 19.1% of all felony arrests and that 8.5% of all those 
arrested are released. 

NOTE: 

1. Table 1 presents a different perspective on the data in V.A. 6-3. 

2. Note that (1) data presented are for a single county and not for 
an entire state; (2) the county data have been subdivided by 
arresting agencies; and (3) since Agency A accounts for nearly 63% 
of all dispositions the last column has been added to isolate the 
remainder of the agencies. 

3. Inspection of the table indicates that D & E are similar in 
perfonnance. This is verified by ca1cu1 ating an r = .94. 
Canparing Agency A with County Less A results in an r = .66 
indicating less simil cr perfonnance between A and other agencies. 
Also note that Agency A, while high on law enforcement releases 
and canplaints denied, is quite 1C7i4 on percent convictions. 
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COUNTY 
ARRESTING AGENCIES 

STATF.WIDE CHAOS 
(56 COUNTI ES) COUNTY AGENCY AGENCY AGENCY AGENCY AGENCY 

A B C 0 E 

Total felony arrests dispositions 174.069 19.698 12.351 3.793 1.326 684 506 

Not convicted - number 89.820 11.684 7.622 2.211 676 330 246 
- (% total) (51.6) (59.3) (61.7) (58.3) (51.0) (48.3) (48.6) 

• Law enforcement releases 8.5 13.9 ~) 0.7 8.6 7.3 6.7 

• Complaints denied 25.9 13.1 (9 11.0 18.0 17 .0 14.8 

• lower cOUrt 14.4 32.1 24.4 44.3 22.9 22.5 24.9 

• Superior court 4.0 .2 2.3 2.3 1.5 1.5 2.2 

Convicted - number 84.249 8.014 4.729 1.582 650 354 260 
- (% total) (47.2) (40.7) (38.2) (41. 7) (49.0) (51.7) (51.3) 

• Lower court 28.0 24.6 8 27.1 35.0 33.7 28.0 

• Su~rfor court 19.2 16.1 e 14.6 14.0 18.0 23.3 

Source: Chaos County. 1977. I I 
I 

r· .94 

1 
r· .66 

WALK-THROUGH IK' 

" 

, 

, 

) 

COUNTY 
LESS 

AGENCY AGENCY 
F A 

1.038 7.347 

599 4.062 
(57.7) (55.3) 

5.3 2.6 

8.7 11.4 

43.2 35.9 

0.5 2.3 

439 3.2R5 .l 
(42.4) (44.7) 

33.3 30.8 

9.1 17.0 1 ~ 

\i ; 

I 
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COUNTY 
ARRESTING AGENCIES 

STATF.WIDE CHAOS 
(56 COUNTIES) COUNTY AGENCY AGENCY AGENCY AGENCY AGENCY 

A B C 0 E 

Total felony arrests dispositions 174,069 19,698 12,351 3,793 1,326 684 506 

. 
Not convicted - number 89,820 11,684 7,622 2,211 676 330 246 

- (% total) (51.6) (59.3) (61. 7) (58.3) (51.0) (48.3) (48.6) 

• Law enforcement releases 8.5 13.9 .8 0.7 8.6 7.3 6.7 

• Complaints denied 25.9 13.1 8 11.0 18.0 17.0 14.8 

• Lower court 14.4 32.1 24.4 44.3 22.9 22.5 24.9 

e Superior court 4.0 .2 2.3 2.3 1.5 1.5 2.2 

Convicted - number 84,249 8,014 4,729 1,582 650 354 260 
- (X total) (47.2) (40.7) (38.2) (41. 7l (49.0) (51. 7) (51.3) 

e Lower court 28.0 24.6 0J 27.1 35.0 33.7 28.0 .. 

• Superior court 19.2 16.1 8 14.6 14.0 18.0 23.3 

Source: Chaos County, 1977, - I I 
I 

r = .94 
- - I 

r = .66 

WALK-THR'OUGH IK' 

C'''''''' 
J) 

~, 

C ':"",. o 

'. 

:;. 

AGENCY 
F 

1,038 

599 
(57.7) 

5.3 

8.7 

43.2 

0.5 

439 
.(42.4) 

33.3 

I 9.1 
, 

~ 

COUNTY 
LESS 
AGENCY 

A 

7,347 

,,-
4,062 

(55.3) 

2.6 

11.4 

35.9 

2.3 

3.21lS 
(44.7) 

30.8 
i 

17.0 
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DATA SET/WORKSHEET (Continued) 

C. Disposition tree with decision points. 

----------------------------------------$--------------------------------------

SHOW V.A. (6-4) 

DISPOSITION TREE 
FELONY COUNT 

(with Ded.ion Point Percent_gell) 
STATE OF PARADISE 

Pollel 

i 

Inluuiclent EIOJ'"ted VIC\lm 
Evlllenc:l 1700 RIIIIHI 
~ (tt.5%) 10 

(30 •• %) P'Olocutl 
3700 

(25.0%) 

EMPHASIZE (6-4): 

I 

1977 

FELONY ARRESTS 
t7~.000 
(t00%1 

Cou,t 
Warran •• 

Ind Indlctmontl 
13000 
(7.5%) 

OthOl 
411Oi) 

(33.1%) 

"OleculClf 

Complain' 
Denied 
45.000 

(30.1%) 

Mlldeml._ 
e_plllni 

".000 
,41.5%) 

i 
c~Jnl »,200 

(22.7%) 

+ Note how this format focuses attention on specific components of the 
decision, e.g., indicates the cons~qu~nces of certain decisions made by 
the prosecutor. 

+ When compared to the input percentage table, this chart indicates that, of 
the cases handled by the prosecutor, the felony complaint problem is more 
of a problem than was indicated by input percentages alone. 

+ This fonnat also emphasizes the relative importance of insufficient 
evidence as a reason for police release. 

-------------------------------------------------------------------------------

1. Table 2 presents the county level data on Law Enforcement releases. 

2. Note in Agency Band E the comparati vely hi dl percentage of 
exonerated arrestees. Agency A is much different from the 
remainder of county (r = .51). . 

3. When 1 aw enforcement releases are compared with total arrest 
disposition A = 20% versus B = less than 1% and a statewide 
average of 8.5% (from Table 1). . 
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DISPOSITION 

Total felony arrest dlsp,witions. · . 
Law enforcement releases •• . . · . 

• Insufficient evidence • · .... 

• Exonerated .••••••.•••• 

• Victim refuses to prosecute • · . 

• Further investigation • · .... 

• Unspecified, other ••• · . ... 

Source: Chaos County, 1977. 

------------------

jagle 2. Disp~sition Of Felony Arrests/Comparison 
o ounty Agencles (With Decision Point Percentages) 

Chaos County - 1971 

SELECTED COUNTY 

'" 
ARRESTING AGENCIES 

CHAOS 
COUNiY 

"~ENCY AGENCY AGENCY AGENCY AGENCY 

A B 
, 

C D E 
, 

~ 

19,698 12,351 3,793 1,326 684 506 

2,757 3,482 27 114 50 34 

76 .• 4 8 22.2 32.5 -8 5.9 

0.8 0.3 7.4 4.4 0.0 8.0 

12.6 12.3 7.4 20.2 16.0 2.9 

3.7 3.5 3.7 9.6 6.0 0.0 

6.5 2.0 e 33.3 22.0 €V 

WALK-THROUGH 'K' 

() 
C 0. (I 0 o 0 

, 

-
COUNTY 

LESS 

AGENCY AGENCY 

F A 

1,038 7,347 

32 257 

0.0 35.4 

€V 4.3 

28.1 14.3 

40.6 5.8 

0.0 40.0 \ 

/ ) I ({ 

!\ () -~"-tt-~-
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DATA SET/WORKSHEET (Continued) 

D. Disposition tree with elapsed times. 

-----------------------------------------------------------------~----~--------

SHOW V.A. (6-5): 

DISPOSITION TREE 
FELON\' COUNT 

(with Elap.ed Time) 
STATE OF PARADISE 

1977 

rElONY AAAESTS 
HlA 

c..,J...., 
""T:"" 

",".JIc ... ' E • ..l_ w.i.... i E"",,.. 1.11 ""' .... '0 orr c.Jj ..... ....L rJ... _ c ......... comp,!t" 
f.7 flfO'RUI. 

1.0 
U I.' 3.' 

EMPHASIZE (6-ti: 

+ This format represents for each limb, average elapsed time from point of 
arrest to release or to complaint requested and from there to disposition. 

+ Time is measured in days and includes weekends. 

E. Limits and uses of transaction data and summary tabulations. Table 3 
concludes the Walk-Through. 

, ' 
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DATA SET/WORKSHEET (Continued) 

Table 3. Uses Of Transaction Statistics/Disposition Trees 

SUMMARY 

* Traces the flow of offenders through the criminal justice system. 

* Aids in developing explanations of the observed characteristics 
when backlogs occur. 

* Permits measurement of the recirculation of offenders. 

* Helps in performing input··output analysis. 

* Helps in monitoring the system. 

LIMITS OF SUMMARY TABULATWNS 

* Can not be used to identify the impact of system changes. 

* Can not be used to elaborate the process or "dynamic" aspects of the 
criminal justice system. 

-------------------------------------------------------------
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MODULE 6: DATA INTERPRETATION -- SYSTEM 

III • 

A. 

SYSTEM CONCEPTS 

This section is to be presented in the 
manner of a group discussion with the 
instructor initiating the presentation 
of each concept and with subsequent 
group additions and expansions of 
definitions and examples. The 
instructor should provide an appropriate 
i 11u strati on for each concept. 

Overview of System Concepts. 

1. Environment, administration and 
system operations are difficult 
concepts to specify. 

2. All three are interrelated. 

3. The following dis~ussion will first 
consider definitions of the 
envi ronment and admin i strati on. 

4. Next, within the context of system 
operations will be a discussion of 
system operations variables. 

5. Finally, there is a comprehensive 
illustration of how these concepts 
and variables can be applied to 
system prob 1 ems. 

------------------~---------~-------------------

SHOW VeA. (6-6): 

.NVIRONM.NT~ 

.~--=~ 

-~----------------------------------------------
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MO ULE 6: DATA INTERPRETATION -- SYSTEM NOTES 
~~----~~~~~~~--~~~----~~------~~~~.,~' .' -----

B. Environment. 

1. Refer to Exhibit 5, define the 
concept, and discuss how it may be 
app 11 ed. 

C. Administrbtion. 

1. Refer to Exhibit 6 and discuss the 
definition, examples and 
app 1 i cat ions. 

D. Systems Operations. 

1. Refer to Exhibit 7 and discuss the 
definition, examples and 
applications. 
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Exhibit 5. Environment 

I. THE CONCEPT CONSIDERS: 

What factors outside the system affect the system? 

II. CONCEPTUAL DEFINITION: 

External interactions with the criminal justice system. Crime and 
conmunity characteristics which affect and are affected by the criminal 
j usti ce system. 

II I. EXAtf> LES: 

Community Characteristics 

Popul ati on 
Popul ati on Change 
Popul ati on Density 
Racial Composition 
Households Receiving 

Aid to Families with 
Dependent Children 

Unemplo.)1lient Rate 
Juvenile Population 
Attitudies 

IV. DISCUSSION: 

Crime Characteristics 

Type 
Magnitude 
Rate of Change 
Offender Characteristics 
Victim Characteristics 
Crime Characteristics 

- The environment places ,constraints on the range and type of system 
responses to crime: 

--Defines the overall mission of the system. 

--Chcrlges in public attitudes tQward offenders 
example: "punishment" vs. "rehabilitation". 

The envi ronment provi des external inputs to the system whi ch 
impacts system and agency administration. 

VI-22-IG 



Exhibit 6. Administration 

I THE CONCEPT CONSIDERS: 

How is the work to be organized and ma1aged? What are the goals and 
standards? 

II. CONCEPTUAL DEFINITION: 

Organizati on, management and operati ons' of the crimi nal justi ce system, 
components and agencies. 

I I I. EXAtf'LE5: ,,<til' 

- Agency Goal s CIld Standards. 

- Agency Policies and Procedures. 

- Agency Organization. 

- Personnel Skill and Training Level. 

I II. 01 SCUSSION: 

't I 

;\dministrative decision-making can critic"lly influence system 
operati (Ins by changi ng: goal sand standar'ds; resources and 
workloads; and the organization and procedures used. 

Environment, administration and system ope,"ation are 
interdependent CIld interactive. 
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Exhibit 7. System Operations 

I. THE CONCEPT CONSIDERS: 

How does the system fun~tion and how do components within the system 
i nterrel ate? 

II. CONCEPTUAL DEFINITION: 

The activities of a regularly interreacting group of agencies forming a 
unified whole and with a common goal. 

III. EXAMPLES: 

IV. DISCUSSION 

Water and Sewer System. 

School System. 

State Corrections System. 

State University System. 

Interstate Highway. 

Postal System. 

Criminal Justice System. 

Criminal Justice System is one of the most complex systems. 

System Operations CCll be further refined in te:rms of variables 
such as standards, goals, input, performance and outputs. These 
variables are explained further in the following section. 

, 



MODULE 6: DATA INTERPRETATION -- SYSTEM 

E. System Operations Variables and Measures 

1. As indicated in Exhibit #7, the 
concept of System Operations can be 
further defined as the variables: 

Standards 

Goals 

Input 

Performance 

Output 

2. Consider the relationship of these 
variables in an input/output model: 

SHOW V.A. (fcll 

INPUT ... 

EMPAHSIZE 6-7: 

THE RELATIONSHIP 
AMONG SYSTEM 

OPERATION VARIABLES 

PERFORMANCE 

STANDARDS 
AND 

GOALS 

OUTPUT ... 

+ Stand ard s and Goa 1 s are determ'J ned in 
Administration. Once determined, they serve 
as a framework for System Operations. 

+ Input and Output can be measured more 
readily than Performance. One of the 
primary purposes of systems analysis is to 
help the analyst measut"e Performance. 
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MODULE 6: DATA INTERPRETATION·,- SYSTEM 

3. The measures which can be used to 
operationalize Systems Operations 
variables are illustrated in the 
chart provided in V. A. 6-8. 

----------------------------------------~-------
SHOW V.A. (6-8): 

. 
ELABORATION OF SYSTEM OPERATIONS 

i 

EMPHASIZE 6-8 

+ Illustrates the break-Q~t and relationship 
of variables and measures to the concept of 
System Operations. 

+ These variables and measures are used as the 
bas'is for systems analysis in this Module. 

+ Use Exhibits 8-13 to further explain these 
variables and measures: 

, Standards (Exhibit 8) • 

Goals (Exhibit 9). 

Input (Exhibit 10). 

Performance (Exhibit 11). 

Output (Exhibit 12). 

Summary (Exhibit 13). 

-----------------------------------------------
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Exhibit S. Standards 

I. THE VARIABLE CONSIDERS: 

The ideal conditions for System Operations 

II. VARIABLE DEFINITION: 

An established criteria by which qualitative and quantitative judgements 
can be .made. . 

II I. .... MEAS UR ES : 

Standards are usually qualitative and or quantitative criteria for system 
performance which have external validity. Two commonly used performance 
standards are capability and capacity. 

A. Capability is the expected level of output at a planned level of 
productivity with a specified amount of resources in a given time 
period. 

Capability = Resource Measure X Product~vity Standard 

B. Capacity is the potential output when productivity is maximized with a 
specified level of resources in a given time period. 

IV. EXAftfLES: 

Capacity • Resource Measure X Maximum Productivity 
Standard 

A. Capability: Assuming a productivity standard of 1,SOO cases per judge 
per year and a court with 15 judges, the capability of the court would 
be 27,000 cases per year. 

15 judges X lSOO cases/judges • 27,000 cases/year 

B. Capacity: The minumum case cost during 1977 was determined to be $210 
and this figure is assumed to be a reasonable indicator of maximum 
productivity. Given an annual budget of $6,500,000 and assuming a 
maximum productivity of $210 per case, 30,952 cases could be processed. 

f f 

$6,500,'000 ;. $210/case = 30,952 cases 
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Exhibit 9. Goals 

I. THE VARIABLE CONSIDERS: 

Expectations for system performance 

II. VARIABLE DEFINITION: 

A desired future state; plans expressed as results to be achieved. usually 
general and not time limited. 

I II • MEASUR ES : 

Goals are made measurable when expressed as objectives. 

An objective is a specific condition to be attained by a specific set of 
activities, stated in time-limited and measurable terms. 

IV. EXAMPLE: 

Paradise Department of Corrections should provide high quality mental 
health care at all correctional institu.tions. 
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Exhibit 10. Input 

I. THE VARIABLE CONSIDERS: 

What will be processed? 

II. VARIABLE DEFINITION: 

The work to be processed and the resources allocated to enable processing. 

I II. MEASLRES: 

. There are three common measures of input: 

A. Units of Resources: Units of manpower, funds, and facilities to 
process work through the criminal justice system or its components. 

B. Units of Work: Units of persons, things or endeavors to be processed 
through the criminal justice system or' its components within a 
specific time period; usually some level of priority has been assigned 
to the work. 

C. Workload: The units of work to be processed per unit of resource in a 
given amount of time; usually expressed as a rate that compares 
measures of work to be processed with measures of resources budgeted. 

Workload = Work Measure 
Resource Measure 

IV. EXAMPLES: 

A. Units of Resources for an Anti-fencing Unit: 

Budget = $60,000 
Personnel = five full time sworn officers and one secretary. 
Equipment = three police cars; one video camera/recorder, etc. 

B. Units of Work: 150 motor vehicle accidents to investigate in January. 

C. Workload: 30 investigations per officer to be investigated in January. 

V. DI SCUSSION: 

A. When measuring resources make distinctions between: 

Operating staff (Detectives, etc.) and support staff (Clerks). 
- Capital expenditures and operating expenditures. 
- Fixed costs and variables costs. 

B. Generally, work measures cannot be directly compared between system 
components becilJse measures vary among ag.mcies. 

C. The Output of one system component (the number of work units which are 
processed in a given amount of time) .becomes the Work to be processed 
by ~ subsequent component of the system. 
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Exhibit 11. Performance 

I. THE VARIABLE CONSIDERS: 

The activities of organizations, units and individuals. 

II. VARIABLE DEFINITION: 

The executi on of policy, the condu'eh of, operati ons and the accompl isment of tasks. 

II I. MEASLR ES : 

There are three common measures of performance: 

A. Productivity: The anount of work that can be produced or processed 
with specified resources in a given amount of time. Productivity is 
us ua11y expressed as a rate that compares measures of output with 
meastb'es of resources budgeted or conslll1ed per unit of time. 

Productivity = Output Measure 
Resource Measure 

B. Efficiency: The anount of work to be done which is accomplished in a 
specified time. Generally, efficiency is expressed as a ratio' of 
output to work. Efficiency measures are usually expressed as a 

-) percentage Qt' as a fer cent change and in di rect i onal or comparative 
terms, i.e., more, ess, the sane. 

Efficiency = Output Measure 
Work Measure 

C. Effectiveness: The extent'to which standards, goals objectives and 
estimates are achi eved. Measures of effecti veness cc'xnpare the output 
achieved to a planned output or standard and are usually expressed as 
rates or percentages. 

Effectiveness = Output Measures 
Standard 
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IV. EXAftPLES 

A. Productivity: In December a five man squad investigated 80 accidents. 

Productivity = 80 accidents = 16 accidents per officer 
5 officers 

B. Efficiency: In 1978, the Chaos City Police Department followed up 
10,989 out of a total of 46,560 reported 1 arceny thefts. 

Efficiency = 10 989 1arceny~efts follow-ups during 1978 = 23.6% 
4&,560 reported 1 arceny thefts duri ng 1978 

C. Effectiveness: The objective of a police department is to est
6
ablish a 

response time on all non-emergency call s at no't greater than 
minutes. During the last year a sample of calls (n-685) was taken. 
620 of those calls had response times of 6 mi nutes or 1 ess. 

V. DISCUSSION 

Effectiveness = 620 Responses wlin 6 minutes = 90.?% 
685 calls requiring response 

within 6 minutes 

A. Productivity and efficiency need to be clearly distinguished by 
emphasizing the use of resources in deriving measures of productivity. 

B. Efficiency measures invite simplistic comparisons subject to 
si gn ifi cant meas urement error. 

C. Effectivness measures are often difficult to estimate since goals and 
standards are often qualitative and not anenable to quantification. 

D. Frequently the comparison 'of work~oad expe~ted and act~al productivity 
during specific time periods provlCE a basls for refimng estimates of 
capabi 1 ity, capacity and performance standards and obj ecti ves. 
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Exhibit 12. Output 

I. THE VARIABLE CONSIDERS: 

The products and services produced. 

II. VARIABLE DEFINITION: 

The number of workload units processed or produced at the end of specified time peri od. 

I II. MEASLR ES : 

Output 1S generally measured in terms of units produced or servi ces 
rendered in a specified time period. 

IV. EXAtoPLES: 

A. Products: The Prosecuting Attorneys office filed 36 complaints in 
District Court during January. 

B. Services: The Traffic; Division investigated ao accidents in December. 
V. DISCUSSION 

A. Output measures are most frequently expressed in terms of products and 
services produced. 

B. Remember the output Clf one component can become the work for the 
subsequent component. 
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Exhibit 13. Sunmary of System Concepts, Variables and MElasures 

I. ENVIRONMENT: 

What factors outside the zystem affect the system? 

II. AlJt1INISTRATION: 

How is the work to be organized and managed? What are the goals and standards? 

III.' SYSTEM OPERATIONS: 

How does the system function and how do coinponents within the system interrelate? 

A. Goals: What is expected? 

1. Objectives: What is expected in a given time periOd? 

B. Standat'ds: What is ideal? 

1. Capability: How much is expected to be done? 

2. Capacity: Ho~ much can be done using maximum potential? 

C. Input: What is to be processed? 

1. Resources: What is available to work with? 

2. Work: What is to be done? 

3. Workload: How much has to be done per unit of resources? 

D. Performance: What are the results? 

1. Productivity: What results are accomplished with the resources 
~sed? \ . 

2. Efficiency: How much of ' the work to be dohe is done? 

3. Effectiveness: How does the result compare to goals, standards, 
objectives or estimates? 

E. 'Output: What has been done? 
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PURPOSE 

FLOW ANALYSIS 

This Walk-Through illustrates input/output flow analysis using 
indexes and provides an example of the analysis of systems 
operations. It demonstrates the relationships among system variables 
and demonstrates how to measure and interpret these variables. 

INSTRUCTOR NOTES 

A. In introducing the Walk-Through, cover the following: 

1. This is an example of ,input/output analysis utilizing system 
variables and measures. 

2. This a comparative analysis using indexes derived from system 
measures. 

3. Specifically~ this is a court example--the same method and 
procedure could be applied to other components of the criminal 
j u s't ice system. 

B. Examine Table 1 - Input/Output Flow Model 

1. Describe system model 

a. Input-cases 

b. Process-court trials 

c. Output-fi na 1 d i spos'lti ons 

d. Feedback-backlog 

2. Point out concerns about: 

a. Backlog 

b. Low number of convictions 

3. The Walk-Through will analyze backlog problem and assess 
strategies to reduce court backlog. 

C. Measur1lng System Variables (Section A-E of Data Set and Worksheet) 

1. Analysis of problem (backlog) will be accomplished using system 
variables and their related measures. 
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INSTRUCTOR NOTES (Continued) 

2. Point out that the critical resources are time and judges for the 
backlog problem. 

3. Discuss each measure in the data set (Sections A - E) referring to the 
flow model (Table 1) when appropriate. 

4. In discussion, reiterate variable definitions relating them to 
measures. Emphasize the derived nature of most of the measures. 

5. Indicate that productivity, efficiency arid effectiveness are three 
different measures of performance. ' 

6. Key formulas and calculations should be placed on newsprint or on 
overheads to help participants expedite and maintain the continuity of 
the walk-through. 

D. Analyzing Systenl Data (Sections F-J of Data Set and Worksheet) 

1. State problem in system terms, for example, convert more work to 
outputs. try more cases. There are two extreme strategies. 

2. Strategy #1 - if productivity is fixed, then resources must be 
increased: 

a. To deal with backlog, judge resources must be increased. 

b. Th is strategy implies an increase in court budget and capacity. 

3. Strategy #2 - if resources are fixed, then productivity must be 
increased to take care of backlog problem. 

a. This strategy requires that actual productiv.ity must be increased. 

b. Use of productivity objectives or standards are an important aspect 
to this strategy. 

c. This strategy implies cases must be tried in less t'ime - which has 
implications for the quality of justice and fairness of the process. 

d. Key to this analysis is making participants aware of how the 
concepts help to structure the problem and how many system problems 
involve difficult tradeoffs--in this case between resources and 
equity. 

4. Explain Table 2 to participants and dis,cuss the tradeoffs made in 
determining an appr~priate mix of strategies. 

E. Time available for this Walk-Through is 40 minutes. 
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Table 1. Input/Output Flow Model 

Inputs Process 

Total Work 
30,000' 

• All measures are "cases" 

Arrests 
22,000 

New Trials 
1,000 

Previous Backlog 
7,000 

Convicted 
14,000 

Acquitted 
400 . 

Dismissed 
5,600 

New Backlog 
10,000 

Outputs 

Total Output 
20,000 
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DATA SET/WORKSHEET 

A. Resources 

1. 15 Judges 
2. 1,600 Hours/Judge/Year 
3. 96,000 Mi nutes/,)udge/Year 
4. 24,000 Judge/Hours/Year 
5. $6.5 Million Budgeted 

$6.0 Million Expended 

B. Work/Output 

1. Wor~ is 30,000 Cases/Year 

2. Out.lut is 20,000 Cases/Year 

'I I 

u 

()() 

(fl' 
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C. Workload (Based on Resource and Work Measures) 

1. 2,000 cases per judge per year required to process existing workload 

Wl1= W = 30,000 Cases/Year = 2,000 Cases/Judge Year 
~ 15 Judges 

*2. .8 judge hours per case required to process existing workload 

WL2z R = 24,000 Judge-Hours/Year = .8 Judge-Hours/Case 
-W- 30,000 Cases/Year (48 minutes) 

D. Productivity (Based ~n Resources & Output Measures) 

1. 1,333 Cases/Judge were tried last year. 
, 

Pl~ 0 = 20,000 Cases ~ 1,333 Cases/Judge 
R 15 Judges 

*2. $300 per case 

P2= R -$6.0 Million' = $300/Case 
-0- 20.000 Cases 

*3. 1.2 Judge-Hours per Case (72 mi nutes) 

P3= R = 24,000 Judge-Hours/Case = 1.2 Judge-Hours/Case 
-U- 20,000 Cases/Year (72 minutes) 

, 

*Instructor's Note: These are accepted reCiprocal relatiOhships that. 
are commonly used to express workload and productivity. 
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E. Efficiency 

1. Based on time series comparison • . 

Y~ar 1972 1973 1974 J9J6 1977 

Work 28,000 28,500 28,200 29,100 ~iO,Ooo 

Output 15,000 14,000 15,050 16,000 20,0:)0 

Efficiency = Outeut Measul7.!L 
Work Measure 

a. En = 66.6% = Outeut = 2~OOO X 100 
Work ,000 

. 
E72 53.5% = = Outeut = 15,000 X 100 

Work -m:uoo 
b. 66.6 - 53.5 = 24.5% improvement in percentage of cases processed 

53.5 in the past five years. 

2. Based on inter-agency compari,son. 

Chaos 

Wor 

Output 20,000 11,000 

*Based on calculated mean amount of work (in number of trials) and 
output of 15 criminal courts in the State of Paradise during 1977 
(excluding Chaos City). 

a. 

b. 

7 I 

EChaos = Output = 20.000 = 66.6% 
• Work 3),,000 

EState = Outeut = 11~000 - 84.6% 
, Work 1 ,000 

E = 66.6 - 84.6 = -21.3% 
84.6 

Chaos' Trial Court in 1977 processed 21.3% less of its work than did 
the other 15 trial courts in the State. 

VI-39-IG 

, 
." 

u 

( ) 

o 

()(!) D. 

( ) 

r. ' , . 
J 

J 

F. Effectiveness 

Effectiveness • Outeut Measures 
Standard 

1. Based on an objective of processing 24,000 cases, the court was 83.3% 
effective: 

Ef • 20 000 Cases <Outeut) X 100 • 83 3% , ~oo Cases (Pl anned Output) • 

2. Based on an objective of not 1 ncreas1.ng the backlog of 7,000 cases, 
the court was 42.8% ineffective: 

Ef • Output (Later Period) - out~ut (Earlier Periogl X 100 
Pl anned Ou put 

10,000 Case Backlog -' 7,000 Case Backlog X 100 
7,000 Case Backlog 

Ef • 42.8% 
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G. Capabil ity 
1. Assuming a productivity standard of 1,800 cases//yJUdge/Year one measure 

of the court's capability would be 27,000 Cases. ear. , 

Cl = R X ps = 15 judges X 1,800 C~ses/Judge = 27,000 Cases 

2. Assuming a productivity standard of $275/Case, a second measure of 
court capability would be 23,636 cases. 

C2 = R + ps = $6~500,oOO $275/Case = 23,636 Cases 

3. Assuming a productivity standard of 1 Judge-Hour/Case, a third m~asure 
of capability would be 24,000 cases. 

C3 = R t ps = 24,000 Judge-Hours t 1 Judge-Hour/Case • 24,000 Cases 

H. Cap~ity 

The minimum case cost during 1977 was determined to b~ $210 and this 
figure is assumed to be a reasonable indicator of maXlmum prQduc­
tivity (pm). Assuming a maximum productivity of $210 per case, 30,952 
cases could be processed. 
CAP = R t pm = $6,500,000 t $210/Case = 30,952 Cases 
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I. Determining Resource Requirements Based on Fixed Productivity Standards 

Step 1. The number of Judge-Hours (J-Hrs) required to meet existing work 
is 36,000 Judge-Hours. 

Rl • Work X Ps • 30,000 cases X 1.2 J-Hrs/Case = 36,000 J-Hrs 

Step 2. The total number of 'judges required to meet existing work is 
determined by converting Judge-Hours into Judges. Since there 
are 1,600 Judge-Hours/Judges A~ailable the number of Judges 
required is 22.5 Judges. • 

R2 = Rl = 366°00 Jud~eS-HoLlrs = 22.5 Judges R2 T,Ol) Judge- ours/Juage 

Step 3. Therefore, 7.5 additional judges are required to process all 
cases, assuming a .productivity standard of 1.2 ~}-Hrs per case • 

Step 4. This requires a resource inc~ease of 50% in the number of Judges. 

R3 • R (Requi,rG§J ,,-" R (Existing) X 100 
1Fl'EXTsii n 9 i 

R3 • 22.5 ro 1S X 100 ~ 50% 
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J. Determining Workload Requirements Assuming Fixed Resources 

Step 1. The workload necessary to process all 30,000 cases is: 

WLl = W = 30,000 Cases = 2,000 Cases/Judge 
~ 5 Judges 

Step 2. Similarly, the workload necessary for each Judge to process 
2,000 cases is: 

WL2 = R = 1,600 Judge ... H~~rs. = .8 Judge-Hours/Case '. 
T 2,-000 Cases' . (48 Judge Min./Case) 

Step 3. Accepting 48 Judge minutes per case as a productivity standard 
(Ps) would require a 50% increase in productivity. 

Where: Productivity (P) equals 72 Judge minutes per case and 
productivity standard = 48 Judge minutes per case (see: 
Walk-Through liLli, Data Set Worksheet, D. Productivity, 3). 

P - Ps X 100 = 72-48 X 100 = 50% 
48 
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K. Comparative Analysis of Two Strategies ffir Reducing Court Backlog 

1. Strategy l--increase number of judges (increase resources) 

If productivity remains 1.2 Judge-Hours per case and resources are 
increased to 22.5 judge(~, the court backlog will be reduced to zero. 

2. Strategy 2--reduce average time per case (increase productivity) 

If resources remain at 15 judges and productivity is increased to 48 
Judge-Minutes per case, court backlog will be reduced to zero •. 

3. The following table allows co~arison of these two :strategies. The 
nUlooers inside the table represent court backlogs at varying levels of 
court productivity and resource. 

Table 2. Comparing Changes in Resources and Productivity 
and Resulting Court Backlog 

Productivity Resource (R) 
. Standard (PS) 

( Judge-Minutes/Case) (Number of Judges) 

15 17 19 21 23 

72 10,000* 7,333** 4,666 2,000 0 

62 6,774 3,677 580 0 0 

52 2,308 0 0 0 0 

42 0 0 0 0 0 
:t 

Backlog = Work - Resources 
Productivity Standard 

*Existing Backlog (given 15 judges and 72 Judge-Minu'::es/Case) = 
30,000 cases - (llL ud es X 96 000 Jud e-Minut~s/Year) = 10,000 Cases 

72 Judge-Minutes Case 

**Estimated Backlog (given 17 Judges and 72 Judge-Minutes/e"se) = 

30,000 Cases - (17 Judges X 96,000 Judge-Minutes/Year) = 7,333 Cases 
72 Judge=Minuteslcase 
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MODULE 6: DATA INTERPRETATION -- SYSTEM NOTES 
v. COOCLUSION 

A. Review the Module Chart. 

a:.. 
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Module Six Chart: 
Data Interpretation System 

No 

No 

Flow 
Charts 

System 
Variables 

& Measures 

System 
Variables 

& Measures 

System 
Variables 

& Measures 
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MODULE 7 
PRESENTATION OF FINDINGS 

This module suggests methods of making effective presentations both 
wr'itten and orally before an audience. Although the lecture is relatively 
br'i ef, it s importance cannot be stre ssed enough since all the produc ts of 
amllysis are useless if they are not persuasively presented to the p'roper 
individuals and organizations. 

The lesson is divided into three segments: an introduction which includes 
a technical chec~list of the major topics necessary for sound analys'isj a 
discussion of the importance of understanding the roles, motivations,. and 
purposes of the various actors, including the analyst, in criminal justice 
decision-making; and finally, a list of guidelines for making strong~~r written 
and oral presentations. 

This module should last no longer than 60 minutes. The instructlor should 
take care throughout the presentati on to provi de gui dance to participants for 
their presentations required in the Major Exercise. Following this module 
participants will have an opportunity to complete their problem statements and 
prepare their presentations which will take place on Friday mornin~. 

OBJECTIVES 

1. To develop a sound perspective on criminal 
justice problems using: 

a. Knowledge about the roles of principal 
part.icipants and concerned parties 

b. Audience informatil,>n. 

2. To develop a complete i.md effective presentation 
by: 

a. Using presentation guidelines. 

b~ Using good organization and appropriate content 

c. Using appropriate briefing materials and 
taking care to develop an effective 
presentation manner. 

d. Recognizing the interdependence of technical 
preparation and proper perspectives in making 
presentations that influence decisions. 
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TOPIC 

SCHEDULE 

PRESENTATION OF FINDlNGS 

TIME ALLOCATION 

TIME 

I. CONSIDERATIONS IN PREPARING PRESENTATIONS ••••• S minutes 
A. Preparation •••••••••••••••••• * 
B. Responsibilities ••••••••••••• * 
C. Cautions ••••••••••••••••••••• * 
D. Objectives ••••••••••••••••••• * 
E. Technical Checklist •••••••••• * 

II. AC HI EV.ING PER SPECTI VE .......................... 10 mi nutes 
A. Role/Pol]ticians ••••••••••••• * 
B. Role/Citizens •••••••••••••••• * 
C. Role/Administrators •••••••••• * 
D. Role/Analyst ••••••••••••••••• * 

III. GUIDELINES ~OR EFFECTIVE PRESENTATIONS •••••••• lO minutes 
A. Uses ••••••••••••••••••••••••• * 
B. Gu i de 1 i ne s • • • • • • • • • • • • • • • • • •• * 
C. Clarification/Interpretation. * 
D. Contrasts/Comparisons •••••••• * 
E. Illustrations/Examples ••••••• * 
F. Anticipate Questions ••••••••• * 
G. Important Terms •••••••••••••• * 

IV. PREPARING A WRITTEN REPORT •••••••••••••••••••• 20 minutes 
A. Content ..........••.•.•.....• 10 
h. Guides ••••••••••••••••••••••• * 
C. Organization ••••••••••••••••• 10 

V. CONDUCTING A BRIEFING •••••••••••••••••••••••• ,.lO minutes 
A. Briefing Materials ••••••••••• * 
B. Manner ••••••••••••••••••••••• * 
C. Balanced Presentation •••••••• * 

VI. CONCLUSION ••••••••••••••••••••••••••••••••••••• S minutes 
A. Balance •••••••••••••••••••••• * 
B. Review •••••••••••••••••••••• ~ * 

TOTAL TIME 60 ml nutes 

* Less than S minutes 
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MODULE 7: PRESENTATION OF FINDINGS 

I. CONSIDERATIONS IN PREPARING PRESENTATIONS 

A. Preparat i on 

1. When presentations are not properly 
prepared, essential facts and 
messages are either destroyed or 
lost. 

2. Presentation should be considered a 
"selling of products", not just a 
"problem statement. II 

B. Responsibilities 

1. Analyst or presenter must be certain 
the information is transmitted 
clearly and succinctly. 

2. When presenting a report an analyst 
should assume ownership and be 
responsible for its contents. 

3. ' The report should be in a form that 
is meanin~ful to the audience/reader. 

C. Cautions 

1. Because of brief audience interest 
span, if a presentati Oil is rambling 
or confusing most of the audience 
wi 11 IIturn off. II 

2. With rare exceptions most of the 
problems that fallon the analyst's 
desk are not pure ly IIcr 'imi na 1 
justicell in nature. 

3. Rather, the problems are usually 
complex issues that touch and 
concern many other thing~: 

a. Other IIsystemsll 

b. Other "problems ll 

c. Other people 
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PRESENTATION OF FINDINGS 

D. Presentation Objectives 

1. Develop in your problem statement a 
sense of the "larger picture." You 
should not only address the concerns 
of the audience but also the related 
concerns and presumed causes 
identified by the analYSis. 

2. The problem or issue should be 
separated into two essential parts: 

a. The nature of the issue. 

b. Authority of the audience. 
3. The presentation should answer the following questions: 

a. Why is the problem important? 
b. What areas can the 

decision-makers effectively 
devote their attention to? 

4. Efforts need to bel expended to 
overcome the major barriers to 
effective presentations: 

a. The presentation of complex 
technical information. 

b. Inadequate data/informati on. 

c. Inadequate too 1 s .• 

d. Limitations of time. 

e. Staff skills. 

5. "Refinement" should be considered as 
a continuous process; however the 
reality of today's world is that 
frequently public decisions are 
rarely based on any sophisticated 
"analysis" but rather on other 
things: . 

a. Conventional wisdom. 

b. Distorted and/or untested 
data/information. 
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MODULE 7: PRESENTATION OF FINDINGS 

SHOW V.A. (7-l): 

Technical Checklist 

v' Is there a well-stated conceptual foundation 
for the problem statement? 

v' Have the critical hypotheses been selected? 

v' Are the variables and measures reliable and 
valid? 

v Are the statistical techniques used 
appropriately? 

v' Are the data used effectively and Interpreted 
correctly? 

EMPHASIZE (7-1): 

+ Conceptual foundation is the f~rst building 
block of a Well-stated problem. 

(1 ) 
(2) 

Cl arity 
Directly related 
concern(s) 

(3) Causality 

to audience's 

+ The hypotheses should directly relate to 
concepts and shollld exhibit the 
characteristicl~ ~dentified in Module 2: 

(1) Measurable 
(2) Accurate 
(3) Testable 
( 4) Importance 

+ The set of hypotheses used should be 
comprehensive: 

(1) Magn itude 
(2) Rate of Change 
(3) Temporal Aspects 
(4) Seriousness 
(5) Persons Aff ec ted 
(6) Spatial Aspects 
(7) System Response 
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MODULE 7: PRESENTATION OF FINDINGS 

+ The measures selected should be: 

( 1) Re 1 i ab 1 e 
(2) Valid 
(3) Cdrefully qualified in terms of 

definitions and potential sources of 
measurement error. 

+ The statistics used should be: 

(1) Correctly Selected 
(2) Properly Interpreted 
(3) Useful to Reader/Audience 

+ The final problem statement should meet all 
the above, as well as covering the problem 
statement characteristics--contained in the 
definition of Problem Statement in Module 
1: A written document or oral presentation 
which comprehensively describes the nature 
magnitude, seriousness, rate of change, ' 
persons affected, and spatial, and temporal 
aspects of a problem using qualitative and 
quantitative information. It ident'ifies the 
nature, extent, and effect of system 
response; makes projections based on 
historical inferences, and rigorously 
attempts to establish the orgins of the 
problem. 

------------------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

B. Role Behavior of Private Citizens. 

-------------------------------------------------

SHOW V.A. (7-3): 

ROLE BEHAVIOR OF PRIVATE CITIZENS 

• Concerned About Costs 

• Want To Know Impact On Community 

• Expect Response to Concerns (Real and/or Imagined) 

---------~--------------.----------
EMPHASIZE (7~3),: 

+ Interest groups form in response to concerns. 

+ Analyst needs to be sensitive to 
perceptions, and not just facts. 

+ Problem statement should be prepared with 
cost and impact criteria explicit. 

+ Methods of Communicating Concern 

a. Letters to Editor/Politicians 
.' . 

b. 'Public Hearings 

c. Other Less Formal Methods 

---------------------------------------------~---
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MODULE 7: PRESENTATION OF FINDINGS 

C. Role Behavior of Administrators 

-----------------------------------------------

SHOW V.A. (7-4): 

ROLE BEHAVIOR OF 
CRIMINAL JUSTICE 
ADMINISTRATORS 

• Accountable for programs. 
• Delegate authority. 
• Protect turf. 
• Not rewarded for efficiency. 
• Get it in writing. 

E~tPHASIZE (7-4): 

+ Administrative Accountability for ·Funds and 
Programs 

+ Need for Delegating Authority 

+ Lack of Incentives for Efficiency 

+ Problem statements should reflect attention 
to programmatic aspects of the concern. 

+ Attention must be given to the measures mos 
amenable to interventions. 

------------------------------------------------
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D. Role of Analyst 
------------___________________________ u ______ _ 

SHOW V.A.( 7-5): 

OPTIMAL ROLE BEHAVIOR 

OF ANALYST 

• Objective 

• Realistic 

• Flexible 

• Sensitive 

- Politics 

~ Emotional Issues 

• Future Oriented 

EMPHASIZE (7-5): 

+ Need for care and attention to detail, e.g. 
edit fu11y--numbers, writing, labels. 

+ Must anticipate and be proactive -- a . 
"problem seeker" as well as responsive to 
circumstances. 

-----------------------------------------------
III. GUIDELINES FOR EFFECTIVE PRESENTATIONS 

'f , 

A. Uses 

1. Guidelines can serve as an 
instrumel1t to minimize major 
mi stakes •.. 

2, Improved presentations can be an 
effective medium for communication 
between the analyst and 
dec i s i on-mak er. 

3. These quide1ines are relevant to 
both written and oral presentations. 
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B. Gu ide 11 nes 

------------------------------------------------

SHOW V.A. (7-61: 

PRESEN'TATION GUIDELINES 

1. Emphasize Priority Message 

2. Clarify and Interpret Finding by 

• Using Contrasts and Comparisons 

• Using illustrations and Examples 

3. Anticipate Questions, Problems, Assumptions 

4. Use Terms Important to the Audience 

EMPHASIZE (7-6): 

+ Stick to priority. message. An analyst 
Simply cannot hope to impart all the 
i nformat i on co 11 ec ted and interpreted; 
rather the analyst should select and develop 
those priority messages which are of major 
importance to the decision-maker. He or she 
should include the minor issues in his 
references which may be part of the 
supportive materials. 

+ Dec i si on-mak ers have 1 im i ted time to dev ote 
to the task of listening to staff reports 
and studies, regardless of the critical 
nature of the problem and painstaking 
ana 1ys is. 

+ If the ana lyst doesn It maximi ze th is 
opportunity, it will leave the audience with 
a blurred impression or, even worse, 
outright incorrect impressions. 

------------------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

C. Clarification and Inttlrpretation 

1. The audience should be aware at the 
end of a presentation what the 
problem actunlly ml!ans to them. 

2. If, through researl:h, the analyst i 
reasonably informed as to the 
aud i ence I s 1 eve 1 of awarene 5S, the 
presented mat.eria1s should have sam 
context that will reinforce both 
interest and memory. 

3. Avoid over-interpreting the data. 

4. Avoid, as well, too much data. 

-------------------~----------------------~~---

SHOW V.A. (7-7): 

Crimi 
Froqulnr.r 

CRIME X 
Vlliordir • Todlr • Tomorrow 

VIIllRllr Tomorrow 

lIour .. : Hrpolhlll~11 DIll 

EMPHAS I ZE (7-7): 

+ Problem statements should provide, if 
possible, a sense of the past, present, and 
future. 

(1) What is the history of the problem? 

(2) What is the cUi~rent problem? 

(3) What might be the result of inaction? 

------------------~----------------------------

VII-12-IG 

u 

NOTES 

(D 

" 

, , ) 

D 

~! .",' 

( ) 

MODULE 7: PRESENTATION OF FINDINGS 

D. Use Contrasts and Comparisons 

1. Reinforce the context of the 
presentation, by comparing the 
problem with knowledge the audience 
already has. 

2. This consideration is particularly 
important whe:n the messages are new 
and innovative. I 

3. Comp ar i son a 1'50 he 1 ps the aud i ence 
more clearly envision the possible 
effects at rE!su1ts. 

E. Use Illustrations: and Examples 

SHOW V.A. (7-8): 

CRIME ~~ AS A 
PERCENT OF TOTAL CRIME 

197'7 

CRIME X • 

OTHER CRIME D 

Source: Hypolhltlcil Oata 

EMPHASIZE (7-8): 

+ Make the message conVincing by stressing 
pertinent facts. 

+ Hold attention and focus it. 

+ Avoid tangled logic. 

+ Use contras,s, comparisons, and analogies. 
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MODULE 7: PRESENTATION OF ~!NDINGS 

+ 

+ 

Use illustrations the audience knows, e.g., 
time neighborhoods. Most people tend to 
remeffiber better when ideas are transmitted 
by picture or example. 

Illustrations are particularly suitable to 
the criminal justice field where the data 
1 end themselves to charts, graphs, and 
di agrams. 

F. Anticipate Questions and Issues 

---------------~--------------------------------

SHOW V.A. (7-9): 

ANTICIPATE QUESTIONS AND ISSUES 

• Identify Assumptions 

• Develop Awareness 

• Establish Credibility 

• Prepare for Presentation 

EMPHASIZE (7-9}: 

+ ~1ake exp 1 i cit the assumpti ons of your 
presentati on. 

+ Brainstorm the problem/presentation with 
others to develop an awareness of what the 
weak points are and where to anticipate 
questions. 

+ If a question is beyond available 
information, don't deceive your audience. 
To do so and be caught can ru in an ana lyst $ 5 
credib 11 ity. 
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+ Rehearsal and editing should be from the 
audience and reader's perspectives. 

+ Plan responses to anticipated questiO!1s. 

G. Use Terms Important to the Audience. 

1. While the technical language is 
helpful if the group can use it, it 
is not if there are no technically 
tra ined people. 

2. CGnversely, if the audience has 
technical knowledge, then technical 
terms should be used appropriately. 

3. Audiences and decision~makers resent 
efforts at being manipulated or 
patron ized. 

IV. PREPARING A WRITTEN REPORT 

Note: If possible this should be drawn 
from participants in class discussion: 

Written Reports 

1. Provide greater detail than oral 
reports. 

2. Can supplement oral reports. 

3. Are essential in situations where 
the analyst is unable to provide 
oral reports. 

4. Can be broadly disseminated. 

5. Provide necessary documentation for 
program development and evaluation. 

Note: Th is informati on should be 
oriented toward aSSisting participants 
in preparing the required portfolio for 
the Major Exercise. 

A. Content 

1. Avoid Major Omissions 

2. Logical Organization is Vital 
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MODULE 7: PRESENTATION OF FINDINGS 

3. Consistency of Form, as well as 
content, is essential. 

a. Constant Revision and Editing 

b. Familiarity with the Report 

4. Writing must be Clear and to the 
Poi nt. 

5. Report should Highlight the Priority 
Mess age( s). 

B. Guides for us, of quantitative data and 
statistics it written reports: 

1. Purpose of data in a report must be 
clearly understood by the writer and 
the reader. 

a. Data are useful in focusing 
attention. 

b. Can be used to build confidence 
in the conclusions. 

c. Too much or poorly organized 
data can confuse the 
presentation and understanding. 

2. Data should be integrated into the 
narrative. 

a. Use Proper Labels 

b. Proper interpretation of the 
data requires a narrative fur 
every table, chart, or graph 
used. Don't leave the 
interpretation of a table, 
chart, or graph up to the reader. 

c. Data should support the text, 
not challenge it. 

3. Selection of data should be made on 
the basis of its relevancy, clarity, 
validity, reliability, and 
assistance to the reader in 
understanding the problem. 

4. The presentation guidelines 
presented in Part III should be 
fo 11 owed. 
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MODULE 7: PRESENTATION OF FINDINGS 

C. Written Report Organization. 
-------------------------------------------------
SHOW V.A. (7-10): 

WRITTEN REPORT ORGANIZATION 
Section 1.0 

Section 2.0 

Section 3.0 

Section 4.0 

Section 5.0 

Section 6.0 

Introduction 
1.1 Statement of concerns 
1.2 Nature and source of concerns 
1.3 Scope of concerns 

An.IYIII MethodolollY 
2.1 Definition of terms usad 
2.2 Measurement reliability and validity 
2.3 Data Collection procedures used 
2.4 Statistical Methods used 

Flndlnlll 
3.1 Conceptual Hypothesis #1 - Supporting variable and 

measurement hypotheses. results, Interpretations and 
conclusions 

3.2 Conceptual Hypothesis #2 - Supporting variable and 
measurement hypotheses. results. interpretations and 
conclusions 

3.3 Etc. 

Olicuilion of finding I in lIeneral 
4.1 Discussion of findings in relation to the concerns 

eKpressed 
4.2 Discussion of limitations 

Summary 
6.1 Highlights 
5.2 Conclusions 

Appendices 

EMPHASIZE (7-10): 
+ Remind the participants that this is 

consistant with the organization of the 
problem statement used in Walk-Through B in 
Module 1. 

+ Indicate that this is a suggested format, 
that attempts to structure the presentation 
·in a logical order. The format is not as 
important as the logic of the organization. 

+ The product of Task 4 of the Major Exercise 
is to use this format. 

+ Priority messag~s should be in 5.1 
(h i gh 1 i ght s) • 

+ Data reporting should not mask message or 
scare reader. 

+ Tables and charts, unless 'used rigorously 
and sparingly, can be negative symbols. 
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MODULE 7: PRESENTATI 

+ The problem statement should include all 
appropri ate information. In some instances 
full information m~ not be available or 
applicable. In other instances the audience 
may require an abbreviation or sunmarization 
of report sections. The analyst must above 
all else be aware of the audience to whom 
the problem statement is addressed and must 
emphasize the elements of special interest 
to that audience. 

+ One of the biggest problems in providing 
information for decision-making is how to 
get decision-makers to deal with important 
details.> Special formats such as an 
executive summary of the problem statement 
can be instrumental in building interest and 
directing attention to specific areas of the 
full-report. 

-------------------------------------------------
V. CONDUCTING A BRIEFING 

A. Briefing Materials 

1. Use of f1ipcharts, overheads, slides 
or other visual aids can be 
effective if clear, neat and 

;- I 

i nformat i ve. 

2. Be sure that the visual aid is 
relevant to your priority message(s). 

3. Be sure that the visual aid does not 
lead to questions ~or which you have 
no answers, e.g., know your data 
source's assumption behind the 
visual aid. 

4. Avoid excessive visual aids. This 
can detract from and confuse your 
message. 

5. Prepare a summary to distribute 
which succinctly covers the content 
of your briefing. 

B. Manner of Presentation 

1. If more than one person will make 
the presentation, clearly specify 
individual responsibilities in the 
briefing, e.g., one person wi'll 
cover Introduction, another 
Methodology, a third Findings, and 
possibly a fourth the Summary. 
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MODULE 7; PRESENTATION OF FINDINGS 

2. Speak to your aud i ence, be d i rec t, 
and know your own material. 

3. Face your audience and locate your 
visual aids in a manner so that the 
are easily read. 

4. Avoid "loaded" words and negative 
synbo1s. 

5. Be responsive to audience reactions 
and questions. 
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MODULE 7: PRESENTATION OF FINDINGS 

C. Provide a balanced presentation: 

-----------------------------------------------
SHOW V.A. (7-lll: 

+ 

IT'S REALLY 
A MATTER OF BALANCE 

EFFECTIVE 0 DECISIONS 

PROBLEM 
STATEMENT 

Problem specification, measurement and data 
interpretation, by themselves, are 
insufficient. 

+ They must be refined and adjusted to the 
interests, concerns and perspectives of the 
audience. 

------------------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

VI. CONCLUS ION 

A. Finding Balance in Presentations: When 
well done, a problem statement, both 
written and orally presented, is a 
delicate balance among problem 
specification, measurement and data 
i nterpretati on. 

1. Analysis with Inadequate Problem 
Specification and Measurement. 

-------,._---------------------------------------
SHOW V.A. (7-12): 

I. Analysis With Inadequate Problem 
Specification And Measurement I 

Lacks 
Problem 

Specification 

Problem Statement 

Adequate Data Interpretation 

EMPHASIZE (7-12): 

+ If too little empha~is is given to the 
conceptualization of the problem, the 
resulting hypotheses will suffer accordingly. 

+ Typically, when too little thought is given 
to concepts, the result is massive IInumber 
crunching ll without the production of much 
information. The analyst compares, graphs, 
contrasts, correlates, tabulates, and 
re-analyzes large volumes of data which 
result from an aimless searching when 
specific hypotheses are not constructed. 
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M D E 7: 

+ Example: Suppose a patrol commander were to 
ask for an analysis of the department's 
performance without reducing his vague 
conce~ns to specific concepts. The result 
would be dismay, ambiguity, excessive 
analytic false starts, and the production of 
a confusing accumulation of answers without 
questions. 

2. Analysis with Inadequate Measurement 
and Data Interpretation. 

------------------------------------------------
SHOW V.A. (7:~: 

+ 

II, Analysis With Inadequate Measurement 
And Data Interpretation 

Laeks Data Interpretation 

Another type of imbalance 1nvolves 
insufficient measurement. In this situation 
concerns have been refined to specific 
concepts; but the process for securing data 
to analyze these concepts is haphazard, 
unscientific, superficial, or mismanaged. 
Not infrequently, the analyst is presented 
with specific questions; but, due to the 
pressures of time, inadequate preparation, 
or insufficient technical capability, the 
measurement of the concepts is insufficient 
or inadequate. The statistical procedures 
employed are superficial. Sampling 
procedures are inadequate. The amount of 
data gathered is too small or 
unrepresentative. Computational errors are 
made, and inappropriate statistical 
procedures are applied. 
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MODULE 7: PRESENTATION OF FINDXNGS 

+ 

+ 

Example: The crime analyst responds to the 
patrol commander's concerns about 
performance,by exami~ing only the calls for 
pol1ce serVlce on Frlday and Saturday 
nights, disregarding the other days of the 
week. Or imagi ne if the analyst doesn't . 
take into consideration seasonal 
fluctu~tions and the effects of climactic 
conditlons on response time. Or use of a 
statistical technique or graphic'technique 
because the analyst is familar with the 
~echnique and fails to recognize situations 
1n which the technique is inappropriate. 

This type of imbalance results in problem 
statements which are superficial and 
unsubstantiated. The results of such 
analyses are difficult to replicate and do 
not lead to confident generalizations 
Since this imbalance frequently results in 
superficial analyses, the resulting problem 
st~tements include suggested alternatives 
WhlCh attack symptoms not problems. They 
address the transitory aspects of the 
probl~m and may not result in any long-term 
solut10f1S. 

-----------------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

3. A Well Balanced Analysis Process 
Results in an Adequate Problem 
Statment. 

SHOW V. A. ( 7 -141: 

III. A Well Balanced Analysis Produces 
Adequate Problem Statements 

Adequate 
Problem Adequate 

Specification Measurement 

Adequate 
Problem 

Statement 

Adequate Data Interpretation 

B. Review the module chart. 
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SHOW V.A. (7-15): 

Technical 
Checklist 

Module Seven Chart: 
Presentation of Findings 

No 

Yes 

Yes 
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MAJOR,EXERCISE: CHAOS CITY 

I. OBJECTIVES 
MAJOR EXERCISE INTRODUCTION 

A. The purpose of the Major Exerc I se Is to prac t fee, deve I op and app I Y the 
skills, techniques and knowledge acquired dUring the Criminal Justice 
Analys I s Cou rse. Wh n e the f DCU s is on the deve lopment of a Prob I em 
statement, the general approach utfllzed and procedUres Incorporated In 
the exercise have direct bearing on all aspects of the criminal justice 
declslon-maklng process: Planning, program development, management or 
evaluation. Moreover. the process of developing a problem statement 
should generate many of the complex questions and. difficult chOices 
which would normally be encountered In crime or systems analyses. 

B. The Najor ExerCise Provides the analyst an opportunity to deVelop and 
present an original problem statement involving one of three current 
Iss ues in cr Imina I ju st Ice: (1) comnun I ty cr lme prevent lon, (2) 
attrition in case dispositions, or (3) recidivism among adult 
offenders. These problem statements will be constructed step-bY-step 
follOWing the logic of the course and utilizing the methods and procedures of each module. 

C. The Najor Exerc I se makes a • i gn If I cant contr Ibu t Ion to the ach I evement 
of the cou rse goaTs. It p: OV I des a context for the exp I Drat Ion of the 
purpose and logic of analysis as used to formulate crime and criminal 
ju st i ce sy stem p rob lems. It reqU I res c arefu I se I ect Ion and app n cat Ion 
of quantitative methods to crime and system data and the development of 
an effective presentation of a Problem Statement. Finally, the Najor 
E xerc I se prov I des a sett i ng for the analys Is of many preconce I ved Ideas 
about the Complexity, ambiguity and/or lack of utility of analysis In criminal justice deCiSion-making. 
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MAJOR EXERCISE: CHAOS CITY 

II. ACTIVITIES AND PRODUCTS 

A. The Major Exercise is divided into six specific tasks. Each task 
requires the application of modular material preceding it. 

B. 

C. 

The Six Tasks are as follows: 

l. Task #1 - Specifying Problem. 

2. Task #2 - Assessing Hypotheses. 

3. Task #3 - Data Interpretation. 

4. Task #4 - Preparing Portfolio. 

5. Task #5 - Preparing Briefing. 

6. Task #6 - Presentations. 

The Major Exercise is a small-group activity. 

1. Groups will be cl"ganized to achieve a balanced mixture of 
educational and experience levels within each group. Each group 
wili be assisted by a facilitator who will provide occasional 
guidance and some assistance. 

2. The nature of the~ exercise and, specifically the pr~!~~~r.t, 
requirements, necessitates that each group organizt . ,=»t!lf. 
Initially a group recorder will be required. 

3. To initiate the Major Exercise three Staff Reports (SR) have been 
p,-epared for review. These represent an initial effort at 
responding to the concerns of Chaos City's political leadership 
and citizenry. They are based on only current, readily available 
data. , 

4. The nature of the exercise requires each group to assume a 
specific role and audience within the hypothetical Chaos City 
env·ironment. 

5. Throughout the Major Exercise, participants should draw upon the 
modular material for ideas and instructions for proceeding. The 
worksheets and tasks of the Major Exercise very closely pa.ralle.l 
the walk-throughs and exercises of the course= 

6. Do not waste time on inferences and assumptions where no basis of 
data or information exist in the materials you are provided. 

7. Each Task has its own set of procedural instructions which follow 
the general form of the exercises in the course: I. Purpose, II. 
Instruments, III. Products and IV. Time. 

S. The exercise is an analysis, not a plan to conduct an analysis. 
The plan for conducting your analysis is presented in Exhibit 1 
and the instructions for the tasks. 
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MAJOR EXERC~SE: CHAOS CITY 

D. The spec ifi c products required of each group are: 

1. Completed worksheets 

2. An outli ne of a completed pr'oblem statement. 

3. An ora 1 p resentat ion 

- This presentation will be made to a review group (e th 
class in plenary session; a criminal justice review·g~~rd.e a 
Mayor, Chief of P0!ice, District Attorney and supporting'staff' 
er a technical reVlew committee).' , 
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MAJOR EXERCISE: CHAOS GJTY 

Maj or Exerc ise 
Exhibit 1. Tasks and Schedule 

. 
" 

~ASK ACTIVny TIME DURATION PRODUCT 

{}1 Specify Monday p.m. 120 min. Worksheets 
Problem 

#2 Assess Monday p.m. 120 mi n. Worksheets 
Hypotheses 

pebriefi ng Review Tuesday p.m. 60 min. Worksheet~, 
Tasks #1 
and #2 

I 

Thursday p.m~ 120 min. Worksheets #3 Data 
I nterp retat i on 

#4 Preparing Thursday p.m. 130 min. Problem 
Portfolio Statement 

'. Out li ne 

Submit Problem Thursday p.m. Problem 
Statement Statement 
Out 1 i ne Out 1 i ne 

#5 Prepar i ng Friday a.m. 60 min. Briefing 
Briefing Materi a 1 s 

#6 Presentations Friday 180 min. formal 
a.m./p.m. Presentat ions 

STAFF REPORTS 

Group A - Crime Prevention 
Group B - Attrition Rate of C~ses 
Group C - Criminal Recidivi!;m Among Adult Offenders 

'it:J 

DATA SETS 

Group A - Cl~ ime Prevent ion 
Group B - Attrition 1ate of Cases 
Group C - Criminal Recidivism Among Adult Offenders 

J 
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9-14 

15-16 

17-20 

21-27 

21-27 

28-30 

28-31 

Page 

33-35 
36-38 
39-40 

PagE 

42-55 
56-59 
60-65 
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MAJOR EXERCISE: CHAOS CITY 

TASK #1 - SPECIFY PROBLEM 

I. PURPOSE 

II. 

Task #1 initiates the Major Exercise and is designE;!d to provide 
participants an opportunity for applying the technique of problem 
specification to a fairly vague preliminary analysis contained in a 
Staff Report. By using problem specification on these reports, as in 
actual experience, the analyst will be able to more clearly define the 
issues and concerns under study and to outline an approach for 
a~dressing these concerns. 

INSfRUCTIONS 

A. Each group will be assigned a Staff Report which should be read and 
d is(:ussed by the group. The group should identify the concepts 
contained in the staff report. Also, other concepts the group feels 
are important but not mentioned in the report may be identified. 

B. Prepare a list of variables for each concept. 

C. Prepare a list of measures for each variable. 

D. Use Worksheet A to record concepts, variables and measures. W~rksheet 
B should be used to record your hypotheses. 

E. Generate a set of hypotheses at the conceptual, varaiab1e and 
measurement levels using such terms as: 

is greater than 
is less than 
is re 1 ated to 
is unre 1 ated to 

is increased by 
is decreased by 
is equal to 
is uneq ua 1 to 

a change in 
no change in 
an increase in 
a decrease in 

F. Worksheet B should be used to record your hypotheses. 

G. Throughout this task changes in concepts, variables measures and/or 
hypotheses should be considered as the group develops a clearer sense of the problem. 

III. PRODUCT 

The group will provide a completed copy of Parts A and B worksheets to 
the group!s facilitator at the conclusion of the task. 

IV. TIME SCHEDULE - TASK #1 

Review Staff Report 
Discuss and List Concepts, Variables and Measures 
Prepare Part A Worksheet 
Prepare Part B Worksheet 
Review Problem Spec ifi cation 

Total 
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MAJOR EXERCISE: CHAOS CITY 

V. INSTRUCTOR NOTES 
A. The instructor is to brief the participants on Task #1 before they 

begin. This briefing should include: 

1. Purpose of Task #1. 

2. Activities of Task #1. 

3. Describe, in general, the nature and content of the three Staff 
Reports __ a crime prevention problem, ~ case attrition problem, 
and a recidivism problem. 

4. Assign groupS their respective Staff Report. 

5. Indicate that the Worksheets used in Walk-Through A & B should be 
used as a reference. 

B. The class should be informed that they should proceed with Task #2 at 
the appropriate time. The Facilitator should be sure that Task #1 is 
completed on time. 
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MAJOR EXERCISE: CHAOS CI TY 

TASK I: PROBLEM SPECIFICATION 

PART A: ELABORATING CONCEPTS. VARIABLES a MEASURES 

VARIABLES MEASURES 
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MAJOR EXERCISE: CHAOS CITY 

TASK I: PROBLEM SPECIFICATION 

PART B: CONSTRUCTI NG HYPOTHESES 

RELATI N G RELATING RELATI NG 
CONCEPTS VARIABLES MEASURES 

a) I) 

2) 

b J) 

2) 

a) n 
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b) I) 
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MAJOR EXERCISE: CHAOS CITY 

TASK #2 - ASSESSING HYPOTHESES 

I. PURPOSE 

Task #2 is deSigned to help you review and assess the completed 
problem specification from Task #1 in terms of the criteria discussed 
in Module II. The product of this task is a listing of hypotheses which will be tested in Task #3. 

II. INSTRUCTIONS 

A. For each hypothesis developed in Task #1 complete the Part A Worksheet 
by first listing the hypothesis, checking the availability of relevant 
data, and then 'noting the strengths and weaknesses of that hypothesis 
in terms of the four criteria listed on the form. 

Consider both conceptual and technical sources of measurement error in 
the data which is most likely available. Comment in the appropriate 
box for each hypothesi~ whether these are significant factors impeding 
an understanding of data which might be collected. See the Worksheet 
supplement for considerations that may help in evaluating your hypotheses. 

B. When all hypotheses have been 'evaluated, identify the best hypotheses which you propose to test. 

C. List your best hypothese~ on the Part B Worksheet. Assess each 
hypothesis by placing a check in the appropriate box{es) to indicate 
those elements of a problem statement it covers. Identify and discuss 
elements of the problem that are not addressed and det~~mine whether 
additional hypotheses need to be generated. 

I II. PRODUCT 

Copies of Worksheets A and B for Tasks #2 will be provided to the 
facilitator at conclusion of this task. 

IV. TIME SCHEDULE - TASK #2 

List Hypotheses and Review 
Data Set 

Assessing Hypotheses 
Assessing Comprehensiveness 
Consider Additional Hypotheses 
Discuss and Complete Group 

Worksheet 
Total 

20 min. 
40 mi n. 

- 20 min. 
20 min. 

20 min. 
120 min. 
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MAJOR EXERCISE: CHAOS CITY 

V. INSTRUCTOR OOTES 

A. Go over the Task #2 worksheets with the participants. 

B. Briefly review the data set with the grhoup• t~ndicafteththdatatWahls'elet most 
primary attention should be given to t e por 10n 0 e 
directly related to their problem, each group may make use of any part 
of the data set in their work. 

C. Indicate that they should feel free to make ChangeSli~ t~ehirt Taskt#he1 
worksheets in light of the assessment and additiona 1nslg s on 
problem achieved during Task #2. 

D. Legible and compl ete gro~ worksheets are due at the end of the task. 

E. Task #1 and #2 ar.e, perhaps, the most difficulthand chahllengbiyngtth"eaSkeSnd 
of the Major Exercise. It is critical that eac ,group as, 
of the ~ay, at least three or four hypotheses whlCh are ~upported by 
the Data Set They mu st also adeq uate ly covey' and descr lbe the 
problem. Fa~ilitators should cue groups during Part ~ of , Task #2,to 
such hypotheses if not generated by the group discuss10n ln the tlme 
provided. These additional hypotheses should be,suggested ~y the , 
characteristics listed in the worksheet. ,In maklng sugge~tlons, thelr 
facilitator should work toward comprehenslveness and requlre the 
participants to define their problem specification and assessment of 
hypotheses. 

F. Extra worksheets may be needed by the groups. 
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MAJOR EXERCISE: CHAOS CITY 

WORKSHEET SUPPLEMENT 

Considerations of Measurement Error and Utility 

1. Conceptual Factors that Influence the Validity and Reliability of 
Interpretati ons. 

a. Between Concepts and Variables 

(1) Failure to Adequately Represent Concept with Selected 
Var i ab 1 e ( s) • 

(2) For example, rearrests is an inadequate variable. to fully 
represent the concept of recidivism, in part, because of the 
potential discrimination against prior felons in arrest 
practices. 

b. Between Variables and Measures 

(1) Failure to Adequately Represent Variables with Selected 
Measure (s). 

(2) For example, frequency of rearrest does not make possible any 
distinctions in regard to types of criminal offenses for which 
prior felons \\ere rearrested,. 

2. Technical Factors that I~fluence Validity and Reliability. 

a. Method of Collection 

(l) Measurement Error in Se If-Reported Crime Data. 

(a) Veracity/Concealment Problem 

(b) Exaggeration Problem 

(c) Memory Problem 

(d) Not Practical 'for Studying Serious Offenses 

(2) Measurement Error i~ Arrest Records 

(a) Underestimation of "Actual" Incidence of Crime 

(b) Official data are more accurate as crimes get more serious. 

b. Type of Measu re Sought (F act or Percept ion) 

c. Source of Data, e.g. Administrative Record System, Public Opinion 
Poll, Census Document. 

d. Is a census of the entire population or group taken or is a sample 
taken? . Are sampling errors possible? 
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MAJOR EXERCISE: CHAOS CITY 

3. Testabil ity. 

a. Are there statistical techniques avaihble to assess the 
measu res se 1 ec ted? 

b. Is the implied causal relationship in the hypothesis logical? 

4. Utility: Management Factors that Influence Conceptual and 
Technical Threats to Validity and Reliability. 

a. Time 

b. Money 

c. Organizational Considerations 

d. Are the measures in each hypothesis subject to influence by 
the decision-maker? 

e. Does the hypothesis address weakness in the original staff . 
report? 

f. Will interpretation of the hypothesis contribute to a better 
understanding of the problem? ' 

, I 

(1) An ex~le of managenlent influencing the conceptual 
adequacy of the problem 1s that polit1cal constra1nts may 
make 1t impossible to obtain 1nformation on 
reincarcerat10ns from the state corrections agency. 

(2) An ex~le of management 1nfluencing the techn1cal 
adequa~ of the problem 1s 1n measuring rearrests. 
self-reported cr1me data may be too time consum1ng and/or 
expens1ve to be obtained. 
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MAJOR EXER"C I SE' CHAOS CITY 
TASK 2: ASSESSING HYPOTHESES 

PART A: EVALUAT!NG & ASSESSING INDIVIDUAL HYPOTHESES 
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AVAIL. CONCEPTUAL TECHNICAL TESTABILITY 
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MAJOR EXERCISE: CHAOS,CITY 
TASK 2: ASSESSING HYPOTHESES 

PART B: DETERMINING COMPREHENSIVENESS OF A SET OF HYPOTHESES 
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INDICATE mE CHARACTERISTICS ADDRES5ED BY HYPOTHESES 

MAGNITUDE ~TE OF TEMPORAL SERIOUSNESS PERSONS 
HANGE ASPECTS AFFECTED 

MAJOR EXERCISE 

f, f . 
" 

SPATIAL 
ASPECTS 

~'-. _. __ ... _--..... . 

SYSTEM 
RESPONSE 

, 

COMt~ENT 

I 

("") 
:s:: 
):» 
o 
l/) 

("") ...... 
-t 
-< 

• 

i i 
I l 

" f 
; ~ 

1 ~ 
, ' 

, , 
t 

, 

" 

\ 

, 



, 

117: 

" 
, 
I~ 

I 
.. ) 

~ . 

(\ 
~ ) 

l ' 

MAJOR EXERCISE: CHAOS CITY 

I. PURPOSE 

Major Exercise 
Debriefing 

Tasks #1 and #2 

The debriefing provides an opportunity for discussion of the results of 
the first two tasks. It is focused on the substantive, procedural and 
technical aspects of these tasks. 

II. IN STRUCTOR NOTES 

A. Copies of the Task #1 and #2 Worksheets should be picked up from the 
groups Monday evening and reviewed by the instructor and facilitators 
prior to the debriE!fing. 

B. Carefully review the group worksheets prior to debriefing and, at the 
conclusion of the debriefing, provide each group with a set of your 
written comments. In these comments suggest gaps in logic, or 
substantive understanding that, \'lith correction, will strengthen their 
final product. 

C. In plenary session, the lead instructor should: 

1. Explain where groups should be in the exerc ise by the end of the 
debri efi ng per'i od. 

2. Explain the dE!briefing process. 

3. Briefly cover general problems identified in the review of group 
products. 

4. Direct the groups to their break-out rooms for debriefing to be 
conducted by group f ac i1 itators. 

D., The specific debr'iefing is to be conducted by the facilitator with the 
assistance of thE! instru-~tor in the break out groups. 

1. 

2. 

3. 

4. 

Suffi c i ent cflpi es of the Task 11 and #2 worksheets shou 1 d be made 
and distributed at the beginning of the debriefing to participants. 

Prepare on newsprint each group's final list of hypotheses. Post 
these in a location that all can see. 

In commenting on the participants' work, focus on their strengths 
and weaknesses and solicit from the group comments on problems 
encountered in hYpothesizing. 

Be sure that the following are understood by the end of the 
debrief1ng: 

a. That the problem area has been comprehensively covered by the 
hypotheses.' , 
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MAJOR EXERCISE: CHAOS CITY 

III. 

b. That the logic of the problem specification is clearly stated 
and understood. 

c. ~~~~h!~e a~:~~n~g set of hypotheses form the basis for 

4. fThe debri'efinq ~hould next be opened to questions and conrnents rom the part1c1pants. 

5. The written conrnents prepared b th i 
should be distributed to th y e nstructor and facilitators 
debriefing. The instructorea~~o~~s.f~tt~e conclusion of the 
themse 1 ves ava 11 ab 1 t . c 1 1 a ors shou 1 d make 
debriefing. e 0 clar1fy conrnents not addressed during the 

TIME SCHEDULE - DEBRIEFING 

Plenary Session 
Group Debriefing 

r i 

10 minutes 
- 50 minutes 

TOTAL -so minutes 
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MAJOR EXERCISE: CHAOS CITY 

TASK #3 - DATA INTERPRETATION 

I. PURPOSE 

Task #3 requires the selection, application and interpretation of various 
methods to produce information that is to be part of the Problem Statement 
prepared by each group. 

II. INSTRUCTIONS 

A. Task #3 involves selection, calculation and interpretation of the 
various methods covered in Modules 3-6 on the hypotheses identified in 
Task #2. 

B. These interpretations are to be used in preparing the required 
narrative problem statement outline. 

C. Part A Worksheet deals with the application of statistical methods in 
data interpretation. 

1. The Worksheet provides a list of questions which guide 
interpretation. Space also is provided for responding to the 
questi ons. 

2. Each hypothesis should be placed on a. separate worksheet •. Also 
for each hypothesis a null hypothesis is to be stated. These 
hypotheses should be specified at the measurement level. 

3. The full range of methods for data analysiS should be used when 
possible. For example, some data can be analyzed by both 
descriptive and inferential methods. Methods to be considered are: 

a) Descriptive--Ce~tra1 Tendency, Variation, and Graphics. 

b) Comparative--Rates and Index Numbers, Cross Tabulations and 
Scattergrams, and Flow Charts. 

c) Inferentia1--Chi Square test, Correlation Coefficient, Visual 
Estimation and Least Squares Regression 

4. The module charts may be useful in selecting the appropriate 
methods for analyzing the data. 

5. When appropriate a quickly sketch~ graphic should accompany the 
interpretation. This graphic can be made on a separate sheet or 
on back of Part A Worksheet. The purpose of this graphic is to 
quickly document an illustrative intrept"etation that may be used 
later in drawing-up graphics to support the oral presentation. 

6. The work should be divided amorlg the group members. This depends 
upon the number of group members and the number of hypotheses. 
For example, one or two members may choose to complete a Part A 
Worksheet on a particular hypothesis. 
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tv1AJOR EXER,C I SE: CHAOS C lTY 

D. After all Part A Worksheets are completed the group should use Part B 
Worksheet to discuss the implications of the collective findings in 
regard to the original concern. 

1. The group is to indicate in the matrix which one of the categories 
from strongly agree to strongly disagree represents the group 
concensus about the evidential support for a hypothesis. 

2. Next the group should discuss to what extent the evidence provides 
insight into the original concern. 

I II . PRODUCT 

Copfes of Worksheets A and B for Task #3 will be provided to the 
facilitator at the cpnclusion of this task. 

IV. TIME SCHEDULE - TASK #3 

Briefing for Task - 10 minutes 
Deciding Work Allocation for Part A - 15 minutes 
Performing Data Interpretation - 60 minutes 
Discussion of Relation 

of Findings to Concern 

V. INSTRUCTOR NOTES 

- 35 minutes 
TOTAL 120 minutes 

A. Some groups may need to return briefly to Tasks #1 and #2 to obtain 
closure and group understanding of the debriefing comments. Time 
spent on this must be limited by the facilitators. At a minimum 
before beginning Task #3, each group needs agreement on their 
measurement-l eve 1 hypotheses. . 

B. The group should be encouraged to reach agreement quickly on who will 
perform the data interpretation for each hypothesis. Work allocation 
may be based on skill or familarity with analytic methods. Cursory 
inspection of the data may be needed before aSSignment so that members 
can identify which data they feel-competent to analyze. The 
instructor and facilitators should be flexible on the time spent on 
each activity during Task #3. Adequate time should be given to Task 
#4 which is to be completed immediately following Task #3. There is 
no reconvening of the groups prior to Task, #4. 
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MAJOR EXERCISE: CHAOS CITY 

TASK #3 - PART A WORKSHEET 
DATA INTERPRETATION 

I. State the measurement level hypothesis: 

~ltern.tlve Hypothesis: 

f" 11 Hypothes is: 

II. Apply (if appropriate) descriptive methods to the data. 

a. What are the findings? 

b. Do the findings prove or disprove the null hypothesis? 

III. Apply (if appropriate) comparative methods to data. 

a. What are the findings? 

b. Do the findings prove or disprove the null hypothesis? 

IV. Apply (if appropriate) inferential methods to data. 

a. What are the findings? 

V • 

b. Do the findings prove or disprove the null hypothesis? 

Attach hand-drawn gt'aphic of this interpretation (if appropriate). 
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MAJOR EXERCISE: CHAOS CITY 

TASK 13 - PART B WORKSHEET 
RELATION OF FINDING TO CONCERN 

I. The evidence strongly supports the hypotheses: 

>,cu 
.... cu 
g,s,.. 
cen Hypothesis e~ 
+I'~ 
Cl)C 

l. 

2. 

3. 

, 

4. 

5. 

6. 

" cu cu cu " s,.. .~ cu 
en u f ftJ cu 
1/1 " 1:71 
.~ C < 
Q ::;) 

II. Summarize the implications of these findings to the original concern. 
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MAJOR EXERCISE: CHAOS CITY 

TASK #4 - PREPARING PORTFOLIO 

I. PURPOSE 

II. 

III. 

This task is designed to use and build on the skills and information 
developed throughout the week and most particularly those discussed in 
the preceding module on the presentation of analytical findings. 
During the previous tasks of the Major Exercise, a data base has been 
reviewed, a concern has been identified and conceptualized, hypotheses 
have been deveioped and the data has been carefully studied and 
interpret~d. The next step of the process -- Preparing a Written 
Presentation -- will be completed in this part of the exercise. 

This task prov'ldes the participant an opportunity to develop an 
outline of the Problem Statement that utilizes the presentation 
guidelines suggested in Module 7. This presentation should be well 
organized, should demonstrate both an understanding of the audience 
who will review the products of the analysis and be sound technically 
with the results sensitive to the needs of the user. 

INSTRUCTIONS 

A. Review your previously prepared worksheets and identify the priority 
messages and supporting informati on whi ch wi 11 be used to finalize your portfolio. 

B. Finali.ze your portfolio consisting of: 

1. Completed/Legible Worksheets for Tasks H1 - ,#3. 

2. A two-to-three page Problem Stateml."t outline (tables, charts or 
graphs not included in page count). An example Problem Statement 
outline in the following pages can be used as a guide in 
preparation of your problem statement outline. 

c . Edit the portfolio and finalize its content. 

D. The portfolio is to be completed and submitted by Thursday evening. 
TIME SCHEDULE TASK #4 

Briefing for Task #4 _ 10 mi nutes 
Clean-up Tasks 11 - #3 Worksheets - 20 mi nutes Identify Priority Messages and 

Supportinl Information - 20 minutes 
Prepare Prob em Statement Out 1 i ne' - 60 mi nu tes 
Review Portfolio - 20 minutes 

Total 130 minutes 
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MAJOR EXERCISE: CHAOS CITY 

VI. INSTRUCTOR OOTES 

. A. In preparing the groups for Task #4, the facilitator should: 

1. Go over in deta 11 the 'fi nal products expected. Indicate the cover 
sheet should be completed by the group. 

2. Identify the membership of the review group (e.g., the class in 
plenary session; a criminal justice review board: a Mayor, Chief 
of Police, Judge, District Attorney, and ~upporting staff; or a 
technical review committee.) 

3. Indicate that the contents of Module 7 are to be drawn upon in 
developing these products. 

4. Refer to the Critique Form and indicate the five criteria to be 
used in evaluating the Portfolio. 

5. Remind the group that the portfolio will have to be submitted at 
the completion of this Task. 
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MAJOR EXERCISE: CHAOS CITY 

EXAMPLE PROBLEM STATEMENT OUTLINE: Motor Vehic1e Theft in Chaos City 

1.0 Introduction 

1.1 Statement of Concerns 
a. Complaints by businessmen. 
b~ Possible curtailment of shopper trade because of fear. 

1.2 Nature and Source of Concerns 
a. Businessman's complaint not founded on data. 
b. Bus; nessman's percepti on may be reinforced by some customer's 

complaints. 

1.3 Scope of Concerns 
a. Businessmen have communicated among themselves and to the news. 
b. The businessmen's perception could affect shopper's selection of 

store 1 ocat ion. 
c. Mayor has to respond to businessmen. 

2.0 Analysis Methodology 

2.1 Definition of Terms Used 
a. Unauthorized use. 
b. Differences in types of motor vehicles. 

2.2 Measurement Reliability and Validity 
a. Over 90% reported. 
b. Rates vary by location. 

. c. Risk per 1,000 registered vehicles by location SUbstantiated by 
frequency measurements. 

2.3 Data Collection Procedures 
a. 1 year study. 
b. Random sample of 20% of reports. 

2.4 Statistical methods used 
a •. Methods of measurement. 

-freq uency. 
-rate per 1,000 persons. 
-rate per 1,000 opportunity. 

. b. Correlational analysis. 
c. Chi square. 

3.0 Findings 
I 

J.1 Magnitude 
a. Hypothesis: Motor vehicle theft in Chaos City is no different 

than in similar size cities. 
b. Found: Number in Chaos City is about 500 less than the average 
. for Similar size cities. 

3.2 Sy stem Resp onse . 
a. Hypothesis: Clearance rate for Chaos City expected to be the same 

as the nati ona1 average. 
b. Found: The clearance rate for Chaos City was lower by 10 percent 

from the 20 percent nati ona1 average. 
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MAJOR EXERCISE: CHAOS CITY 

3.3 Seriousness 
a. Hypothesis 1: Auto theft was expected to be less serious than 

other property crimes in Chaos City. 
b. Found: Net dollar loss of auto theft was less than for burglary 

and recove",y rate was better for auto theft. 
c. Hypothesis·2: Chaos City's recovery rate for stolen cars is no 

different than the national average. 
d. Found: Recovery rate in Chaos City is substantially better than 

national average. 

3.4 Where Autos are Stolen 
a. Hypothesis 1: Magnitude varies by geographic area. 
b. Found: Three of the city's areas have risks relatively higher 

than other areas. 
c. Hypothesis 2: Magnitude varies by type of parking environment. 
d. Found: Parking lots and garages account for most thefts. 

3.5 Auto Thefts are Deterred by Reducing Opportunities to Steal 
a. HypothesiS 1: Autos are stolen becaJse keys are left in the 

ignition. 
b. Found: Victim reporting indicates only 1 in 20 stolen cars were 

left with key in ignition and that 43 percent were left unlocked. 
c. Hypothesis 2: Locking cars deters theft. 
d. Found: Half of all cars stolen were locked. 
e. Found: Cars with interlock ignition systems are stolen less often 

than cat'S without this system. 

3.6 Charactertistic~ of Motor Vehicle Theft May Vary by Type of Vehicle . 
a. Hypothesis 1: Truck theft is simil ar to auto theft in location of 

occurrence. 
b. Found: Trucks are taken more frequently from parking lots and 

garages but less often near residences than cars. 
c. Hypothesis 2: Truck theft is simil ar to auto theft 'In c.learance 

rate. 
d. Found: Simi 1 arity of rates. 
e. HypothesiS 3; Motorcycle theft is simil ar to auto theft 'in 

location of occurrence. 
f. Found: Only one-third of thefts occur from garages and one-third 

from near' victim's residence. 
g. Hypothesis 4: Motorcycle theft is similar to auto theft 1n 

clearance rate. . 
h. Found: Clearance rate is much lower. 

3.7 Most Suspects are Amateur Thieves 
a. Hypothesis: Most suspects of vehicle theft are amateur thieves. 
b. Found: Only 10% of cases are claared by arrest. 
c. Found: Theft does not result in stripping of auto for sale. 
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MAJOR. EXERCISE: CHAOS CITY 

3.8 Most Suspects are Young 
a. HypothesiS: The majority of all suspects are less than 21 years 

old. 
b. Found: Only 12 % of cases studied had known offende!-s. 
c. Found: 62% of suspects were less than 21. 
d. Found: 95 to 98% of all arrests are of persons less than 21 years 

of age. 
e. Found: 76% of all persons arrested had prior record. 

4.0 Discussion 

4. 1 Discussion of Findings in Relation to Concerns~ 
a. Auto thefts tend to occur more often in downtown area than 1n 

other areas. 
b. Unknown if.the problem in downtown Chaos City differs from 

downtown areas in other cities. 
c. The recovery rate suggests that auto theft involves only a 

moderate expense to the community. 

4.2 Limitations 
a. Cannot determine if frequency of vehicle thefts has changed over 

time. 
b. Cannot evaluate magnitude of downtown vehicle theft problem in 

relation to business sectors in similar size cities. 
c. Suspect information does not permit development of an offender 

profile. 
d. Public perception of auto theft has not been assessed. 

5.0 Sutmlary 

5.1 Highlights 
a. Magnitude - bulk of problem. 
b. Victimization - reporting and risk. 
c. Location. 
d • Locking cars. 
e. Recovery and clearance rates. 
f. Truck and motorcycle thefts. 
g. Offender profile. 

5.2 Conclusions 
a. Motor vehicle theft is not a major problem. 
b. Downtown and two other areas disport1onately share city's motor 

veh icle theft prob·lem. 
c. General sites of parking garages and lots could be possible focus 

of crime reduction efforts. 
d. Implication of recovery and clearance rates and possible juvenile 

involvement for preventive measures. 
e. Analysis could not identifr f~ctors affecting businessmen's 

perceptions of motor vehic e theft. 
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MAJOR EXERCISE: CHAOS CITY 

TASK #4 -- COVER SHEET 

TITLE: 

FINAL REPORT 
GROUP: _________ _ 

PREPARED BY: 

'/ { 

CONTENTS· 

Task #1 Worksheets 
Task 12 Worksheets 
Task #3 Worksheets 
Problem Statement Outline 
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MAJOR EXERCISE: CHAOS CITY 

TASK 14 - CRITIQUE CRITERIA 

1. Is the problem clea,rly and accurately stated? 

2. Are the h,ypotheses c~rehensive? 

3. Is the list of variables and measures comprehensive and realistic? 

4. Are the techniques used to analyze the data appropriate? 

5. Is the interpretation of the data accurate and useful? 

6. Does the outline properly emphasize the infonnat'lon? 

7. Is the problem statement easy to understand? 
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MAJOR EXERCISE: CHAOS CITY 

TASK #5 and #6 - PREPARING AND DELIVERING BRIEFING 

I. PURPOSE 

The final tasks of the exercise require the preparation and delivery 
of a formal presentati on. At the conclusi on of each group's 
presentation of its problem analysis, a debriefing of both the oral 
presentations and written portfolios will be held. 

II. INSTRUCTIONS 

A. Prepare an oral presentation consisting of: 

1. A 15-Minute briefing to a review group. 

2. Use appropriate visual aids, e.g., flip charts, overheads. 

3. Res'pond to revi ew group questi ons for 5-10 minutes. 

B. In preparing the oral presentation, assignments are to be made to 
individual presenters. If time permits, a dry~run should be held to 
rehearse the presentation. 

C. The groups should discuss and identify the weaknesses in their 
portfo lio and presentati on in anticipati on of the revi ew group's 
questi ons. 

III. INSTRUCTOR NOTES 

A. Go over the activities and schedule for Tasks IS and #6. 

1. Task IS 

* Prepare Briefing Material 

* Rehearse Briefing 

* Finalize Briefing 

2. Task 16 

* Group Presentations 

* Review Group Questions 

* Debriefing and Discussion 

30 min. 

15 min. 

15 mi n. 

60 min. 

30 min. 

90 min. 

B. Refer to the critique form and indicate the four criteria to be used 
in evaluating the' oral presentations. 

C. A recommended procedure for conducting Task #6 is to have the first 
group -- randomly assigned -- make its presentation and then have 
selected questions from the review group. Indicate to the groups that 
questions about either their oral presentation or po~~folio can be 
antiCipated. The review group, in assessing the portfolios Thursday 
evening should prepare one or two questions for each group in advance 
of the oral presentations. 
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MAJOR EXERCISE: CHAOS CITY 

D. In conducting the debriefing be sure to allow the class to ask 
questi ons, make comments and react. 

E. The debriefing should focus on the process and substantive problems 
encountered ~y the groups and their solutions to these. As these 
points surfacl~ in the general discussion following the presentations, 
they should be recorded on newsprint. 

F. The review group should be sure to also identify strengths in each 
groups work. 

G. A second important function of the Debriefing is to identify the 
specific knowledge, skills, or attitudes that can be transferred from 
the training environment to their \\Ork. This debriefing also provides 
an excellent opportunity to summarize the major course themes 
identified in the Int,t-'oduction. 
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MAJOR E~ERCISE: CHAOS CITY 

TASK '5 - CRITIQUE CRITERIA 

1. Is the presentation well organized and focused? 

2. Were the interests and concerns of the audi ence addressed? 

3. How effectively are visual aids used? 

4 •. How responsive and prepared is the presentor(s) to questions? 
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MAJOR EXERCISE: CHAOS CITY 

TASK '6 - CRITIQUE FORM 

INSTRUCTIONS: Rate each of the categor1es 1n Parts I and lIon a one to ten 
scale. A fair rating would lie in the range of 1-3, 4-7 (good), 8-10 (excell-
ent). A subtotal for each part, as well as an overall total, can be calcula-
ted. The comments section should be used to support the ratings and document 
other observations. . 

PART I: FINAL WRITTEN REPORT OUTLINE SCORE 

1 ~ Is the problem c1earlv and accurately stated" 
2. Are the hYPotheses comtlrehensive? 
ir. Ir: the Jist of variables and measures comerehens1ve and reaTist1c7 
J. Alr~~ the techniaues used to analyze the data appropriate? 
) . Is the interpretation 6f-th-e data accurate and useful? 
). Does the out 11 ne proper TV emDhas i ze the i nformat ion? 
7. Is the eroblem statement eas~ to understand? 

~~XI~~ POSSIB[E SCORE: 70 P1S Sufi-Tohl 

PART II: PRESENTATION 

8. How effectively are visual aids used? 
9. Were the interests and concerns of the audience addressed? 
10. Is the presentation well orClanized and focused? 
Tl. How responsive and prepared is the presentor(s} to auestions? 

MAXIMUM POSSIBLE SCORE: 40 PTS. Sub-Total 

MAXIMUM POSSIBLE SCORE: 110 PTS Total 

Cooments: 

~':A 

. 
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MAJOR EXERCISE: CHAOS CITY 
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MAJOR EXERCISE: CHAOS CITY 
(GROO~ A) 

STAFF REPORT 
ON 

CRIME PREVENTION IN CHAOS CITY 

As recent newspaper headlines have indicated, Chaos City has a major crime 
problem. An apparent wave of robberies, burglaries and auto thefts has spread 
throughout the city resulting in a growing concern about neighborhood safety 
and pressure for increased preventive measures. At the request of the mayor, 
this Preliminary Analysis Statement has been prepared to summarize what is 
currently known about this problem. 

During 1977 police records indicate that there were 8800 burglaries (79.5% 
residential), 1900 robberies (63.2% street robberies), 3600 assaults 
(including 150 rapes), and 4000 auto thefts. (See Table 1.) 

Table 1. Chaos City Nei ghborhood Reported Crime Data, 1977 
I 

TYPE OF NEIGHBORHOOD TOTAL 
CRIME CENTRAL WESTSIDE UNIVERSITY PARK WASHINGTON REPORTED 

Resi denti a1 000 2400 700 2100 1000 7000 
Burgl ary 

COOInerci a1 500 500 200 400 200 1800 
Burg1 ary 

Cmmerci al 200 100 50 300 50 700 
Robbery • 

Street Robbery 500 200 100 300 100 1200 

Assault (Rape) 600 900 400 900 800 3600 
(20) ( 18) (75) ( 18) (19) (150) 

Auto Theft 2000 400 400 1000 200 4000 

Totals 4600 4500 1850 5000 2350 18,300 

Source: Chaos City Police Deparbnent, 1978. 

While no neighborhood has been unaffected by the crime wave, certain 
neighborhoods appear to be less prone to certfJin crimes. ' For example, the 
Washington area had only 200 auto thefts repolrted in 1977. Other areas, in 
cO~1trast, appear to be suffering a disproportionate shav'e of the crimes. For 
ex~mple, there were 75 rapes in the University ~rea; 2400 residential 
burg'laries were on the Westside; 500 cOI'I'mercia1 robberies and the 500 street 
robberies in Central indicate, to some extent, a localized pattern to these 
different offenses. 
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MAJOR EXERCISE: CHAos CITY 
(GROUP A) . 

A recent victimization survey of city residents conducted by the Survey 
Research Center at Paradise University indicates that (1) more than 47% of the 
city's residents fee 'I unsafe in their neighborhood; (2) 46% are restricting 
their activities becilJse of a ff!ar of crime; and that (3) 32% of the residents 
perceive crime to be increasing. (See Table 2.) 

A number of factors may be contributing to the crime problem in Chaos 
City. The data indicate that large numbers of illegal entries are unforced, 
toos, suggesting that residents and busl,nessmen may be failing to employ basic 
security measures. Certain city areas as well as certain targets m~ be more 
prone to crimes than other areas due to phYsical and/or social/economic 
characteristics. Current police policies of distributing patrol resources 
evenly throughout the city and around the clock may not be consistent with the 
prevailing patterns in these certain crime categories. Indeed, the evidence 
suggests that crime is a major problem in Chaos City. New policies and 
programs need to be implemented by which the fear and the reality of crime in 
the city can be reduced. 

Chaos City has never had an explicit planned crime prevention program. 
The city administration at this time seems to have become more receptive to 
crime prevention programs because of the public's perception of crime in the 
city and from the influence of national crime prevention programs on the 
federal level and in other cities. 
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MAJOR EXERCISE: CHAOS CITY, 
(GROUP A) 

Table 2. Chaos City 1977 Public Opinion Survey 

SURVEY CHAOS CITY RESIDENTS 

l. Neighborhood J. 
Safety 

Very Safe 16.5%* 
Reasonab 1y S;lfe 35.9% 
Somewhat Unsafe 26.9% 
Very Unsafe 20.7% 

2. Safetl Com~ared to 
Othel' Neighborhoods 

Much More Dangerous 2%* 
Somewhat More Dangerous 8% 
About the Same 39% 
Less Dangerous 36% 
Much Less Dangerous 14% 

3. Limiting Activitl 
Because of Crime 

Y~s 46%* 
No 54% 

4. Neighborhood Crime 
Trend 

Increased 32%* 
Decreased 7% 
About the Same 50% 
Don't Know 11% 

, 

5. Evaluation of 
Police Perform~ 

Goo~ 37%* 
Average 46% 
Poor . 17% 

* M~ not add to 100% due to rounding n = 1500 
Source: Paradise University. Survey Research Center" 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP B) 

STAFF REPORT 
ON 

ATTRITION RATE OF CASES IN CHAOS CITY 

A recent article in the Chaos Rag has brought attention to the problem of 
crimes committed by individuals who, while arrested, have never been brought 
to trial. Specifically, the Rag's article concerned a man who was arrested 
three separate times for burgl ary, but each case never reached the court. 
Most recently the man was captured after he had shotgunned an old~~'ly couple 
to ~eath as he robbed their small grocery store. There was less than $150 in 
thelr cash register. At the request of the Mayor this staff report has been 
prepared to provide background on this; problem. 

A quick analysis of available data indicates that in 1977, the Chaos City 
case drop-out rate from the point of arrest to court filing was high for 
fe~?ny cases. Of a total of 2,899 adults arrested for a felony there were 
1,421 felony c~ses filed. In other words, there were about twice as many 
arrests a~ fillngs. A one~to-one.ratio between filings and arrests is 
unrealistlc, but a one-to-two ratlo seems excessively high. (See Table 1.) 

~f , 

Table 1. Chaos City Arrests and Case Filings, 1977 

Total Arrests-
18,230 

,..Adult Felony---_District Court Felony 
Arrests Fi 1 ing 
2,899 1,421 

~Adult Misdemeanor 1,710 
-{

District Court Misdemeanor 
Fil ing 

Arrests 
10,482 Municipal Court Misdemeanor 

Fit ing 
5,087 

. -{District Court Felony 
Fil ing 
235 

~uvenile Felony 
Arrests 
2,169 Referred to Juvenile 

Court 
1,025 

~uvenile Misdemeanor 
196 

-{

District Court Misdemeanor 
Fit ing 

Arrests 
2,680 Referred to Juveni Ie 

Court 
1,316 

Source: Chaos City Police Dept., 1978 

M E-36-IG 

I 

( J) 
~' ff 'j 

-.,' I 

\~'1, 

II w 
C/) -U I , 

0: 
. '-

W 
X 

1 
\ 

W lil' ' 
j 

0: 
0 (' 

J 
<C 
~ V 

a.~ 

( --

-
" 

~ -~- ~ 

MAJOR EXERCISE: CHAOS CITy' 
(GROUP B) 

I 
-"''''- Cases are frequently dropped because either the victim ref~s~s to 

i 
1 i prosecute or the DA does not accept the case because of insufflclent 

( ~ evidence. Some of the disparity between arrest and filing rates can be 1 

\ attributed to multiple cases involving the same suspect or several suspects 
I involved in the same filing, and does not necessarily represent poor quality \ 
1 arrests. However, with evidence problems apparent in 46% of the ca~es which 
\ the DA refused to prosecute, the quality of case preparation by the ~ I 

investigator or the arresting officer may represent a legitimate problem 1 i 
I 

) area. (See Table 2.) , 1 ' 

J ; 

I 
{ , 

Table 2. Reasons for DA Case Refusal,1977 ' I j 

I 
W l' • I I Reason for Refusal .JL -L C/) 1 

I --f 

U 
1 

\ ! 

Evidence Problem 
Inadmissable evidence 252 25 

0: t Unavailable physical evidena! 50 5 I Insufficient physical evidence 161 16 
Total m %% W 

Witness Problem X Unable to locate 40 4 
3 W " !l i\ 

Rel ated/fri end of offender 30 
Witness story/credibility 70 7 I ~ Reluctant to get involved w/system 30 3 

0: Total m 11% 

Prosecutorial Merit 0 Multi-case disposition 60 6 
D Office policy 30 3 :i Diversion program 242 24 

Total 332 33% 

Unknown 40 4 ~ TOTAL 1005 100% aD 

Source: Chaos City District Attorney's Office, 1978. 
( 

" 

iJ 
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Table 3. Chaos City Arrests, Felony Filings and Case Dispositions, 1977 

Adult Felony Arrests--
2,899 

I' Acquittals 

[
Not Convicted - 85 ,.Mistrials 

, Dismissed in Trial 
r-Tri a 1 s---....... -Convi cted: 

145 At Trial - 60 

r-Convicted: 
As Charged - 347 

~Guilty P1ea __ ...... 
825 

~Convicted: 
Lesser Felony - 302 

-Convicted: 
r-Filed ---...... Misdemeanor - 176 

1,421 

-Not Filed 
1,478 

:-Oi smi ssed 
284 

-Deferred Prosecution 
68 

.... Pending 
99 

-{

DA Refusal 
1,605 

Victim Refusal 
473 

Source: Chaos City 08TS System, 1978 
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MAJOR EXEBCISE: CHAOS CITY 
(GROUP C) 

STAFF REPORT 
ON 

CRIMINAL RECIDIVISM AMONG ADULT OFFENDERS IN CHAOS CITY 
, 

The failure of our cY'iminal justice systems' rehabilation cOlll>onents is 
suggested by a recent study released by Paradise University's Criminal Justice 
Research Center. Their study revealed that over a two year follow-up period, 
a sample of 250 felony offenders were rearrested at the rate of 48% and 
reconvicted at a rate of 30%. Among the 48% who were rearrested at least 
once, the mean number of rearrests was 2.7. Rearrest rates were found to be 
higher among certain types of offenders (such as burglars) than other crime 
c,ategories (such as assault). (See Table 1.) 

Original 
Conmitment 
Offense 

Assault 

Rape 

Robbery 

Burglary 

Theft 

Total 

Table 1. Two Year Recidivism Rates 
for Adult Offenders in Chaos City 

Number of Not 
Cases Rearrested Rearrested Reconvicted 

40 10 (25%) 30 (75%) 6 (15%) 

25 4 (16%) 21 (84%) 4 (16%) 

61 32 (52%) 29 (48%) 17 (28%) 

75 44 ( 59%) 31 (41%) 25 (33%) 

~ 30 (61%} 19 {39%} 22 (45%) 

250 120 ( 48%) 130 (52%) 74 (30%) 

No 
Reconvictions 

34 (85%) 

21 (84%) 

44 (72%) 

50 (67%) 

27 (55%} 

176 (70%) 

Source: Paradise University, Criminal Justice Research Center, 1978 

There is concern in the Chaos City criminal justice conmunity about the 
recidivism problem. The Chief of Police has publicly stated that relatively 
few offenders account for most serious felony arrests in Chaos City. He 
further, contends that these "career cr imi nal s" are fi"equent ly not convicted 
or, if convicted, given sentences that are too light. There is general 
concern among the judges about the effectiveness of their sentencing 
practices. The issue of whether length of sentence affects recidivism has 
repeatedly been ra ised. 

The Chief Probation Officer feels that offenders are less likely to 
recidivate if given employment and related support services when released. He 
also feels that the sentencing recommendations made by his staff on the 
pre-sentence report are based upon socio-economic and other background 
characteristics of the offender are good predictors of recidivism, and that 
judges should follow these recommendations more consistently. 

The probation officer has found in a follow-up study of the Paradise 
University Recidivism Study that when the court closely followed his 
recommended sentence, only 40% of the offenders were rearrested compared to 
60% when his report was not followed at all. (See Table 2.) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table 2. Influence of Pre-Sentence Report on Rearrests, 1977 

Pre-Sentence Report 

Offender Status Not F 0 11 owed Influenced Closely Followed 

~earrested 60 40 20 
. 

Not Rearrested 40 60 30 

Totals 100 100 50 

Total 

120 

130 

250 

Source: Chaos City, Chief Probation Officer, Department of Corrections, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUp A) 

Table A-I. Chaos City 1977 Census Data 

(HOUSING UNITS 1/ % I ( POPULATION CHARACTERISTICS r 
Single Family 73,500 49 SEX II % 
Two-Four Plex 26,800 18 Male 1n,500 49 
Apartment 49,700 33 Female 178.500 51 

TOTAL 150,000 100 

ICOMMERCIAL ESTABLISHMENTS 
( AGE II % 'u 

Gas Stati ons 165 
Under 5 28,600 8 

Drug Stores 51 
5-14 62,900 18 

Schoo ls 133 
15-19 31,900 9 

Grocery Stores 20-34 73,800 21 140 

Hote 1 /Mote 1 s 35-64 114,000 32 
131 

Department Stores 65-over 38,500 12 82 

Bars/Restaurants 301 

Factory Buildings 253 
[jACE II % 

Office Buildings 4050 
White 245,000 70 

Banks Black 101,000 29 98 

Other Other 4,000 1 3596 

IHOUSEHOLD iNCOME LEVEL II % 

Below $5000 16,500 11 

$5000--6999 18,100 12 

7000--9999 26,800 18 

10,000-14,000 43,800 29 

15,000-24,999 28,200 19 

25,000 + 16,600 11 
Source: Chaos City Planning Department Estimates, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
TGROUP A) 

Table A-2. Chaos City, Neighborhood Data, 1977 

~HARACTER- CITY NEIGHBORHOQ[ 
I STI CS TOTAL [CENTRAL WESTSIDE UNIVERSITY PARK WASHINGTON 

Popul ati on 350,000 65,000 90,000 50,000 80,000 65,000 

Geog. Size 70 sq.mi. 5 22 10 18 15 

~ousing 
,-

150,000 25,000 40,000 25,000 36,000 24,000 
Units 

~.anmerci al 9,000 3,000 2,000 1,000 2,500 500 
Establ ishnents 

iMed i an Income 
~ouseholds 

11,400 9,100 12,900 14,200 6,000 21,500 

% Minority 30% 54% 1% 2% 86% 1% 

Source: See Table A-I. 

Table A-3. 1971-1977 Census Data for Chaos City 

CATEGORY 1971 1972 1973 1974 1975 1976 1977 

1P0pul "ti on 250,000 270,000 300,000 310,000 330,000 340,000 350,000 

~ousing Units 90,000 100,000 115,000 120,000 135,000 140,000 150,000 

~ 0fIII1 e.r cia 1 
~stab1ishments 

5,300 5,800 6,300 7,300 8,000 8,600 9,000 

Sour'ce: See Table A-l. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-4. Chaos Cit,y, Reported Crime Data, 1971-1977 

CRIME CATEGORY 1971 1972 1973 1974 1975 1976 
IResi denti al 4100 4000 4900 6000 5800 6800 Burglary 

Canmerci al 
Burgl ary 

540 600 650 700 1000 1500 

Coomerci al 250 300 360 500 550 600 Robbery 

Street Robbery 300 350 450 600 850 1000 
~ssault 2600 2800 3100 3200 3500 3400 (Inc 1. Rape) (101 ) (98) (97) (110) (92) (120) 
~uto Theft 3800 3700 4000 4100 3900 3800 
Irotal 11 ,590 11,750 13,460 15,100 15,600 17,100 

Source: Chaos City Police Department, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
, (GROUP A) 

Table A-5. Chaos City, Public Opinion Survey, 1977 

SURVEY NEIGHBORHOOD 
RESPONSE CENTKAL WESTSIDE UNIVERSITY PAKK 

Neighborhood 
,Safety 

Very Safe 10% 15% 23% 4% 
Reasonably Safe 31% 46% 39% 29% 
Sanewhat Unsafe 31% 18% 26% 36% 
Very Unsafe 28% 21% 12% 31% 

Safety Com~ared to 
Other Ne~hborhoods 

Much ,More Dangerous 2% 1% 1% 3% 
Sanewhat More 11% 8% 4% 12% 
Dangerous 
About the same 43% 33% 39% 48% 
Less Dangerous 32% 40% 39% 31% 
Much Less Dangerous 12% 18% 17% 6% 

Limiting Activity 
Because of Crime 

Yes 56% 45% 41% 47% 
No 44% 55% 59% 53% 

Neighborhood Crime 
Trend 

Increased 42% 38% 47% 10% 
Decreased 3% 7% 4% 8% 
SOOIe 39% 42'% 37% 71% 
Don't KnaN 16% 1.3% 12% 11% 

Evaluation of 
Police Performance 

Good 26% 49% 39% 13% 
Average 49% 40% 52% 54% 
Poor 25% 11% 9% 33% 

n-248 n=402 n=251 n=360 

Source: Paradise University, Survey Research Center, 1978. 
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MAJOR EXERCISE: 
(GROUP A) .• 

CHi\OS CITY 

Table A-6. 1977 Residential Burglary Characteristics 
( » ;-

~) , 

I 
MONTH OF OCCURENCE ...L -L 

January 138 6.9 
February 145 7.3 
March 133 6.7 \t \) April 141 7.1 May 179 9.0 June 204 10.2 July 218 10.9 August 231 11.6 
September 169 8.5 W October 174 8.7 (l! 
November 138 6.9 en December 130 6.5 -U TIME OF DAY -L _%-
Day (6AM-6PM) a: (l} 

542 27.1 
Night (6PM-6AM) 709 35.5 W Unknown 749 37.5 >< PLACE OF ENTRY -* -_% W ?:~ 

(I jt t q 

Front 720 36.0 \.,-.....,:,::::..-

Side 860 43.0 a: Back 420 21.0 

0 
TYPE OF ENTRY _Ii _%- :;f 

(Ii 

Force 1460 73.0 
No Force 540 27.0 

:?! TYPE OF TARGET _Ii _% {(.) 

Single-Family Dwelling 1080 54% 
Two-Four P1ex 380 19% Apartment 540 27% 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-6. - Continued 

PROPERTY LOSS VALUE 

o 
1-99 
100-199 
200-299 
300-399 
400-499 
500-599 
600-699 
700-799 
800-899 
900-999 
1000 + 

..L 
261 
82 

319 
378 
220 
203 
162 
101 

99 
83 
58 
34 

.L 
. 13% 

4% 
16% 
18% 
11% 
10% 

8% 
5% 
5% 
4% 
3% 
2% 

TYPE OF ENTRY BY TYPE OF STRU~TUBE 

TYPE OF ENTRY SINGLE TWO-FOUR PLEX APARTMENT 

Unforced 

Window 5% 7% 5% 
Door wlo key 13% 17% 18% 
Door wi key 2% 4% 13% 

Total 20% 28% 36% 

Forced 

Window 34% 28% 23% 
Door 46% 44% 41% 

Total 00% rn 64% 

n=1080 n=380 n=540 

Source: Chaos City Police Department, 1978 
(Based on a sample of 2000 police reports) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-7. 1977 Commercial Burglary Characteristics 

MONTH OF OCCURRENCE ..L 
January 65 
February 74 
March 61 
April 82 
May 73 
June 89 
July 91 
August 73 
Septeniler 66 
October 81 
November 74 
December 71 

TIME OF DAY ..L 
Day (6am-6prh) 76 
Night (6pm-6am) 652 
Unknown 172 

PLACE OF ENTRY ..L 
Front 361 
Side 256 
Back 247 
Other/Unknown 36 

TYPE OF ENTRY ..L 
Force 760 
No Force 140 

TYPE OF TARGET ..L 
Gas Stati on 61 
Drug Store 10 
School 34 
Grocery Store 27 
Hote 1 /Mote 1 31 
Department Store 5 
Bar/Restaurant 33 
Factory 36 
Office Building 220 
Other 443 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-7. - Continued 

,i~ :. 

PLACE AND METHOD OF ENTRY BY TYPE OF TARGET 

"'I.ALI:. JI" tNIK 
TYPE OF TARGET Front Side Back Other/Unk. 

Gas Station (n=61) 27 22 9 3 

Drug Store (n=10) 4 2 3 1 

School (n=34) 7 22 4 1 

Grocery Store (n=27) 14 5 5 3 

Hotel/Motel (n=31) 27 1 2 1 

Department Store (n=5) 3 1 1 -
Bar/Restaurant (n=33) 13 2 18 -
Factory (n=36) 7 16 12 1 

Office Building (n=220) 79 63 75 3 
. 

TYI'I:. ut' t.NIRY 
Force No Force 

60 1 

10 -
27 7 

25 2 

4 27 

5 -
30 3 

27 9 

168 52 

Source: See Table A-6. (Based on a sample of 900 police reports) 
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MAJOR EXERCISE: CHAOS CITY 
~p i\) 

Table A .. B. Street Robbery, 1977 

TYPE L L 
( 

Personal 502 84 
Purse-snatch 73 12 
Busi ness 25 4 

MONTH OF OCCURRENCE ..1_ ..!.. 
January 41 7 
FebrUiry 49 8 
March 40 7 
April 60 10 
May 47 a W June 58 10 
July 42 7 en August 57 9 
September 62 10 -October 40 7 U I~ovember 55 9 
December 49 8 a: 

TIME OF DAY ..L ..!.. W 
X Mi dni ght-9i111 95 16 

9am-3pm 132 22 W 3pm-Mi dni ght 373 62 
( 

a: LOCATION L ..!.. 0 Street 443 74 
Parki ng Area 55' 9 ..., 
Alley 49 8 -( Other 53 9 . 

VICTIM SEX L. L ~ 
Male 263 44 
Female 337 56 

VICTIM AGE ..L ..!... 
Juven 11 e (-18) 91 15 
Young Adult 'i18-29~ 127 21 
Older Adult 30-64 238 40 

I Elderly (65+) 144 24 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-8. - Cont~jnued 

INJURY LEVEL .L .!.. 
None 391 64 
Injury-no hospitalizati on 186 31 
Injury with hospitalizati on 23 4 

FORCE LEVEL .L ..! 
No threat 113 19 
Threatened, no force used 126 21 
Bodily force only 323 54 
Weapon used 38 6 

INJURY LEVEL COOPERATIVE VICTIMS RESISTANT VICTIMS 
None - 272 -- 119 . 

At least some 99 110 
TOTAL m 229 

Source: See Table A-B. (Estimates based on a sample of 600 police reports) 
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MAJOR EXERCISE: CHAOS CITY 
1GROUP A) 

Table A-9. Conmercial Robber.v Characteristlcs, 1977 

~:r' 

MONTH OF OCCURRENCE .JL % 

January 29 8 
February 32 9 
Mar/;;./1 28 8 
April 29 8 
May 18 5 
June 17 5 
July 25 7 
August 15 4 
September 26 7 
October 49 14 
Noveli'tDer 46 13 
December 36 10 

TIME OF DAY L ..!... 
Mi dn i ght-6am 43 12· 
6am-noon 44 13 
Noon-6pm 81 23 
6pm-mi dn i ght 182 52 

TYPE OF WEAPON L ..!... 
Gun 278 79 
Knife 31 9 
Others 18 5 
None 23 7 

TYPE QF TARGET L % 

Grocery Store 48 14 
Gas Station 63 18 
Drug Store 19 5 
Bar/Restaurant 17 5 
Bank 6 2 
Hote 1 /~1ote 1 14 4 
Other 183 52 

LEVEL OF FORCE II ..!... 
Weapon' visible, not used 251 72 
Physical force only 42 12 
Weapon used 57 16 

INJURY L 2-
No injuries 304 87 
Minor injury only 24 7 
Hospital treatment 22 6 

Source: See Table A-6. (Estimates based Or~ a salJ1)le of 350 police re~orts) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-10. Assaults (includin Sexual Assaults 1977 

MONTH OF OCCURRENCE .JL ..!... 
January 143 8 
February 131 7 
March 137 8 
April 142 8 
May 168 9 
June 148 8 
July 141 8 
August 146 8 
September 166 9 
October 139 8 
November 165 9 
December 174 10 

TIME OF DAY .JL ..!.. 
2am-lOam 253 14 
10am-6pm 451 25 
6pm-2am 1096 61 

TYPE OF WEAPON .JL ..!... 
Gun 325 18 
Knife 305 17 
Other 361 20 
None 809 45 

INJURY LEVEL .L ..!... 
None 593 33 
Minor 559 31 
Treated and Released 485 27 
Hosp1ta 1 ized 163 9 

VICTIM-OFFENDER RELATIONSHIP .JL ..!.. 
Strangers 631 35 
Non-strangers 1169 65 

VICTIM AGE .JL ..!.. 
Under. 18 361 20 
18-24 558 31 
25-34 467 26 
35-44 180 10 
45-64 1~4 11 
65 + 40 2 

M E-53- IG 
VOL. 2 

W 
en -(.) 
a: 
W 
X 
W 

a: 
0 ..., 
« 
~ 



,. 
'.; 

MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-10. - Continued 

VICTIM CHARACTERISTICS BY TYPE OF ASSAULT 

VICTIM SEX 

Male 
Female 

VICTIM AGE 

Under 18 
18-24 
25-34 
35-44 
45-64 
65 + 

STRANGER TO STRAr~GER 

474 
157 

89 
201 
187 

41 
95 
18 

NON-STRANGER 

503 
666 

272 
357 
280 
139 

99 
22 

Source: See Table A-6. (Estimates based on a sample of 1300 police reports) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-H. Auto Theft Charact,er1stics, 1977 _. 
TYPE OF VEHICLE L .L 

Auto 869 87 
Trucks 51 5 
Motorcycle 73 7 
Other 7 1 

TYPE OF PREMISE .L .L 
Parking Lot 432 43 
Street Adj acent 
to Res i dence ' 218 22 

Other Residential Street 119 12 
Owner's Garage or Driveway 77 8 
Other 154 15 

LOCATION OF KEYS .L ..L 
In owner's possession 789 79 
In car n 8 
In ignition 64 6 
Other 70 ' 7 

NEIGHBORHOOD WHERE 
VEHICLE RECOVERED .L. % 

Central 186 19 
Westsi de 61 6 
University 103 10 
Park 474 47 
Washington 14 1 
Recovered out of city 84 8 
Not recovered 98 10 

Source: See Table A-G. (Based on a sample of 1000 police reports) 
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MA,lOR EXERCISE: CHAOS CITY 
(GROUP B) 

B. Attrition Rate of Cases in Chaos City 

Table B-1. Chaos City, Adult Felony Case Processing Statistics 

1973 1974 1975 1976 

Adult Felony Arrests 1423 2089 2569 2609 
Fil ed 968 1253 1387 1291 

Trials 125 144 166 116 
Trial Convictions 54 72 78 50 
Guilty Plea 565 711 807 803 

As Charged 241 290 340 340 
Lessor Felony 183 212 260 280 
Misdemeanor 141 209 207 183 

Court Dismissals' 182 270 273 223 
Deferred Prosecutions 31 48 46 61 
Cases Pending 65 00 95 88 

Not Fi1 ed 455 836 1182 1318 
OA Refusal 278 668 827 817 
Victim Refusal 177 168 355 501 

1977 

2899 
1421 
145 
60 

825 
347 
302 
176 
284 

68 
99 

1478 
1005 
473 

Source: Chaos City OBTS System 1978. (Includes homicides, rape, burglary, 
assault and theft) , 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP B) 

Tub1e B-2. Chaos City Arr~sts, Felony Filings and Case 
Dispositions, ViOlent and Property Crimes, 1977. 

VIOLENT PROPERTY 

Adults Felony Arrests 725 2174 
Filed 463 958 

Tri a1s 94 51 
Tri a1 Ccmvi cti OIlS 36 24 
Guilty Plea 205 620 

As Charged 65 282 
LeSSE!r Chil"ge 85 217 
Mi sdElmeanor 55 121 

Court D11smissa1s 114 170 
Deferred Prosecuti OIlS 17 51 
Cas es P Emdi ng 38 61 

Not Fi1 ed 262 1~~6 
OA Refu!,a1 102 903 
Victim ~lefusa1 160 313 

, .. 

Source: Chaos, City OBTS System, 1978 

Table B-3. 1977 UCR Disposition Data 

VIOLENT PROPERTY 

Adul ts Chil"gled 36,725 132,651 
Guil ty - As ICharged 17,191 92,190 
Guilty - Les'ser Chil"ge 4,497 9,811 
Acquitted or' Dismi ssed 15,037 30,650 

. 

BOTH 

169,376 
109,381 
14,308 
45,687 

Source: FEH, UCR, 1978. (Based upon 2566 cities - 1977 estimated population 
37 million) -
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t4AJOR EXERCISE: CHAOS CITY 
(GROUP B) 

Table B-4. Reasons for DA Case Refusal, 1973 and 1977. 

1973 1977 
Reason fot Refusai f ~ , 
Evidence Problem 

Inadmissable evidence 43 15 252 
Unavailable physical evidence 13 5 50 
Insufficient physical evidence 38 14 161 

Total 94 31 m-
W"itness Problem 

Unable to locate 8 3 40 
Related/Friend of offender 10 4 30 
Witness story/Credibility 48 17 70 
Rel uctant to get involved w/system 15 5 30 

Total aT 29 m 
Prosecutorial Merit 

Multi-case disposition 22 8 60 
Offi ce po 1 i cy 19 7 30 
Diversion program 34 12 242 

Total 75 27 332 

Unknown 
28 10 40 

Total 278 100% 1005 

Source: Chaos City District Attorney's Office 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP B) 

Table B-5. Chaos City Criminal Justic~ System Staffing 

. 1973 1974 1975 1976 1977 

District Attorners 8 9 10 11 11 
(Staff Attorneys 

Judges 15 15 20 20 20 

Po 1 ice Off; cers 386 386 396 400 420 
(Uniformed Off1ers) 

Source: Chaos City, Office of the Budget, 1978 
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MAJOR EXERCISE: CHAOS CITY 
(GROOP C) 

Table C-1. Two Year Cohort Study of Recidivism 
By Selected Characteristics and Original Commitment Offense 

Original Nunber Rearrested Not R econ vi cted 
Canmitment of Cases Rearrested 
Offense 

" 

Assault 40 10 (25%) 30 (75%) 6 (15%) 

Rape 25 4 (16%) 21 (84%) 4 (16%) 

Robbery 61 32 (52.5%) 29 (47.5%) 17 (27.9%) 

Burgl ary 75 44 (58.7%) 31 (41.3%) 25 (33.3%) 

Theft 49 30 (61. 2%) 19 (38.8%) 22 (44.9%) 
", 

Total 250 120 (48%) 130 (52%) 74 (29.6%) 

! 

INllnb ... of Number Rearrested Not R econ vi cted 
Prior Felon of Cases Rearrested 
Arrests (NOr 
including 
that whi ch 
resulted in 
original 
collltli tment ) I 

None or 85 31 (36.5%) 54 (63.5%) 15 (17.6%) 
None Known 

One 72 32 (44.4%) 40 (55.6%) 18 (25%) 

Two· 41 23 (56.1%) 18 (43.9%) 14 (34.1%) 

Three 23 15 (65.2%) 8 (34.8%) 9 (39.1%) 

Four 13 9 (69.2%) 4 (30.8%) 8 ("61. 5%) 

Five 7 4 (57.1%) 3 (42.9%) 4 (57.1%) 

Six or 
More 9 6 (66.7%) 3 (33.3%) 6 (66.7%) 

Total 250 120 (48%) 130 (53%) 74 (29.6%) 
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MAJOR EXERCISE: CHAOS CITY 
TC1ROUP C) 

Table C-l. Continued 

History of Number 
Substance of Cases 
Abuse 

Alcohol 
lIbuse 
History 75 

Drug Abuse 
History 55 

Combi nati on 23 

None 97 

Totals 250 

Post-Rel ease Number 
Emp10)fRent of cases 
Status (2 
months after 
release) 

Employed 
Part-time 43 

Employed 
Full-time 142 

Unemployed 65 

Total 250 

Tota 1 number NlJIlber 
of jobs of Cases 
duri ng 2-year 
foll ow-up 

None 42 

One 83 

Two 71 

Three or 
more 54 

Total 250 

'/ I 

Rearrested 

34 (45.3%) 

27 (49.1%) 

13 (56.5%) 

46 (47.4%) 

120 (48%) 

Rearrested 

20 (46.5%) 

57 (40. 1%) 

43 (66.1%) 

120 (48%) 

Rearrested 

28 (66.7%) 

29 (34.9%) 

34 (47.9%) 

29 (53.7%) 

120 (48%) 

- M E-61-IG 

Not 
Rearrested 

41 (54.7%) 

28 (SO. 9%) 

10 (43.5%) 

51 (52.6%) 

130 (52%) 

Not 
Rearrested 

23 (53.5%) 

85 (59.9%) 

22 (33.9%) 

130 (52%) 

Not 
Rearrested 

14 (33.3%) 

54 (65.1%) 

37 (52.1%) 

25 (46.3%) 
. 

130 (52%) 

.~ 

Reconvicted 

24 (32%) 

18 (32.7%) 

10 (43.5%) 

22 (22.7%) 

74 (29.6%) 

Reconvi cted 

12 (27.9%) 

31 (21.8%) 

31 (47.7%) 

74 (29.6%) 

Reconvicted 

18 (42.9%) 

17 (20.5%) 

21 (29.6%) 

18 (33.3%) 

74 (29.6%) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP c) 

Table C-1. Continued 

.-

Average Annual Number 
Income l~eve 1 of Cases 
During Follatlup 
Period 

$2,000 45 

$2,001 -
$4,000 91 

$4,001 -
$6,000 J:'Q ",,,. 

$6,001 -
$8,000 31 

$8,001 -
$10,000 20 

$10,000 4 

Total 250 

Number of known Number 
Resi dences of Cases 
Duri ng Fol1owup 
Peri od 

One 87 

Two 91 

Three 49 

Four or 
More 23 

Total 250 

I 

Rearrested Not 
Rearrested 

23 (51. 1%) 22 (48.9%) 

45 (49.5%) 46 (SO. 5%) 

29 (49.2%) 30 (SO. 8%) 

14 (45.2%) 17 (54.8%) 

9 (45.0%) 11 (55.0%) 

o (0%) 4 (100%) 

120 (48%) 130 (52%) 

Rearrested Not 
Rearrest.ed 

35 (40. f.%) 52 (59.8%) 

42 (46.2%) 49 (53.8%) 

26 (53. 1%) 23 (46.9%) 

17 (73.9%) 6 (26.1%) 

120 (48%) 130 (52%) 
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Reconvicted 

14 (31.1%) 

27 (29.7%) 

18 (30.5%) 

8 (25.8%) 

7 (35.0%) 

o (0%) 

74 (29.6%) 

Reconvicted 

23 (26.4%) 

27 (29.7%) 

17 (34.7%) 

7 (30.4%) 

74 (29.6%) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) ~ 

Table C-l. Continued 

Sex and Ethnic Number Rearrested Not Reconvicted 
Background of Cases Rearrested 

White Male 94 47 (50%) 47 (50%) 30 (31.9%) 

Other Male 61 34 (55.7%) 27 (44. 3%) 20 (32.8%) 

White Fenale 63 24 (38.1%) 39 (61. 9%) 16 (25.4%) 

Other Fenale 32 15 (46.9%) 17 (53.1%) 8 (25%) 

Total 250 120 (48%) 130 (52%) 74 (29.6%) 

Age Number Rearrested Not Reconvi cted 
of Cases Rearrested 

18 - 21 62 37 (59.7%) 25 (40.3%) 22 (35.5%) 

22 - 25 49 29 (59.2%) 20 (40.8%) 17 (34.7%) 

26 - 29 31 16 (51.6%) 15 (48.4%) 11 (35.5%) 

30 - 33 33 22 (66.7%) 11 (33.3%) 11 (33.3%) 

34 - 37 20 6 (30%) 14 (70%) 5 (25%) 

38 - 41 36 8 (22.2%) 28 (77.8%) 6 (16.7%) 

Ovet 42 19 2 (10.5%) 17 (89.5) 2 (10.5%) 

To~al 250 120 (48%) 130 (52%) 74 (29.6%) 

Type of Number Rearrested Not Reconvicted 
Sentence of Cases Rearrested 
Recei ved 
Under Prev; ous 
Offense ,-

Probati on 72 25 (34.7%) 47 (65.3%) 17 (23.6%) . 
Less'Than 

, 

One Year 123 61 (49.6%) 62 (50.4) 37 (30.1~) 

Greater 
Than One 
Year 55 34 (61.8%) 21 (38.2%) 20 (36.4%) 

Total 250 120 (48%) 130 (52%) 74 (29.6%) , 
Source: Paradise University; Criminal Justice Research Center, 1978 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-2. Multiple Rearrests by Original Commitment Offense 

Number of Orioinal Commitment Offense 
Rearrests 
(Two-year 
Follow-up) Assault Rape 

, 
Robbery Burglary Theft 

None 30 21 29 31 19 

One 5 2 8 10 4 

T\'Io 3 1 7 14 4 

Three ---- ---- 8 11 9 

Four 2 ---- 4 5 6 

Five 
I ---- 1 5 4 7 

N = 40 N = 25 N = 61 N = 75 N= 49 

Source: See Table C-l. 

Table C-3. Type of Rearrest by Original Commitment Offense 

Type of 
Rearrest Assault Rape Robbery Burglary Theft 

Rape 1 1 ---- 2 1 

Robbery 5 1 55 2 6 

Assault 2 2 7 1 8 

~urg1ary ---- 4 20 81 19 

Fe' ony Theft 9 ---- 3 13 59 

Misdemeanor 2 1 2 11 5 

, Victimless ---- ---- ---- 1 ----

Total Rearrests* 19 9 87 111 98 
Total Original 

Cases N = 40 N = 25 N = 61 N = 75 N = 49 

*The nurrter of rearrests 1S greater than 12051 nee the average reeidwist is 
rearrested 2.7 times. 

Source: See Table C-1. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-4. Chaos City Felony Arrest Statistics' 

Number of 
Prior 1973 1974 1975 1976 Adult 
Arrests * % * % * % II % 

0 726 51% 1002 48% 1156 45% 1096 42% 
1 313 22% 397 19% 437 17% 391 15% 
2 157 11% 251 12% 308 12% 261 10% 

3 85 6% 167 8% 206 8% 130 5% 

4 71 5% 84 4% 128 5% 287 11% 

5 43 3% 104 5% 180 7% 235 9% 

6+ 28 2% 84 4% 154 6% 209 8% 

Total 1423 ~oo% 2089 100% 2569 100% 2609 100% 

* 
1160 

464 

406 

145 

174 

290 

260 

2899 

Note: This table reflects the distribution of all felony arrests for the 
years from 1973 through 1977. 

1977 

% 

40% 

16% 

14% 

5% 

6% 

10% 

9% 

100% 

Source: Chaos City OBTS System, 1978. (Includes homicides, rape, burg1arly, 
assault and theft) 
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FOREWARD 

THE CRIMINAL JUSTICE TRAINING CENTERS 

The Law Enforcement Assistance Administration is actively engaged in 
providing assistance to state and local governments to support their 
admi nistrative capabilities. Good ana lyses are prerequisite to the 
development and implementation of effective programs for improving criminal 
justice and reduciog crime. Decision-makers understand that policies and 
programs must begin with analysis of the crime and criminal justice system 
problems they face and that effi cient util izati on of scarce resources can be 
achieved only by the careful interpretation of available information. In this 
context analysi!; is a p~erful tool to be. utilized in criminal Justice 
p 1 am i ng, progr'llm development, management, and eva 1 uati on. 

The expert'ise of analysts, planners, researchers, and of greatest 
importance, people who have had direct personal experience with state and 
local criminal justice problems has been tapped by LEAA's Training Division, 
Office of Operations Support, to develop and deliver the Criminal Justice 
Anal,~SiS Cour,:},;e. The Crimi na 1 Justice Ana lysis Course concentrateson the 
spec f1cationof crime and system problems utilizing basic statist.ic,\l and 
other analytic tuols essential to this process. This course is offer'ed to 
state and lClcal governments to assist and support them in ident.ifyingl, 
acquiring, and usi ng the best avail able data, ana lytic techniques, and 
problem-solving methods. 

The Analysis Course is companion to the LEAA developed training courses 
in Crimina! Justice Planning, Criminal Justice Program Evaluation, and 
Cri~~ustice Program Development and Criminal Justice Program Management. 
The design of these programs of instruction is intended to form a 
comprehensive and complementary CUrriculum of criminal justice tools for 
pla.r111ng and dec 15i on-making. 

The Training Center System for delivering these programs of instruction 
consists of major universities located throughout the country. Centers are 
located at the Northeastern University, University of Wisconsin-Milwaukee, 
Florida State University, Washburn University, and the University of Southern 
California. Each Criminal Justice Training Center is responsible for 
delivering these courses and providing technical ass'lstance to jurisdictions 
within its region. 

THE CRIMINAL JUSTICE ANALYSIS COURSE 

Background 

The training course in Analysis of Crime and the Criminal Justice System 
was originally designed and developed by Abt Associates, Inc., Cambridge, 
Massachusetts, to help support the proposed High Crime Area Program. While 
this program was not implemented, the need for this type of training for 
criminal justice planners and «malysts remained criti~al. The AnalysiS 
training was presented five times at the State University of New York at 
Albany (SUNY). A comprehensive evaluation of those deliveries identified some 
areas requiring revision. 
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A Task Order for the revision of the curriculum for training in the 
Analysis of Crime and the Criminal Justice System Course was issued to Abt 
Associates, February 2, 1977, under contract number J~LEAA-001~77. This 
revision was completed and delivered to the Law Enforcement Assistance 
Administration, August 15, 1977. This product was pilot tested by the 
Criminal Justice Training Center at the University of Southern California in 
January, 1978, and subsequently delivered several times by the training center 
system between January and June, 1978. 

In June, 1978, LEAA and the five Criminal Justice Training Centers agreed 
that a "Finalization" of the original analysis course was appropriate. The 
Criminal Justice Training Center at Washburn University received a grant from 
LEAA to manage and coordinate the Finalflation process. Th~1 consultant ' 
revising the original document was retained as the principal consultant to 
perform the major task of synthesizing the suggested course modifications from 
the five Training Centers, their faculties, and LEAA. 

Description, 

The Criminal Justice Analysis Course consists of an Orientation, 
Introduction, seven instructional units (modules), and two optional 
instructional units. 

The emphasis in the Criminal Justice Analys'is Course is on an 
interactive, participatory learning, environment. Several activities help 
insure the achievement of course and module objectives. During the course 
there are traditional classroom lectures, six small exerCises, one major 
exerCise, one optional workshop, ten "walk-throughs" and one optional 
II wa 1 k -through ". 

The walk-throughs are exercises or problems in which all of the answers 
or expected outcomes are reveal ed to partiCipant and instructor. The 
instructor will describe the process or "walk-through" these activities with 
participants. No actual participant work or facilitation is required. The 
walk-throughs illustrate teaching points and lesson objectives within a module. 

Frequently walk-throughs are followed by one of the small exercises or 
one of the tasks'of the major exercise. The exercises are designed to provide 
opportunities to lido the work" of the course. All exercises will require a 
product from partiCipants. Instructors and facilitators will be available to 
help participants in these activities. 

To aid faculty and students in understanding the Criminal Justice 
Analysis Course, as well as to provide a useful deCision-making tool in the 
conduct of analysis, the course structure and content is recorded in module 
charts or decision maps.* These mo~ule charts provide a guide for organizing 

*For an example of the use of decision maps in statistics see Thad R. 
Harshbarger, Introductory Statistics: A Decision Map (New York: MacMillan 
Publishing Co. , 1977). 
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the conduct of analysis. They classify the concerns, outline the application 
~f data source~ and statistical techniques, and they id~ntify the topics and 
lnstruction sequence of the Course. The charts provide a gra~hical 
integration of the Course1s instructional units. Instructors l 'Will use them as 
a reference tO,the interrelationships between course modules and as an aid for 
making transitlons between module~. They are useful also as summaries of each 
module and for subsequent reference by participants. 

Documentation and detailed materials pertaining to the Criminal Justice 
AnalYSis Course are also presented in the Criminal Justice AnalYSis Text. 
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ORIENTATION 

The purpose of the orientation is to provide logistic and background 
information to participants. 
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INTRODUCTION 

The opening session of the Analysis Course must accomplish several things 
in order for the participants to effectively move through the lessons and 
tasks of the week. 

First, the participants must have a clear understanding of the methods, 
procedures, and objectives of the course. Becau~e of the complexity of the 
course, it is imperative that faculty, facilitatl)rs 'and participants have a 
common understanding of the expected product and the steps to be taken to 
produce that product. Anything less than total understanding and agreement 
will resul t in confusi on. ' -

The course overview establishes goals, identifies the participants, 
identifies themes, and discusses the values or purposes of analysis. Finally, 
the overview establishes that analysis is a process leading to a statement of 
problems which serve tp inform decision-makers. 

:r I 

OBJECTIVES 

1. To describe the method, procedures, and objectives of the 
course. 

2. To establish goals, identify pa'rticipant backgrounds and to 
identify themes for the course. , 

3. To i dent ify the ,va 1 ues or purp()ses of ana lysi s. 

4. To establish that analysis is a process to aid in 
decision-making. 
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INTRODUCTION MODULE 

I. COURSE OVERVIEW 

A. Course Goals 

+ Knowledge Goal: 

The participant should 
understand as a result of this 
course the purpose and logic of 
analysis as used to formulate 
crime and criminal justice 
system problems which are used 
to influence decision-making. 

+ Sk i 11 Goal: 

The participant will be able to 
select and apply analytic 
techniques to crime and system 
data that can 1 ead to improved 
interpretation of the data and 
more effective communication of 
i 11 form at ion, thu s provi di ng 
d('cision-makers with information 
which they can understand and 
use in decision-making. 

+ Attitude Goal: 

Participants with minimal prior 
analytic training, regardless of 
preconceived ideas of their 
quantitative talents, will 
perceive data analysis as being 
within their competencies and 
the use of analytic methods as 
meaningful and desirable. 

B. Course Participants 

+ The introductory nature and goals of 
the course indicate that it is for 
those who seek to understand the 
analysis process and gain knowledge 
of how to apply basic analytical 
tools used in formulating crime and 
criminal justice system problems. 

+ The participants should include 
planners, budget analysts, program 
coordinators, policy analysts, 
program developers, program monitors 
- anyone that informs 
decision-makers in criminal justice 
agencies. 
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INTRODUCTION MODULE 

C. Course Themes 

+ The Analysis Course has three 
distinct, yet integrated themes. 

--------------.----------------------~-----------
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THEME OVERVIEW 
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D. Values or Purposes of Analysis 

+ Analysis is an integral part of 
criminal justice and plays a key 
part in informing decision-makers. 

Unique tasks in LEAA dalivery 
system require analysis. 

Problem analysis requirements of 
guidelines. 

Analysis is used as input to 
deci s1 on-maker.s. 

+ Competencies central to the role of 
the analyst. 

+ Analysis is an integral part of 
Planning Process. 

V.A. (IN-2): 

GENERAL PLANNING PROCESS MODEL 

Monitoring '" 
Ind • Identifying _. • Sltling 
EVilueling Probllms Ga.I, 

~- 1 ,J PIonnlng 'D, _oIeoll..· , .... ,~'''' 
Pie mentlng +--!mpllmlntatlon +-- Pre'......cI +-- Alternative 

nI end EVllultlon AlternaliVII ~::- of 

-------------------------------------------------
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INTRODUCTION MODULE 

v. A. (IN-3): 

ANALYSIS 
A PROCESS TO INFORM 

DECISIONS 

PROBLEM ANALYSIS 

---------------------------------------.---------
E. Process as Roadmap 

+ This week we'll follow the analysis 
process used to prepare a problem 
statement. 

+ 

+ 

;. 

+ 

The movement wi1l be from 
identification of concerns and 
specification of problems to the 
development and presentation of a 
good problem statement. 

Exhibit 1 is a preview of the entire 
course. 

A decision map will be elaborated 
for each module and utilized 
throughout the week. It is called 
the module's chart. 

Exhibit 2 is the course agenda. 
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Introduct ion 
Exhibit 1. Course Overview 

Problem Analysis 

Problem 
Specification 

Data 
Synthesis 

Descriptive 
Methods 

Comparative 
Methods 

Inferential 
Methods, 

Legend: 

Presents '"formatlon 

System or 
Methods , __ I_ns_tr_u_ct_lo_" __ 
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SUNDAY 
8:30A.M. 

12:00 

1:30 P.M. 

-5:00P.M. 

Exhibit 2 
SUGGESTED 

CfUMINAL JUSTICE ANALYSIS COUflSE AGENDA 

MONDAY 

Module I 

Problem 
Specification 

(120 minutes) 

Module II 
Data 

Synthesis 

(60 or 90 minutes) 

\.uf\c'r< 

Major Exercise 
Task #1 

(120 minutes) 

Major Exercise 
Task #2 

(120 minutes) 

" 

, . 

TUESDAY 

Module '" 
Data Interpretation 

Descriptive Methods 

(180 minutes) 

\.uf\c'r< 

Module IV 
Data Interpretation 

Comparative Methods 

(150 minutes) 

WEDNESDAY THURSDAY 

Module VI 

Module V Data Interpretation 

Data Interpretation 
System 

Inferential Methods (120 minutes) 

Module VII (180 Minutes) 
Presentation of 

Findings 
(60 minutes) 

\.uf\c'r< \.uf\c'r< 

Module V 
Data Interpretation Major Exercise 

Inferential Methods Task #3 

(continued) 
(120 minutes) 

(100 minutes) 

Calculator 
Workshop Major Ex~rcise 

Task #4 
(130 minutes) 

FRIDAY 

Major Exercise 
Task #5 

(60 minutes) 

Major Exercise 
Task #6 

(180 minutes) 

End of Session 
(60 minutes) 
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MANAGING ANALYSIS 

This optional module emphasizes management skills essential to planning 
and implementing moderate and large-scale analysis projects. The presentation 
of management skills should focus on the development. interpretation and 
utilization of various techniques. The procedures covered in the module 
include methods for tasking a project and labor and resource allocation procedures. ' 

OBJECTIVES 

1. 'To descr 1be the use of spec ific techn iques for 
managing analysis tasks. 

2. To describe the benefits from planning an 
analysis effort. 

MA-I-PARTICIPANT GUIDE 



MANAGING ANALYSIS 

1. ANALYSIS PLAN 

A. Definition 

+ A,n analysis plan is a written 
document wh i ch sy stemat i ca lly 
outlines the major components of the 
analysis task from the initial 
statement of the analytic concern to 
a work plan which includes an 
estimate of the costs of a. proposed 
investigation. (See Exhibit 1) 

B. Need for an Ana lysis Pl an 

+ Pre-preparation of an analysis plan 
for any sizeable analysis task is 
necessary to produce results which 
ar~ reliable and efficiently 

. produced. 

+ Inefficiency and ,missing 
opportun ities character ize 
approaches which'are not 
scientifically based and are merely 
"data grubbing" efforts or based on 
vague ideas of need. 

+ Sometimes development of an analysis 
plan is mandatory. 

C. Developing an Analysis Plan 

+ There are obviously many possible 
ways of organizing an analysis plan, 
but the major components generally 
tend to be similar. The process 
should be thought of as a flow with 
steps overlapping and feeding back 
into each other·. The components of 
the fi na 1 ana ~ys i s plan represent 
the product of this process. 

D. Work Pl an 

+ Quality Control 

+ Staff Relations 

+ Budget Control 

+ Client Relations 
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.) Exhibit 1 

~ 
I Analysis Plan Development, Components, And Uses 

~ 
I 

W 
I 

~ 
-t -COl -"'0 

~ 
-f 

@ -c 
m 

STAGES IN 
DEVELOPING 
AN ANALYSIS 
PlAN 

ANALYSIS 
PlAN 
COMPONENTS 

USE (WHAT 
EACH STAGE 
TELLS THE 
ANALYST) 

MODULE 

State concern 
for which 
analysis is 
needed 

Questions 
to be 
answered 

WHY 

MODULE 1: 

Specify Assess Identify 
concepts, measures & select 
variables, and data 
measures, hypotheses sources 
hypotheses 

Problem Prioritized Data 
Specifica- list of collection 
tion hypotheses plan 

WHAT WHAT HOW 

MODULE 2: 
REFERENCE PROBLEM SPECIFICATION DATA SYNTHESIS 

f, 

" 

~, .' f 

-------~~~/----~~----------------------~~----------------------------~----~----------------~----~ 
..-",d.," 

Select Perform Identify Select 
analysis analysis audience presentation 
techniques and use format & 

for findings dissemination 
procedure 

Selected Interpretation Audience Presentation 
analysis of identifica- and dissemina-
techniques findings tion & use tion 

for products 

WHO 
WHAT 

HOW WHEN FOR WHOM FOR WHOM 
WHERE 
WHY 

MODULE 7: 
MODULES 3,4,5,6 PRESENTATION 
METHODS OF ANALYSIS OF FINDINGS 

Determine 
manpower, 
equipment, 
time and 
funds 
needed 

Tasking, 
Labor 
allocation, 
and costing 

WHEN, BY 
WHOM & 
HOW MUCH 

MANAGING 
ANAlYSIS 
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NG ANALYSIS 

I I • WORK PLAN 

A. Overview 

+ One of the most important aspects of 
analysis is the Work Plan for 
managing the analysis. Scheduling 
and resource allocation are needed 
to ensure that the analysis task 
actually gets done, is completed on 
time, and is of high quality. 

+ A number of management tools are 
available to' assist in this task. 

v • A. (Mgt. -1 ) : 

STEPS IN DEVELOPING WORK PLAN 

1. Identify tasks' to be performed 

2. Identify relationships among tasks 

3. Determine type and magnitude of resources required 
for each task 

4. Determine major milestones and target dates 

5. Prepare time schedule for use of resources to 
perform tasks 
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MANAGING ANALYSIS 

B. Tasking 

+ Tasking refers to the sub-division 
of the analytic activity into a 
sequential series of tasks to be 
performed. 

+ Prop£r tasking is an important 
aspect of quality control, 
particularly the scheduling of tasks. 

+ Two methods for scheduling tasks are 
the Gantt Chart and the PERT 
technique. 

Gantt Chart 

A Gantt Cha,rt is a graphical 
representation of project 
tasks in relation to each 
other and in relation to 
time. 
A limitation of the Gantt 
Chart is that it does not 
indicate which activities 
must be completed before 
others can begin or which 
sequence of tasks should be 
given highest priority. 

Exhibit 3 presents a weekly 
Gantt Chart of the same 
project which adjusts for 
the time gaps in the months. 

NOTES 
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Exhibit 2. 

GANTT CHART 

State Analysis 01 Local Crime Reduction Program Impacts by Month 

TA3Ni 
1 2 

t. 'ROJECT ORIENTATION ~ 

2, REVIEW DOCUMENTATION -
3. INTERVIEW LOCAL STAFf AND 

COLLECT IMELINE IMPACT 
DATA 

4. DESIIlN. CONDUCT. ANALYZE 
VICTIMIZATION SURVEY 

5. EVALUATE 'LANNING AND 
IWLEMEIiTATIOIi 'ROCESS 

I. DRAFT INTERIM REPORT 
\INCLUDE VICTIMIZATION 
SURVEY RESULTS) 

7. INTERVIEW CRIMINAL JUSTICE 
AND 'U.~IC OFFICIALS 

I. COLLECT POST·IMPLEMENTA· 
TIDNIWACT DATA 

I. EVALUAU EfFECT ON CRIMIN· 
AL JUSTICE SYSTEM., ,UILIC 
AND IWACT ON CRIME 

II. DRAFT FINAL REPORT 

II. INCOR'ORAT£ REVIEWER'I 
COMMENTS 

lZ. REVilE fiNAL REPORT 
WITH APPENDED COMMENTI 

'ROO REa RE'ORTI • • • 

'2- • 5 -'" 

I-~ 

~-. -

• • • • 
... INn RIM OR FINAL REPORT 

Exhibit 3. 

GANTT CHART 

., • 

-. 

• 

• .. n "1'!1' 

!--

-~ --
• • • • • 

State Analysis of Local Crime Reduction Program Impacts • Weekly Schedule 

TASKS 
WEEKS 

1 2 3 4 5 II 7 8 II 10 11 12 13 14 15 18 17 111 19 20 21 22,23 24 

Orlentltlon ~ ~ 

Documlnt Review I-~ 

Interview Local Stiff 

Collect B.IIUne 
Implct Dati 

OI.lgn Vlctlmlzltlon 
Survey 

Collect Vlctlmlzetlon 
Dltl 

Anltyze Victimization 
Dlte i-~ 

EVllulte Survey PI.nnlng 
• Implemlntltlon 

Drift Int.rlm Report • 
\ 
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MANAGING.ANALYSIS 

A. 

B. 

C. 

D. 

E. 

F. 

G. 

H. 

L 

PERT Chart 

Another technique which can 
be particularly useful for 
large and/or complex 
analysis projects is PERT 
(Program Evaluation and 
Review Technique). 

To illustrate the 
application of PERT to the 
tasks presented in Exhibit 
2, Exhibit 4 elaborates the 
first six tasks (from II 1. 
Project Orientation ll to 116. 
Draft Interim Report ll into 
ni ne activities. 

Exhibit 4. Nine Activities 

Project Orientation 

Review Documentation 

Interview Local Staff 

Collect Baseline Impact Data 

Design Victimization Survey 

Collect Victimization Data 

Analyze Victimization Data 

Evaluate Survey Planning 
and Implementation 

Draft Interim Report 

Exhibit 5, then, refines 
each of these activities 
into specific project events. 

Project orientation consists 
of events III - Start 
Project ll and "2 - Complete 
Orientation. II 
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MANAGING ANALYSIS 

Events are indicated by 
numbered drcles. 

Arrows between circles 
indicate activities that 
link events and the 
direction these activities 
take. 

Dotted arrows indicate a 
relationship but no required 
activity time, e.g., between 
"2 - Complete Orientation" 
and "3 - Begin Document 
Review. II 

Solid arrows indicate both a 
relationship and a required 
duration for the actiyity, 
e.g., between "3 - Begin 
Document Review" and "4 -
Finish Document Review,fi 
requires an est imated two 
weeks, i. e., activiti es 
consume time and resources. 

By adding the times along 
each possible path, the 
critical (or longest) path 
may be determi ned. 

Path 1: A, B, 0, H, I = 18 
weeks. 
Path 2: A, B, C, H, I = 17 
weeks. 
Path 3: At B, E, F, H, I = 
22 weeks. 
Path 4: At B, E, F, G, I = 
20 weeks. 
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Exhibit 5 
PERT Network With Critical Path Indicated 

For Analysis Project 
(Task = lime in Weeks) 

EVENTS 
t. START'PROJECT 7. COLLECT BASELINE DATA 13. EVALUATE SURVEY 

2. COMPLETE ORIENTATION 8. BASELINE DATA COLLECTED 14. COMPLETE EVALUATION 

3. BEGIN OOCUMENT REVIEW 9. DESIGN VICTIMIZATION SURVEY 15. ANALYSIS OF VICTIMIZATION DATA 

4. FINISH DOCUMENT REVIEW 10. SURVEY DESIGN COMPLETED 16. VICTIMIZATION !lATA ANALYZED 

5. START STAFF INTERVIEWS 11. COLLECT VICTIMIZATION DATA 17. START INTERIM REPORT 
6. FINISH STAFF INTERVIEWS 12. VICTIMIZATION DATA COLLECTED 18. FINISH DRAFT REPORT 

Key: 0 Event 
Relationship 

--' Sequence of events 
A=2 Time between events showing number of weeks 

" 

~------------------~------------------------------,-----------------~--------------~--~ 
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.~NAGING A~ALYSIS 

.. 

PERT technique is useful for: 

Understanding the 
relationships and precise 

. nature of the constraints 
during the development of 
and implementation of 
analysis pro·jects. 

During 'the implementation 
phase: 

Monitorirlg progress and 
s 11 ppage duri ng 
implemenhtion. 

Identifying priorities for 
resource reallocation 
through use of the 
critical path as the 
highest priority. 

A management tool for 
reminding individual task 
managers of their 
schedules and progress. 

A sunmary of tasking 
techniques is presented-in 
Exhibit 6. 
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Exhibit 6. Tasking Techniques 

GANTT CHART 

* WEEKLY TIME LINE FOR EACH TASK 

* SIMPLE TO CONSTRUCT 

* EASY TO UNOERSTAND 

* FAILS TO S~W INT~RRELATIONSHIPS OF. TASKS 

PERT 

* IDENTIFIES PRECEDENCE AND CONCURRENCE RELATIONSHIPS 
BETWEEN ALL ACTIVITIES AND EVENTS 

* IDENTIFIES CRITICAL ACTIVITIES FOR HIGH PRIORITY 
ASSIGNMENT OF RESOURCES 

* USEFUL ·FOR COMPLEX ANALYSIS PLANS 

* CAN BE USED TO ASSESS PROBABILITY OF MEETING DEADLINES 
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MANAGING ANALYSIS NOTES 
~~~~----------------------,-,--~~------------C. Labor Allocation 

,._-----------------------------------------------

V.A. (Mgt,.-2): 

~--
... /,;/,;Y.t: ~~/&~.(.// .- · · · .. .. ......... · · · .. . .. 
c ... ~u"' ..... ,."'. .. ". o c....n. 0.. · N N .. .. 
10...'1 .... ., · · · , . .. .. 
, c.-.v 0- .... .. - ,.. .. ~ 
a ....... M" 0- · · · .. . .N 
HI_V ........ I" I. ,. .. 1-- ,,.,. - ,. -.... -.. -,. , ... -. -

..... a... 
_ ................ 0-. ..................... 

::.... -'r" ",':' '("11"11"":'"1",'(:"'"( • ----- ,~ ! :: ,j I 1 C ___ I __ , , :: ,I 

'=:==- '~ , 
" , 

'::::- --\1 , : 
.c....~'~ ! .;...--, ",' -Ji'" 
.. - ..... 1;"11' 1;,,11: _. ", 'I~ ,==-- ~',i :: .!ili":: ·1 

,,------------------------------------------~, 

-------------------------------------------------
Once target dates, based on a 
preliminary estimate of staff 
workload and performance, have been 
outlined on a Gantt Chart, a labor 
allocation chart can be developed. 

The Gantt Chart can be used to show 
personnel requirements for a project. 
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MANAGING ANALYSIS 

-------------------------------------------------

V.A. {Mgt.-3}: 

Gantt Chart 
••• ANIy'" of LoceI c.tme Reduc:tlon Prog ...... Impec:t. 

Prol..,t 

WHk. 1 Z 2 4 • • 7 • • 10 ,t 12 11 '4 '1 ,. 17 ,. 1. 2D Z1 22 23 24 D~r::::r T •• k. 

A, Orlontltlon 

B. Document Review 

e, Intlrvlow Locol Btllf 

D,e_ta ••• In. 
knpaot Data 

E, D •• lgn Vlctlmlutlon 
BUfVOY 

F, eohot Vlctlr"lutlon 
D.tI 

0, Anelylo Vlctl.nlutlon 
Dati 

H, Ev.lu.to BUfVoy 
PIonnlng ft 
Implomontltlon 

I, D.-It Intorlm Rlport 

., .... 

.1111'00 

2030 

10 

,10 

160 

10 

10, 

10 

110 

110 

, Totlillou .. , 0000 OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl OIl 40 OIl no 

------------------------------------------------
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MANAGING ANALYSIS 

Consolidating Gantt Charts 

~-----------------~------------------------------

V.A. (Mgt. -4): 

Labor Allocation Chart· Obtained by Conlolldatlng 
the Gantt Chartl for Separate POlltlonl 

_. __ "'l/," ~.! 
TN.. Wm. II. 'I ~'.l1aISM ";-

DIP. '0 •. 
'.0. I.'., D.... AntI. AMI. Inl. .... T ..... 

HoYra H,.. 1M... H,,,,, HolIf't "-un HeWl Hown 
A,DMnl.,_ ...,. -
I, Decvmtnl ft.ww· C$ .. .. 

'" ,. 
" It 

1 •• 

1. 
111 

... 
c, Int.m.w louI , .. " \ 110 11' .. 

.~ \ 
.. .. .. .. ' 111 ,. .. 
,.. ,. ,. .. , .... 
.. 

110 

1" 

.. .. 
'21 ,It ,. , .. 

1 ... 

121 

.. .. 
__ lJO ,m ... , • .... 

-------------------------------------------------

:- I 

Labor Allocation Chart 

Based on the consolidated Gantt 
Charts, a labor allocation chart for 
the victim survey is presented in 
Exhibit 7. 
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Exhibit 7. 

Labor Allocation Chart 

3: 
)::> 
I 
I-' 
01 

Ta!.,·;;":3 I . "'0 
1 ! ~ l' 
j, -i 

A. Orientation 80 j 
t-I 80 80 160 400 n 

i I 
I-t 
"'0 B. Doc. Review 80 80 80 160 80 480 )::> .. z 
-i C. Int. Local Staff 150 150 150 160 610 Ci) 

; , c: 
I ; t-I D. Collect B. Data 60 70 70 120 320 0 

ITI 

Ii E. Design V. Survey 90 80 
I' 

80 120 160 530 
i; F. Collect V. Data 100 100 100 560 1600 80 2540 I 

i ; I, 

G. Analyze V. Data 50 40 40 160 80 370 I: 

~ \ 
H. Evaluate V. Survey 110 120 120 350 

r 
I. Interim Report 160 160 160 120 600 

t. 
Total IS80 1880 1880 1120 11320 1440 11600 1 80 

1
6200 I 

I 
I 

.' -., ;. 

" 

:r I 



\ 

" 

.. 

MANAGING ANALYSIS 

D. Budget 

\~f I 

+ Assessing the costs of the proposed 
analysis proja:t should be fairly 
straightforward once the previous 
documents have been completed. 

+ A sample budget is provided in 
Exhibit 8 for activities E, F and G 
of the Labor Allocation Chart (the 
victimization survey). 

+ Three major budget categories __ 
salary and wages, including fringe 
benefits; direct expense items; and 
indira:t costs (e.g. overhead) are 
included. 
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Exhibit 8. Sample Budget For Proposed 
Victimization Survey 

SALARIES &. WAGES 

Project Director 
Deputy Proj. Director 
Secretary 
Survey Designer 
Senior Analysts 
Analyst 
Interviewers 
Coders 

Total S & W 
Fr~nge 30% of S & W 

TOTAL DIR ECT LABOR 

EXPENS~ 

Computer 
Printing 
Telephone 
Keypunch/Verification 

Total Expense 

TOTAL DIRECT COSTS 
*INDIRECT (70% of S & W) 

TOTAL COSTS 

HOURLY RATE 

12.21 
10.54 
5.64 
8.65 
8.03 
5. 17 
3.50 
5.00 

HOURS 

240 
220 
220 
120 
880 

80 
1600 

80 

,COST 

2,930 
2,319 
1,241 
1,038 
7,066 

414 
5,600 

400 

21,008 
61302 

27,310 

1,467 
1,000 
8,400 
11250 

12,117 

39,427 
14 1706 

54,133 

* Negoti ated percentage only applicable for a grant or contract appl ication. 
Not used in operational Dudgets. 

MA-17-PARTICIPANT GUIDE 

I 



MANAGING ANALYSIS 

+ The steps in preparing a budget are 
presented in Exhibit 9. 

Exhibit 9. Costing: Developing A Budget 

(1) ASSESS LEVEL OF EFFOOT FOO EACH TASK 

- TYPE OF RESOURCES 

- MAGNITUDE 

(2 ) ASSESS COSTS OF AlTERNATIVES 

(3) BASIS FOO COSTING 

- PROFESSIONAL JUDGMENT 

- PR 100 STUD I ES 

- AVAILABLE RESOURCES 

- PRE-TEST 

- PURE GUESSTIMATES 

E. Summary of Work Plan 

+ Tasking 

Gantt or Pert Chart 

+ Labor All ocati on 

Labor Allocation Chart 

+ Budget 
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MANA ING ANALYSIS NOTES 
~ III. BENEFITS OF PLANNED ANALYSIS J I 
~. 

From the perspective of the city + 
, , manager, mayor, or, taxpayer, ana lys i s 

plans help to ensure that a useful 
( product will result from the agency 

funds expended. Such plans also may 
permit participation in the setting of 
analysis priorities by citizens and 
other important actors within the 
jurisdiction who may have to use the , 
results or support the work. 

--------------------------------------~----------
V.A. {Mgt.-5}: 

l. 
~ , 

BENEFITS OF PLANNED ANALYSES 

I . 

• PROVIDE DIRECTION AND FOCUS 
...,...~ 

TO WORK EFFORT " 1) 
1 • BETTER UTILIZATION OF RESOURCES ~,t' 

• IMPROVE PRODUCT QUALITY 
• CLARIFIES RESPONSIBILITIES 
• CAN BE USED AS A SELLING TOOL 

I I 

--~------------------ .. --------------------- ... ---. 

: ) 

\ , ) 

"rf) \. ' " 
",~ 
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I Y. CONCLUS ION 

'~ I 

NOiTES 

MA-20-PARTICIPANT GUIDE 

o 
() l 

! 

I • 0' . I. 
I 

II 

V.A. (Mgt.-!).: 

-~'----

Managing Analysis 
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MODULE 1 
PROBLEM SPECIFICATION 

Module 1 covers a central and, perhaps, the most difficult aspect of the 
course: problem specification. Criminal justice analyses have suffered from 
inadequate and incomplete problem statements as reflected in reviews of state 
and local plans, research reports and other cfiminal justice publications. It 
is important that the participants have a full understanding of the pi"ocess 
and use of problem speCification. Their ability to successfully complete the 
Major Exercise, hinges, in part, on their having a clear specification of 
their assigned problem. 

Perhaps the most difficult part in developing an understanding of a 
problem is the creative work of conceptualizing and hypothesizing. No amount 
of lecturing on such topics can substitute for participation. Therefore, the 
material has been structured to provide careful definition, illustrations and 
then an opportunity to practice these skills in Tasks '1 and '2 of the Major 
Exerc ise. 

OBJECTIVES' 

1. To identify the importance and uses of problem 
spec i fi cat ion. 

2. To enable participants to perform a problem 
specifi cati on. 

I-I-PARTICIPANT GUIDE 

I 



MODULE 1: PBCBLEM SPECIFICATION 

I. HOW ARE PROBLEM STATEMENTS DEVELOPED? 

A. Two general approaches: 

+ Inductive - frequently problem 
statements are "data-driven." 
Specific components of information 
provide compelling evidence that a 
problem exists. In these cases the 
analyst moves from the specific to 

I the genera 1 u si ng what is ca 11 ed 
inductive reasoning. 

+ Deductive - In those cases where the 
eXisting data-base is insufficient 
to the needs of the analyst or in 
those instances where the analysis 
is driven by community issues, 
questions and concerns, the analyst 
moves from the general to the 
specific, using deductive reasoning, 
to describe the problem and reach 
conc lusi ons. 

This course teaches a deductive 
approach to problem analysis. 
Many different procedures have 
been revi ewed and the best 
elements of several procedures 
have been sel ected and 
intergrated into this course. 

B. Problem Specification: 

+ Definition: In this course Problem 
Specification is defined as the 
identification of concerns; 
elaboration of concepts'l variables, 
and measures; and postulating of 
hypotheses. 
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MODULE 1: PROBLEM SPE IFICATION 

II ~ HOW ARE CONCEPTS, VARIABLES and MEASURES 
ELABCRATED? 

A. Identification of Related Concerns: 

+ Definition: In this course a 
concern is defined as the vague 
and/or frequently unspecified 
hunches and/or attitudes about 
aspects of crime and the criminal 
just i ce system. 

+ Typically concerns are not well 
arti cu 1 ated and are usually 
reacti ons to symptoms -- not causes. 

+ Identification of concerns requires 
both a "reactive" and "problem 
seeking" style on the part of the 
ana lyst. . 

-----------------------------------------------

IDENTIFICATION OF CONCERN,S 

• Reactive Style 
• Broad General Topic 
• Current Event 

• Perceptions of Topics and Events 
• Definitions and Background 
• Perceptions of Scope and Feasibility 
• Problem-Seeking Style 

-----------------~------------------------------
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MODULE 1: PROBLEM SPECIFICATION NOTES 
"-

+ There are interactions and inter- ( ) 
dependencies among concerns. ( .) 

" Many stated concerns may involve 
interactions and relations among 
concerns. 

I Problem spe.cificatio~·l ten'is to 
focus the analyst's attention on (, 

a single concern, yet the 
interrelationship among concerns 
may be central to complete 
problem analysis. 

Thus, before focusing on the () 
problem specification and 
proceeding, the analyst should 
consider related concerns, which 
may not have been expressed ~ and 
include those determined 
rel evant. (! 
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MODULE 1: PROBLEM SPECIFICATION 

B. Elaborati on of Concepts 

+ Definition: In this course a 
concept is defi ned as a 
distinguishable component found or 
expressed within a concern. For 
example, offender attitudes, 
economic status, system operations 
and recidivism help further the 
understanding of what is meant by 
rehab"il itat ion. 

+ Concepts vary in terms of their 
abstractness; e.g., seriousness of 
crime is more abstract than the 
incidence of crime. 

+ For analytic purposes, it is 
generally useful to sort out areas 
of concern so that the questions and 
concepts inherent in each area may 
be determined and specified. 

Environment: The criminal 
ju sti ce system ex i sts and 
operates within a context of 
~any ex~ernal factors composing 
,ts envlronment. 

Administration: There are 
administratively determined 
factors related to the structure 
and function of the criminal 
justice system which serve as a l 

buffer between the environment 
and the operations of the system. 
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MODULE 1: PROBLEM SPECIFICATION 

-----------------------------~-------------------
V.A. (1-2): 

-------------------------------------------------
System Operations: System 
Operations encompasses the 
activities performed by the 
units of the criminal justice 
system. These activities occur 
within the context of and 
interact with the Environment 
and Administration. 

C. Elaboration of Variables 

+ Definition: A variable is defined 
as a characteristic trait, 
attribute, or event having more than 
one possible value. 

+ Elaborating concepts into variables 
forces the analyst to clarify 
exactly what is meant by the concept 
bei ng studi ed. 

+ Because a concept may usually be 
expressed through many variables, 
the choice of the most appropriate 
variables will be a difficult but 
important choice. 
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MODULE 1: PROBLEM SPECIFI ATION 

D. Elaboration of Measures 

+ Definition: In this course a 
measure is defined as an observable 
qua litative or quantitative 
indicator used as & standard for 
description or comparison. 

+ Some variables are easy to measure, 
such as the number of residential 
burgl ari es reported to the po 1 ice. 
Ot.hers are quite comp 1 ex and 
difficult to measure such as citizen 
pe!rcepti on about street safety after 
da,rk. 

+ Measures used to describe the 
oc:curance of cr ime range vary from 
simple frequency counts to complex 
index numbers, such as, 
population-at-risk measures for 
specific crimes. 

+ Similarly, in system operations, 
measures c.an be simple frequency 
counts of workload or more complex 
measures of system performance, such 
as efficiency, effectiveness or 
productivity. 

E. Examples of the Elaboration of Concepts, 
Vari ables and Measures. 
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PURPOSE 

Typical Statements of Concerns about 
Crime and the Criminal Justice System 

The purpose of this Walk-Through is to illustrate how to elabora~e 
concepts, variables and measures from statements about concerns. Such 
concerns are typically presented in brief narratives with incomplete 
information. Following are three such narratives which are to be analyzed 
by identifying either explicit or implicit concerns, concepts, variables and measures. 
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DATA SET/WORKSHEET 

A. Example l' Example of a Concern Statement 

Crime Trends in Chaos City 

Historically, aggravated assault and homicide rates 
in this area have been relatively low, and these 
cr imes have not been con s i dered ser i ou s problems. 
By contrast, the rate of robbery has always been 
quite high; most observers have consistently identi­
fied robbery as the jurisdiction's most serious 
crime problem. Analysis of recent trend data, 
however, indicates that the city's assault rate has 
shown dramatic increases over the last several years. 
These increases substantially out-distance the pro~ 
portional increase in robberies and indicate that 
unless preventive action is hken assaults may be­
come a significant problem. This trend is exacer­
bated by recent signs that thE~ homicide rate is now 
increasing as a result of the increase in assaults. 
Fortunately, the assault incrlease has, according to 
police statistics, come primalrily in assaults which 
involve knives and blunt instruments. Since these are 
less often fatal than firearm assaults, the homicide 
rate has not risen as rapidly as the assault rate. 
Should firearm a,ssaults resume their traditional 
proportional role, however, the city is likely to 
suffer a very SUbstantial inc:rease in hl')micides. 

~I' I 

Example 1. Table 1. -Proportional Increases in Assault, 
Homicide and Robbery in Chat,)s City by Year 

1500% 

400% 

300% 

200% 

100% 

.' .' .' .' .' .' .' 
.. l 

.' .' .. ' .' .' .' • - ........ .. .... 1'... ... .... 
-.~ _ ........... ............. 

o 2 3 4 

Aggrlvated A.nult •••• 
Homlcld.­
Robber/-

V_ On. = 1OOI~ 

, , , 
e e 7 

Years 
8 

Sourc.: ChlOl (Illy Pollee Deptrtm.nt, Annual R.port, 11177 
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WORKSHEET 
WALK-THROUGH A, EXAMPLE 1 

') 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURE~ 

) 

CONCERN: Crime Trends in Chaos City 

CONCEPTS 

Magnitude 

VARIABLES 

Frequency of Occurrence by Crime Type 

*(Risk of Cri~ by Crime Type) 

MEASURES 

(C-:::~~tive inc. rease by crime ty~~ 
~r year 
..Lt.rime:-"-::-s-rb~y-t~y~p"""e -------

~~crimes by type per population 
1-. at risk) , 
~,----------------------

_*(u.:R~ep"",ou.rtJoJjw:Dgw..-.PRalLlt ... e ... bULY..,J,C",-r..wjmeIlli-lT~ypll.le..,.) ----I -IS s~~~:r~~i~~i~~rlJlei 

Perceptions of Seriousness 

-----1--( ~--
. *Statements in parentheses are implied elaborations. 
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WORKSHEET 
WALK-THROUGB A, EXAMPLE 1 (CONTINUED) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCERN: Crime Trends in Chaos City (Continued) 

CONCEPTS 

*(Rate) 

c 

VARIABLES MEASURES 

_*..L..C R~a:O..>t""e....:o!!..lf~Ch~a~n!!lg!!::.e-!b'!J.y~Cr!...Ci!.!!.m!!:e_T!..ly~t:p.:::..e...L-___ , rate of change by crlme type) 

1
*(Rank ordering, of perception of 

*(Rate of Change of Seriousness by 
Crime Type) 

* % difference over years of average 
S-W Index for each type crlme 

----I--~ 

--,--\i------
--.--:-.--{----
*Stateme.nts in parentheses are implied elaborations. 
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B. Example 2 

. District Court Processing of Felony Cases 

A six-month sample of homicide, rape, robbery and ag­
gravated assault offenses during 1974 was analyzed to 
determine how serious felony cases were disposed of 
at the District Court level. A total of 342 such of­
fenses were included in the sample. Twelve percent 
of the cases were still pending, and 10% were defer­
red prosecution or judgment cases. About half of 
the remaining cases (43%) of the total were plea bar­
gained to a lesser felony or misdemeanor plea. In 
addition to this plea bargaining, one-fifth of all 
cases· (one-fourth when pending and deferred cases are 
excluded) were dismissed. The proportion of those 
convicted on the original charge varies from case to 
case. None of the 27 homicides, 4% of the assaults, 
and 5% of the burglaries resulted in a conviction on 
the original charge. On the other hand, 28% of the 

. rape cases and 15% of robberies had a conviction 
for the original most serious charge. The analysis 
leading to the problem statement indicates a signi­
ficant degree of unevenness in the way these four types 
of cases were handled at the district court level. 
This suggests a lack of quality control over cases 
tried in district court. 
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WORKSHEET 
WALK-THROUGH At EXAMPLE 2 

PROBLEM SPECI FI CATI ON : ELABORATING CONCEPTS t VARIABLES & MEASURES 

CONCERN: District Court Processing of Felony Cases in Chaos City 

CONCEPTS 

Court Operation 

VARIABLES 

Case Disposition 

MEASURES 

% of cases falling in each disposition 
ca egory 

*(% of cases fall ing in each cate.9.Q!:Y 
compared to national average.) 

__ *..L("-!In:.up~u~t.L) ______________ ~f case filjngs per Judge) ~: of ,Judges) 

* ~case fjljngs by case type ~ Judge) 

*(Performance) Ir-rlJ1 of cases heard per Judge) 
-..,...:..-~--....:-.---.------- ~f of cases heard by case type per Judge) 

---------------f-~-------.. 
----{=----

I 
*Statements in parentheses are implied elaborations. 
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C. Example 3 

Rape in Chaos City 

Soc ial agenc ies' have always given too litt le atten­
tion--and too little understanding--to the victims 
of rape. The results have been both that many, per­
haps most, rapes are never reported to law enforce­
ment agencies and that Victims, scared by the cal­
lousness of the system, are unwilling to testify in 
court, thereby minimizing the possibilities of con­
viction for the Offender. Chaos City recently witnessed 
a series of grotesque and highly publicized rapes. 
Although the overall rate of reported rapes does not 
seem high for the city, these specific incidents have 
galvanized citizen interest and have led to the forma­
tion of a citizen law enforcement task force; already 
this group has raised sufficient funds within the commu­
nity to give it some stabil ity and to all ow it to for., 
mulate a series of pilot proposals. Thus, the city 
presents an excellent environment for testing innova­
tive concepts about improving the treatment of rape 
Victims and increasing the conviction rate in the pro­
secution of rape offenders. 
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WORKSHEET 
WALK-THROUGH At EXAMPLE 3 

PROBl.EM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCERN: Rape in Chaos City 

CONCEPTS 

Magnitude 

System Operation 

VARIABLES MEASURES· 

~
.apes reported . 

--L1R~epl..I.!.oLlrt<.J.Ji n~gwoLLf-l:Rw.jap~e_______ # of fClpes oat repm:te:d " vji victimization studie~ _ 

________________ ( *(~ of ",pes in population at r!sk.) 

~---I---
l *( % of case fi lingSJ.es III ti 09 ilL.-

_WCOJLnULv.J..j; cwt...1jJlOn~R>d.a.J.Jte:!._ _________ \ convj ctj 011,+) ________ _ 

----1-----
----1---\ -~-

*Statements in parentheses are implied elaborations. 
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MODULE 1: PROBLEM SPECIFICATION 

III. HOW ARE HYPOTHESES CONSTRUCTED? 

A. Postulating Hypotheses 

1. Definition: A hypothesis is a 
statement asserting a relationship 
between either concepts, variables, 
or measures. 

2. Formulating hypotheses is an art and 
not a sci ence. 

3. It m~ be helpful to think of 
hypotheses as statements which 
describe the relationship between 
two factors (whi ch may be concepts, 
variables or measures). A list of 
phrases which are frequently used 
include: 

is related to 
is unre1 ated to 

is greater than 
is less than 

is increased by 
is decreased by 

is equal to 
is uneq ual to 

4. Hypotheses are important because 
they help to establish boundaries of 
a problem and m~ ,suggest potential 
problem-solving strategies. 

5. Some hypotheses are descriptive in 
nature, and principally deal with 
assertions of r,e1ationship. 

Descriptive hypotheses are most 
typical of the kind usually dealt 
with a criminal justice. They 
usually involve considerations of 
logical or temporal sequence, but do 
not involve issues of "cause" and 
"effect". 
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MODULE 1: 

When a descriptive hYpothesis, a 
rel ati onsh ip is asserted betweeln 
"dependent" and "independent: 
factors, these factors are 
determined as follows: 

Independent: That factor which 
logically or temporally precedes 
the dependent factor and which 
is being used to flxplain or 
understand something about the 
dependent factor. 

Dependent: That factor which 
logically or temporally follows 
the independent factor which is 
under st udy • 

-------------------------------------------------
V.A. (1-3): 

EXPRESSEol 
CONCER~ 

CONDITIONS CONDITIONS 
AND 

EVENTS 
THAT 

FOLLOW 

, AND 
EVENTS --. EXPRESSED 

CONCERN THAT 
PRECEDE 

__ w _______ ~ _____________________________________ _ 

6. Other hypotheses imply a "cause" and 
"effect" relationship. In this 
course they wi 11 be ca 11 ed causal 
hypotheses. 

Causal hypotheses are inherently 
complex and it is very difficult to 
establish an accurate causal 
relationship in criminal justice 
because many factors usually factors 
which effect each concern, 
condition, or event. 
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, MODULE 1: PROBLEM SPECIFICATION 

In a causal hypotheses, a cause and 
effect relationship is asserted 
between dependent and independent 
factors: 

Dependent: A characteristic or 
event which is hypothesized to 
change as a result of another 
occurance or change in another 
characteristic, trait or event. 

Independent: A characteristic, 
trait or event which is presumed 
to affect or i nf'l uence changes 
in another characteristic, trait 
or event. 

The se'lection of causal hypotheses 
may be guided by organizing events 
and conditions into three 
catagories: "presumed causes", 
"primary effects" and "secondary 
effects". 

-------------------------------------------------
V.A. (1-4): 

EXPRESSED 
CONCERN I---~@ 

4 

------------------------------------------------- , 

I-19-PARTICIPANT GUIDE 

NOTES 

, 



N 

These categories are defined as 
fo 11 cws: 

Presumed Causes: Those 
cond iti onsand events that are 
thought to come before and lead 
to the expressed concern and 
related events and effects. 

Primary Effects: Those events 
arid conditions that directly 
resul t from the pr;~sumed causes. 

Secondary Effect.,!.' Those events 
and conditions that directly 
result from the primary,effects 
and indirectly result from the. 
presumed cau sese 

Be careful!' Avoid spurious 
re1ati0i1ships: relationships that 
are illogical or apparent 
relationships between two factors 
where ,the apparent relationship is 
the result of a third factor. 

7. the investigation of cause and effect 
relationships ;s critical to the 
analysis process. The statistical 
tools presented in this course, by 
themselves, are insufficient. 

The invest i gat i on of cau sa 1 ity 
rarely involves a simple test of a 
Single hypothesis. The analyst must 
draw on experience, intuition, 
theory and logic as well as on 
analytic tool s, such as the 
statistics taught in this course. 
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Hypotheses in a Written Problem Statement 

PURPOSE 

The purpose of this Walk-Through is to reinforce the elaboration of 
concepts, variables, and measures and to provide experience in the 
postulation o'if hypotheses. The data set for the exercise also provides a 
concrete example of a Written Problem Statement. The Walk-Through 
Worksheets also serve as an illustration of two of the products required 
by the Major Exercise to elaborate concepts, variables, and measures (Work~ 
sheet A) and to postul ate ,hypotheses (Worksheet B). 

Using the Pr9b1em St~tement and the completed elaboration worksheets, the 
instructor will provide an example of the postulation of hypotheses for 
one of the findings (paragraph 3.1) using a completed Part B Worksheet. 
Then in class discussion the instructor will lead the class through the 
postulation of hypotheses 'for two additional findings. 

. 
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DATA SET 

PROBLEM STATEMENT: VEHICLE THEFT IN CHAOS CITY, 1977 
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DATA SET (continued) 

Problem Statement: Vehicle Theft in Chaos City, 1977. 

1.0 Introduction 

1.1 Statement of Concerns 

Recently, vehicle theft has become the focus of complaints by 
leading downtown businessmen. The downtown area has been staging 
a d'lfficult economic comeback the last few years and the 
businessmen feel that vehicle thefts h.ave incr~asecl to a point 
that shoppers will curtail downtown trade. 

1.2 Nature and Source of Con"~erns 

The origin of the businessmen's compla'int does not appear to be 
founded on surveyor other data forms that would identify 
shopper's preference for shopping loc.ation. The, major thrust of 
the businessmen's concern seems to be based on their percepti.ons 
and possibly reinforced by complaints from customers • 

1.3 Scope of Concerns 

The problem perceived by the businessmen has been communicated to 
both the business community and the public. Quite possibly their 
complaint coupled with news publicity could actually affect 
shopping 'location preference. Thus, their fear in itself could 
become a detrement to downtown trade. 

At the request of the Mayor, an analysis of motor vehicle theft 
has been conducted and is reported in this document. 

2.0 Analysis Methodology 

2.1 Definition of the Terms Used 

According to State of Paradise Statute 609.55 (1971), vehicle 
theft involves the unauthorized use of a motor vehicle without 
the consent of the owner or an authorized agent of the owner. . 
This analysis focuses upon thefts and unauthorized use of all 
motor vehicles. Where apporpriate, distinctions are made between 
theft of automobiles, trucks, motorcycles &nd other motorized 
vehicles. Since the bulk of the vehicle theft is associated wit,h 
private automobiles, the greater portion of this problem 
statement is concerned w.ith analysis of automobile thefts. 
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2.2 Measurement Reliability and Validity 

Previous victimization surveys have shown that over ninety 
percent of stolen autos are reported to the police. A primary 
motivation for this is the need to collect insurance on these 
stolen vehicles. Thus the figures should be fairly reliable as 
well as val'id. The reporting rates may, however, vary by section 
of the city as persons without insurance have less incentive to 
report sto 1 en au tos • 

The measure of risk, number of car's stolen divided by 1,000 
registered vehicles, suffers from the lack of an accurate count 
of registrations by section of the city. The problem is 
particularly acute downtown as the number of cars parked downtown 
greatly exceeds the. number registered in that area. In these 
instances the analysis relies upon measures of frequency to 
corraborate the risk measure. 

2.3 Data Collection Procedures 

Data was collected from Chaos City police offense reports for the 
period under study--July 1, 1974 through June 30, 1975. A random 
sample of 20 percent, or 1 in 5, offense reports was selected for 
analysis. These sampled offense reports are the basis of this 
analysis. Where appropriate, numbers listed in the text, figures', 
and tables have been multiplied by five to correct for the 
sampling procedure. References to Chaos police offense report 
data refer to the sample data. 

2.4 Statist;ca,l Methods 

There are at least three methods by which a crime can be 
measured: 1) frequency, 2) rate per 100,000 persons, and 3) rate 
per 1,000 opportunities. The third measure--'rate per 1,000 
opportunities--gives a mor~ complete understanding of the degree 
to which any given crime represents a problem in a given 
geographic area. 

;r " , 

The mathematical tools employed in this analysis were: ranking, 
comparative tables, and chi square. 

For Chaos City, the victimi zati on rate flor registered automobiles 
was about 30.9 per 1,000 (1 in 32) for the study period. 
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3.0 Findings 

3.1 Magnitude of Motor Vehicle Theft is Similar in Comparable Cities 

According to the general impression of the police department, the 
problem of motor vehicle theft in Chaos City is no larger than 
that experi enced in other cities of simi 1 ar size across the 
country. The number recorded by the Department during the study 
period was 5,085. This figure was found to be about 500 less 
than the average number motor ve:dcle thefts for simi 1 ar size 
cities. 

The 5,085 motor vehicle thefts were distributed as follows: 

Au tomobiles 4,450 
Trucks 255 
Motorcycles 335 
Other motorized vehicles 45 

For automobiles the victimization rate (ca1cu.hted on basis of 
registered autos) was about 30.9 per 1,000 or' I~oughly 1 1n 32. 
Victimization surveys indicate that apprmdmatl;lv 93 percent of 
all vehicle thefts are reported to polic~~ C~r~ecting for 
non-reported thefts revises the total of mot~l'\ vehicle thefts to 
about 5,470. 1 

3.2 Chaos City System Response is Different than National and State 
Level System Response ~ 

Based on national clearance rates and the clearance rates of 
other property crimes in Chaos City such as burglary, we 
antiCipated that the clearance rate for vehicle theft ~~uld be 
the same as other vehicle theft and the same as the national 
clearance rate. Clearance rate is defined here as those cases 
whi ch are cl eared by arrest. 

Chaos City police offense reports 'Indicate that the overall 
clearance rate for all motor vehicle thefts was about 7 percent. 
For automobiles, clearance rates were 10 percent, trucks-11 
percent and motorcycles-5 ,percent. These clearance rates are 
lower than the 20 percent clearance rate usually reported for 
both Paradise and the United States.2 It is clear that most 
vehicle thieves in Chaos City have a lower than average 
likelihood of being caught after the commission of their 
offense. This low likelihood opens up the possibility of 
focusing on the prevention of vehicle theft. There is no 
information on rate of conviction or sentencing patterns. 

lCriminal Victimizations in 13 American Cities~ U.S. Department of 
Justice, LEAA (June 1975), p.124. 

2Paradise Crime Information, 1973, Bureau of Crime Analysis (BCA) (June 
1, 1974), p.49 and Crime in the U.S., Uniform Crime Reports, U.S. Department 
of Justice (Washington, D.C.: 1975), p.35. 
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3.3 Auto Theft in Chaos City is a less Serious Crime Problem 

Auto theft was expected to be a less serious problem for Chaos City 
than other property crimes. Two measures of seriousness were 
available for this analysis. In addition, although clearance rates 
for Chaos City are ,"elatively low, the net dollar loss from auto 
theft may be lower than for other metropo 11 tan areas. 

Chaos City Police Department estimates for 1975 indicated that the 
total value of stolen motor vehicles was $5,828,890. Howe\'~r, the 
total value of recovered motor vehicles was $4,653,803. indicating a 
net dollar loss of $1,175,087 for 1975.3 The difference between 
the doll ar figures for auto theft reflects the fact that most 
automobiles (90.8 percent) taken from Chaos City are recovered--on1y 
8.5 percent of all thefts are not recovered. The balance of reported 
thefts (70 percent) are classified as unfounded. For example, the 
car was not stolen, merely misplaced. Thus, the net dollar loss of 
$1,175,087 for motor vehicles is less serious than the value of 
$3,045,624 for unrecovered resident burgulary property. Further, 
recovery figures for Chaos City are substantially higher than figures 
for nationwide recovery. National figures indicate that from 70 to 
80 percent of all cars are recovered.4 

Every vehicle theft incurs costs other than those associ ated with the 
value of the vehicle. Private vehicles are the ~ation's primary 
means of transportation. Loss of an individual is means of 
transportation, if only for a few days, can impose a burden on the 
victim of auto theft. Other costs include the cost of prosecution of 
offenders, increased insurance premiums as a result of vehicle thefts 
and the intangible cost of increased concern about crime. 

There is also no information available as to the cost to the criminal 
justice system to investigate and prosecute cases of vehicle theft. 
Likewise, statistics ~~r~ unavailable to compare the seriousness of 
auto theft downtown with other crimes occuring downtown. 

3Unpublished dah collected for Uniform Crime Reports, Chaos City P.,lice Depar'bnent. . 
4"Pre1im1~al"Y Study of the Effectiveness of Auto Anti-Theft DeVices," NILECJ, LEAA (October 1975), p.3. 
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3.4 Auto Theft Varies by Area and Location 

The hypotheses which guided this analysis are: 

The magnitude of auto theft varies by geographic area of the 
city. 

The magnitude of auto theft varies by type Qf parking 
envi ronment. 

As hypothesized the data show that not all areas of Chaos City 
have the same r~te of auto theft. Table 1 display~ the different 
rates of victimization across the city's ten p1annlng , 
communities. Table 1 also demonstrates ~hat the measu~ of crlme 
used for analysis gives various perspectlves on, the crlme problem 
in given communities. 

In Table 1 the highest victimization rates, independent of the 
type of me~surement employed, are found in the Cent~al and 
Powderhorn communities, which supports the hypothesls. 

Table 1. Auto 'Theft Rates by Community, Chaos City, 1977. 

Rate per 1,000 
Registered Pas- Rate Per 

COMMUNITY senaer Vehic1es* Rank 1.000 Persons Rank Rate Rank 

Central 173.9 (1 in 5) 1 43.5 1 1,135 2 
Powderhorn in 2 16. 1 2 1,295 1 
University 

45.6 ~l 
40.7 1 in 21~ 24 3 12.5 3 355 5.5 

Near North 37.6 (1 in 26 ) 4 11.0 4 540 3 
Citywide 30.9 (1 in 32) - 11.7 - 4,970 -
Northeast 26.9 (l in 37) 5 10. 1 5.5 455 4 
Longfellow 24.9 (1 in 40) 6 9.7 7 325 7 
Calhoun-Isles 23.6 (1 in 42) 7 10. 1 5.5 355 5.5 
Camden 16.5 (1 in 60) 8 6.4 8 220 
Nokomis, 7.3 (1 in 136 ) 9 2.9 9 145 
Southwest 5.9 (1 in 169) 10 2.6 10 145 

, 
*Each registered passenger vehicle is counted as ~n opportunlty. 

Each community has a sufficiently large number of veh1cles to make 
meaningful comparisons: Calhoun-Isles, 14,995; Camden, 13,338; Central, 

7 
9 
9 

6,525; Longfellow, 13,080; Near North, 14,334; NokomiS, 19,907;, , 
Northeast 16 853· Powderhorn, 28,411; Southwest, 24,464; and Unlvers1ty, 
8,715. E;timites' are derived from th~ Bureau of t~e Census (1970) 
figures reporting number of families 1n tracts ownJng 1, 2, and,3 o~ more 
vehicles. Weighting on the 3 or more category was ~one b~ multlplY1ng by 
3.1 in order to approximate the total number of ve~1cles 1n each tract. 
Census data are used because they a~e t~e only aval1ab~e. 
geographically-based data. Total c1tyw1de auto count - 160,622. 

The number of auto thefts in each community was based on a 20% 
city-wide sample. The sample frequencies in the communities had to be 
multiplied by 5 to estimate the number stolen. 
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As shown in Figure 1, 42 percent of all automobiles are taken 
from parking lots or garages while only one-third are taken from 
near the owner" s resi dence or nearby resi denth1 streets. Less 
than 1 in 10 automobiles are taken from the owner's garage or 
driveway. ' 

ISO 

10 

Figure 1. Percentage of Auto Theft 
by Type of Premise (pa~.enger 
cars only) 

11.2 

o~~.Uil 
MRKING 
LOT OR 
IARAI! 

STREET 
AD"ACENT 
TO RESI­
~:::itCE 

OWNER'S 
GAftAlEOft 
DRIVEWAY 

OTIER 

n" 375 '''on'' 193 noo 106 n .. 72 n .. 144 

Source: Chaoe CI'~'POlice Offill .. 
Report ~~" (N=IIIIO), 11m. 
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A detailed analysis of parking garages and lots suggests that the 
Central, Powderhorn and University cOnllilmities are most subject 
to auto theft at these types of sites. 

Figure 2. 
Frequency of Auto Theft from Parking 

Garages and Lots by Census Tract 

Source: Chaos City Police 
Offense Report Data 1977 
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3.5 Auto Thefts are Deterred by Reducing Opportunities to Steal 

Recent advertising campaigns have suggested that many autos ~\"e 
stolen because of carelessness on the part of the owner, t4ori~ 
spec1fi cally, these ads suggest that many vehicles are ~t()"~ei1 
because keys are left in the ignition and that further! locking 
one's vehicle is sufficient deterrence for auto theft. 

Initial data do not support the hypothesis. Data indicate that 
auto theft is deterred by reducing the opportunity to steal. 
Most Victims report that the keys were not left in the vehicle. 
As shown in Figure 3, apparently only about 1 in 10 stolen 
vehicles had the keys left in the car. Only 1 in 20 victims 
reported the keys as having been TeT£ in the ignition. Data al so' 
indicate that 57 percent of all victims reported that the car was 
locked when stolen. These figures, of course, may conceal 
deliberate misreporting by the victims. The misreporting may be 
caused by fear of insurance repercussions or by feelings of 
incompetence. 

Clearly, the simple precaution of removing the keys and lacking 
the auto, though increasing the difficulty of theft, is not by 
itself adequate to deter theft. However other data dealing with 
opportunity support the hypothesis. 

Effective January 1, 1970, the U.S. Department of Transportation 
instituted Motor Vehicle Safety Standard 114 in an attempt to 
"reduce the incidence of accidents resulting from unauthorized 
auto use."S This standard established two basic requirements 
for all cars assembled after January 1, 1970: 

1) a key locking system which prevented normal 
engi ne aGti vati on and either steering or 
self-mobility ift the absence of the proper key; 

and 

2) a warning sound when the key was left in the locking 
system or when the driver's door was open. 

511 Preliminary Study of the Effectiveness of Auto Anti-Theft Devices," 
NILECJ, (Washington, D.C.: October 1975), p, 1. 
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As a result of this standard, all cars manufactured after 
January 1, 1970, had a steering lock which could only be unlocked 
with the proper key and a buzzer system that made an audible 
alarm whenever the key was left in the ign'ltion. 

For the basis of analysis there are three time periods for 
comparing the relative effectiveness of ignition interlock 
systems. The first period, pre-1968, is tnat period when no 
vehicles were equipped according to Standard 114. The second 
period, 1969 through 1971, is that period when some but not all 
vehicles were equipped according to Standard 114. The third 
period, post-1971, is that period when all vehicles were equipped 
according to Standard 114. Table 2 compares theft rates for 
various makes of cars for the first and last periods. It also 
compares thefts of vehicles manufactured before any ignition 
interlock systems were installed with that period when all 
vehicles were equipped with ignition interlock systems. As can 
be seen in Table 2, 55 percent of all vehicles on the road in 
1975 (excluding vehicles manufactured during the second period, 
1969-1971) were manufactured before implementation of Standard 
114 while 45 percent of all vehicles were manufactured after 
implementation (excluding the second period). However, 88 
percent of all stolen vehicles were 'manufactured before 
implementation of Standard 114. The figures in Table 2 and 3 
pre~ent compelling evidence that car thieves preferred to steal 
cars which were not equipped with anti-auto theft devices. Thus, 
these data support the general hypothesis. 

Figure 3. Percentage of Auto Theft 
by Location of Keys (passenger cars only) 

eo 
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20 
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Source: Chaos City Police 
Offense Report Data. 
(N =844), 1877. 
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Table 2. Percentage of Auto Theft as an Indicator of 
Ignition Interlock Effectiveness 

Number of Number of 
Cars Stol en Cars 

Period Onel 
3 

157,519 649 
4 (88%) 

( 55%) 

Peri od Tw02 118,188 86 
( 45%) ( 12%) 

lPeriod One: Cars manufactured prior to implementation of Standard 114. 

2Period Two: Cars manufactured after implementation of Standard 114. 

3Figures supplied by Department of Motor Vehicles for Chaos City. These 
figures included a caunt for some suburbs resulting in figures larger than 
those 1i$ted in U.S. Census data. The relative proportions are assumed to be 
correct. 

4Percentages are computed by excluding cars manufactured during the period 
1969 through 1971. About 171,000 vehic'les were excluded from this table 
because they were manufactured during this period. 

Period 1 

Period 2 

Table 3. Comparison of Expected and Observed 
Auto Thefts, Two Time Periods 

Expected Number Observed Number 
Auto Thefts* Auto Thefts 

404 649 

, 
330 86 

*Expected number of auto thefts is equal to total number 
of auto thefts (735) multiplied by the proportion of 
vehicles manufactured in the period that were on the road 
(.55 and .45 for the two periods in question) 

X2= 327.47,1 d.f., significant at p =.001 

Source: Chaos City Police Department and Department of Motor Vehicle 
Registration, 1977. 
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3.6 Characteristics of Motor Vehicle Theft m~ Vary by Type of 
Vehicle 

The characteristics of truck and motorcycle theft were anticipated to 
be similar to that of autos. Generally the data supports this 
anticipation. However. there are some differences. Trucks tend to be 
taken from parking lots and garages more frequently (59 percent) than 
are automobiles (43 percent). Additionally, there are relatively few 
that are stolen nea)' residences. This is to be expected since many 
trucks are owned by companies and are parked in company lots. 

Motorcycles, however, show a different pattern. Only about one-third 
(30 percent) of all motorcycle thefts are from garages or lots. More 
than one-third are taken from premises at or near the victim's 
residence. The balance are taken from other sites. Unlike the high 
recovery rates for trucks and autos, only about one-thi rd (35 percent) 
of all motorcycles are recovered. 

3.7 Most Suspects of Auto Theft are Amateur Thieves 

Because of the high recovery rate of stolen autos, it was hypothesized 
that most suspects of vehicle theft are amateur thieves. 

Ninety percent of all automobiles were recovered while only about 35 
percent of' a 11 motorcycles were recovered. The recovery rate of 
vehicles in Chaos City tends to be substantially higher than the 
national average. Generally, theft of vehicles does not result in 
resale of the vehicle or stripping for parts suggesting that most 
thefts are not thefts for personal gain. Nonetheless, the police 
clear onlY 10 percent of their crimes through arrest. 

3.8 Those Suspected of and those Arrested for Auto Theft are 
Genera lly Young 

Suspect information for auto thefts derived from offense repor~s is 
very sparse. There was some suspect information in only 58 (12 
percent) of the studied cases. This data indicated that most suspects 
(62 percent) were juveniles. 

Chaos .Police Department arrest information indicates that from 88 to 
97 percent of all auto theft arrests are of juveniles. l Between 95 
and 98 percent of all arrests are of persons less than 21 years old. 
However, most of those arrested (76 percent) had a prior record. 
Unfortunately, additional reliable information is lacking from police 
off ense reports. 

1Chaos City Police Department, 1977. 
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4.0 Discussion 

4.1 Findings Relative to Expressed Concerns 

These findings do indicate that aside from the presumed recent 
rash of auto thefts from downtown, theft of vehicles is a problem 
in the downtown area relative to other areas of the city. As 
might be expected the problem downtown is one of theft from . 
garages and lots. The concentration of thefts from downtown does 
indicate that local merchants may have reason for concern. 
However, it could not be determined if the problem in downtown 
Chaos City is significantly different than might be exp,ected in 
other cities of simi1 ar size. . 

Theft of vehicles, although potentially one of the most expensive 
property crimes in Chaos City, appears to be relatively 
inexpensive. The ~nta1 net property 1pss from vehicle theft for 
the one-year study per~od was about $1,175,000. The recovery 
rate of autos and the risk of auto theft suggest that in a broad 
perspective the problem is not a serious one. 

4.2 Limitations 

There are no data to i nd i cate whet heir there has been a recent 
increase of vehicle thefts from the downtown area or whether the 
publicity has created the appearance of an upsurge in vehicle 
theft. Data on a week1y or monthly basis would detect this trend 
but these data are una\1a il ab1 e. 

Vehicle data, al so, was unavailable on downtQwn areas in other 
cities of similar size. Thus, the magnitude of the downtown 
problem can only be assessed in relation to non-business areas in 
Chaos City. It is very possible that cities of similar size 
experience a similar geographic distribution of vehicle theft. 

Limited suspect data does not permit a determination whether 
recent auto thefts are part of a professi onal auto theft ring or 
merely the random attack on the downtown area by the usual 
am ateur. Answers to these q uest'i ons requi re more data and 
analysis. 

Public perception of auto theft in downtown Chaos City has not 
been assessed. Therefore, it is 1 arge1y unknown if the 
businessman's fear is reflective of shopper's concerns about 
crime. 
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5. ° Summary 

5.1 Highl i ghts 

From July 1, 1976, through June 30, 1977, thel'e were about 5,085 
thefts of motorized vehicles recorded by the Chaos City Police 
Department. The bulk of the theft problem involves automobiles. 
Thefts of 4,450 automobil es, 255 trucks, 335 motorcycl es and 45 
other motorized vehicles were reported. Victimization surveys 
indicated that approximately 93 percent of all vehicle thefts are 
reported to police. Also, the risk of being a victim of vehicle 
theft differs by area of the city. The central community clearly 
has the greatest vehicles theft problem with a 1 in 5 risk (based 
on number of registered vehicles) • 

Large numbers of auto thefts are of cars parked at garages or 
lots (40 percent of all thefts). Most of these thefts from 
garages and lots occur in a very few localized parts of the 
Central, University and Powderhorn communities. 

Locking cars and removing the keys may tend to reduce the risk of 
auto theft. However, large numbers of autos are taken which 
apparently had no keys in them and which were locked. Improved 
types of auto theft deterrent locks, manuf actured accordi n9 to 
Standard 114, appear to be a deterrent to vehicle theft. While 
vehicles equipped with these locking systems are taken, they are 
stolen at a much lower rate. 

The recovery rate for auto theft is higher than the national 
average, however, the clearance rate is lower. 

Thefts of trucks and motorcycle!; are simil ar to auto thefts in 
some aspects but differ in rega:<"d to type of premise on which 
theft occurs. Motorcycl es a1 so are recovered at a much i ower 
rate than are autos and trucks. 

The profile of the suspect is largely undetermined by specific 
data. However, amateur involvement is highly likely because of 
apparent nonconcern about theft for monetary gain and because of 
the high recovery rate. 
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5.2 Conclusions 

Motor vehicle theft does not appear to be a major pr~blem in 
dollar loss because of a high recovery rate but in consideration 
of sheer volume of thefts with accompanying costs of 
inconvenience and police investigation there is clearly a 
significant problem. As might be expected the problem does not 
occur evenly in all areas of the city. The downtown and two 
other areas disproportionately share the burden of vehicle 
theft. The general sites of theft suggests 'that crime reduction 
planning could focus on p,arking garages and lots. The low 
clearance rate of these thefts and high recovery rates plus 
~ossible involvement of juveniles suggests that preventive 
measures in addition to investigation and apprehension may offer 
significant retur.n on the crime reduction effort. 

This analysis did not specifically iden~ify what factors caused 
the perceptions of the downtown businessmen. Therefore. 
conclusions cannot be drawn about the nature of change needed to 
improve their perceptions of downtown motor vehicle theft and its 
impact on trade. 

Source: AdapttJ from Douglas W. Frisbie. et. ale Crime in Minneapolis: 
Proposalls for Prevention. May 1977. Minnesota Crime Prevention Center. 2344 
Nicolett Avenue. Minneapolis. Minnesota ,55404. pp. 191-202. 
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3.1 Magnitude 
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PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 
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WORKSHEET 
WALK-THROUGH B, PART A (CONTINUED) 

PROBLEM SPEtIFICAHON: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCEPTS VARIABLES MEASURES 

.".... Net 10011 ar Loss 
of vehicles not recovered. 

Dollar value of burglary property 
not recovered. 

3.3 Seriousness _.;.;.Re.:..c;:..;o_':l~e.:..:ry:.....:..R.:..at..:..:e ___________ 1 % of autos recovered. 

Cost of loss of transportation. 
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WORKSHEET 
WALK-THROUGH, B, PART A (CONTINUED) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

VARIABLES MEASURES 

Geographi c 11rea of Ci ty ----I , autos ;stolen by plannIng c_unity. 
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classification. 
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_~Imp~r~ov~e:..::d~Se~c~u~r..!-"it~y~of!_.!:A!.!!ut~o:!!!mo=b1.!._'°1~e~__ applicatjon of Standard 114. I 
' cars manufactured before and after 
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WORKSHEET 
WALK-THROUGH B, PART A (CONTINUED) 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCEPTS 

3.6 Target Characteristics 

VARIA Bill NEASURES 

% of automobiles stolen. 
---:.TJ..y"",pe==--=o..:..f...:Mo~t.::.;or:........:.V.;::,e:..:..h 1,:.;:' c;..:.l.;::.e ...::S:..:t~o..:..;l e:.:.n=-----I i ~~ ~~r}~! e~iolen 
_-,:Lr.:01;'ca~t:;"1i~o;::-n -=f;;;;r""om~w'fth"'r.i c;:;;h~Ty::..:p_e_s_o_f_· _Mo_t_o_r__ parking lots and garages. I

x of ~pe of ~ehicle stolen from 

Vehlcies are stolen. . 
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WORKSHEET 
WALK-THROUGH B, PART A (CONTINUED) , 

PROBLEM SPECIFICATION: ELABORATING CONCEPTS, VARIABLES & MEASURES 

CONCEPTS VARIABLES "'EASURES 

,-....imcovery of Sto) en Vehi c) es 
%0 s olen cars eco ered. 
% of stolen motorcycles recovered. 

_.a.L.u::.;~ _________ • _____ IS of auto thefts,' cleared by arrest . 
Arrest ~ 

-----1----
_A..;.r_re_s_t..;.s ______________ r .f prl ........ t. po- offender. 

3 8 Offender Cba;&.J&l~"-"wu"""",," _Gelo&.loqgloLr.lla~phlL' iucdlau.l-JAwrl.Jjeiliial.-_________ · ~.De~jded 
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RELATING CONCEPTS 

3.1 The magnitude of motor 
vehicle theft in Chaos 
City is similar to the 
magnitude of the motor 
vehicle theft in similar 
size cities. . 

WORKSHEET 
WALK-THROUGH B~ PART B 

, CONSTRUCTING HYPOTHESES 

RELATING VARIABLES 

a. The frequency of motor vehicle 
theft in Chaos City is the 
same as the national average 
for similar size·cities. 

f " 

RELATING MEASURES 

1) Number of vehicles stolen in 
Chaos City is the same as 
national average number of 
vehicles stolen for cities 
of 375.000 - 400.000 population. 
as reported in Unifonm Crime 
Reports ( UCR) • 
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MODULE 1: PROBLEM SPECIFICATION 

IV. RELATIONSHIP OF PROBLEM SPECIFICAT~ON 
TO THE PROBLEM STATEMENT 

A. The difference between a concern and a 
problem. 

B. Importance of a Problem Statement: 

+ The complexity of most criminal 
justice problems requires a fairly 
rigorous and iterative analysis in 
order to describe, draw conclusions 
about and understand the primary 
causes. 

C. In this course the term Problem State­
ment has a very specific meaning. In 
effect, one of the primary purposes of 
the course is to provid(~ instruction and 
limited practice in the development and 
production of the problem statement. 

D. Definition of a Problem Statement: A 
wr it ten document or oral presentati on 
which comprehensively describes the 
nature, magnitude, seriousness, rate of 
change, persons affected, spatial and 
temporal aspects of a problem using 
qualitative and quantitative infor­
mation. It identifies the n~ture, 
extent, and effect of system response; 
makes projections based on historical 
inferences, ~nd rigorously attempts to 
establish the origins of the problem. 

V. CONCLUSION 

A. The quality of a Problem Statement m~ 
be threatened by inadequate problem 
spec ifi cat ion. 
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V.A. (1-51: 

Module One Chart: 
Problem Specification 

Identify 
€l 

Related 
Concerns 

VII 
tl) 

Elaborate 
(~) 

Concepts, 
VarIables, 
Measures 

©II 

() 

Postulate 
Hypotheses 

(ii' 
I 

. I 0
.0 ; 
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MODULE 2 
DATA SYNTHESIS 

Module 2 establishes a foundation for m~asuring and obtaining data for 
specified variables. The module is divided into four distinct sections: 
(1) measurement, (2) assessing hypotheses, (3) sources of data, 'and (4) 
planning a data collection effort. 

OBJECTIVES 

1. To describe Types and Extent of Measure-
ment Error. 

... 
2. To assess Hypotheses. 

3. To systematically plan a Data Collection 
Effort. 

4. To distinguish between Secondary and 
Pr imary Data. 

5. To identify and describe Seven Methods of 
Data Collection. 

6. To understand the S1x Types of Secondary 
Data Used in Criminal Justice Analysis. 
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MODULE 2: DATA SYNTHESIS 

I • MEASUR EMENT 

r i 

A. Definition: 

Measurement is the process of assigning 
observable qualitative or quantitative 
indicators to objects or events 
according to rules. 

+ The assignment rules must specify 
exactly how to measure, when to, 
what to, who to, etc. It is the 
quality of the rules that makes the 
difference between "good" and "poor" 
measu rement. 

B. Measurement Accuracy 

+ The criteria used to determine the 
accuracy of a measure are its 
validity and reliability. 

+ Definition: "Validity is the degree 
to wh~ch measures are true or 
accurl3.te indicators of the variables 
they are thought to i nd i cate. " 

+ Definition: "Reliability is the 
degree to which measures are 
dependable or consistent indicators 
of a variable from one time to 
another or from one sample to 
another." 
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MODULE 2: DATA SYNTHESIS 

C. Factors Influencing Measurement Accuracy 
- ______ 0 _________________________________________ • 

V.A. (2-1),: 

r 

Concept 

Variable 

Threlts to Villdlty" Reliability 

R:CI~IVI~m 

Threats to Validity 
and Reliability 

Rear.f. Recon~lotlon. ~oarceratiOni 
Threats to Validity & Reliability 

Measures F~eqUe~cy of FreqJency of F1eQuenCy of 
Rearrests Reconvlctlons R<elncarceratlons 

-------------------------------------------------
+ Conceptual Factors that Influence 

the Validity and Reliability of 
Interpretati ons 

- Between Concepts and Variables 

Failure to Adequately 
Represent Concept with 
Se 1 ected Vari ab 1 e( s) 

Between Variables and Measures 

Failure to Adequately 
Represent Variables with 
Selected Measure(s) 
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MODULE 2: DATA SYNTHESIS NOTES 

+ Technical Factors that Influence 
Validity and Reliability 

Method of Collection 

Measurement Error in 
Self-Reported Crime Data 

Measurement Error in Arrest 
Records 

Type of Measure Sought (Fact or 
Perception) 

Source of Data 

Use of Sample or Census 

+ Management Factors that Influem:e 
Conceptual and Technical Threats to 
Validity and Reliability: 

Time 

Money 

Organizational Considerations 

Political Considerations 

i 
'I 
'1 
-'j 

,;; 

) 

,I 
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MODULE 2: DATA SYNTHESIS 

II. ASSESSING HYPOTHESES 

As indicated previously. the refinement of 
concerns into concepts. variables. and 
measures usually produces many. rather than 
just one. hypotheses. Since many hypotheses 
may be constructed from a single concern. 
the analyst must identify the most 
appropr'j ate hypotheses for subsequent 
ana lys is. 

A. Criteria for Assessing an Individual 
Hypothesis 

-------------------------------------------------

V.A. (2-2): 

CRITERIA FOR ASSESSING 
A HYPOTHESIS 

• Measurement Accuracy 

• Data Availability 

• Testability 

• Utility 

-------------------------------------------------
+ Measurement Accuracy 

Possibly the most important 
criterion of a good hypothesis 
is whether the analyst can 
measure the variables stated in 
the hypothesis. 

Even if variables can be 
measured. the hypothesis may' be 
of questionable merit if the 
measures are unreliable or 
invalid. 
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+ Data Availability 

Can all appropriate data be made 
available? Is there sufficient 
time, money, manpower, and 
technical capability to obtain 
appropriate data? 

Are there ethical, legal, or 
po1~tica1 constraints on data 
ava i1 ab i1 ity? 

+ .Testability 

Giveh the available data, is it 
possible to describe, compare, 
and make generalizations about 
the concerns? 

Is it possible, given the 
avai1ab1~ data, to establish 
cause and effect relationships? 

Stating hypotheses in their 
simplest form and avoiding, when 
possible, complex multi-factor . 
evaluations will assist in 
making a hypothesis testable. I 

+ Utility 

Can the decision-makers affect 
the independent variables which 
have b~n identified? 

Are the hypotheses plausible and 
easily communicated? 
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MODULE 2: DATA SYNTHESIS 

B. Criteria for Assessing a Set of 
Hypothes is' 

+ Once the proposed hypotheses have 
been assessed using the criteria of 
measurement accuracy, data 
availability, testability and 
utility then the comprehensiveness 
of the remaining set of hypotheses 
should be considered. 

+ Hypotheses used to develop a 
comprehensive problem statement 
should include, as appropriate, 
consideration of the follOWing seven 
characteristics: 

Magnitude: Size, extent and/or 
importance of a problem. 

Rate of Change: Comparison of a 
problem in an earlier period of 
time to a later period. 

Temporal Aspects: Cyclical 
nature or seasonality of the 
~roblem. 

Set'iousness: Amount of harm a 
problem inflicts Qn a community 
or p'erson. 

Persons Affected: 
Considerations of the Victim, 
Offender, and/or Public related 
to the problem. 

Spatial Ascects: The geographY 
of the pro lem. 

System Response: . Activities, 
programs, poliCies related to 
the problem. 

C. Example of Assessing Hypotheses 
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MODULE 2: DATA SYNTHESIS 

III. DATA SOURCES 

A. Alternative Data Soutces 

+ Primary Data: 

Definition: Primary data are those 
data whiCh must be collected for a 
particular analysis effort. These 
data genera'ily are not current ly 
available in easily useab7e form",but 
can be obtained by conducting, 
surveys and ,polls or from records 
and reports. 

+ Secondary Data: 

Definition: Data which have already 
been collected in conjunction with 
other analyses and are currently in 
easily useable form. Secondary data 
are usually presented in aggregated 
form and can be obtained from: 

Nati onal Cr ime PUllel 

Uniform Crime Reports 

Census Reports/Tapes 

Offender Tracking Reports 

Expenditure Reports 
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MODULE 2:. DATA SYNTHESIS 

+ Secondary Data Sources 

------------------------------------------------
V.A. (2-3): 

TYPES OF SECON DARY DATA 

1. I"IActual" Crime Data 

2. Reported Crime Data 

3. Public Opinion Data 

4. Demographic Data 

5. Systems Data 

. 6 . Juvenile Data 

------------------------------------------------
"Actual" Crime Data 

These data are indicators of 
the types and magnitude of 
crime. 

Public Opinion Data 

These data are the 
perceptual or subjective 
indicators of crime or 
criminal justice services. 

Reported Crime Data 

These data are official 
"crime statistics" on 
reported offenses and 
arrests. 
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MODULE 2: DATA SYNTHESIS 

:r f 

Demographic Data 

These are population 
statistics which refer to 
size, density and 
distribution of vital 
events, such as births and 
deaths. 

System Data 

These data are statistics 
which relate to the 
organization and operation 
of the criminal justice 
system. 

Juvenile Data 

These are data on various 
forms of juven'ile behavi or 
including criminal acts, 
quasi-cr.iminal acts, and 
non-criminal behaviors. 

+ Factors Influencing the Selection of 
Primary and Secondary Data 

Are there. cri.tical missing 
measures for the postulated 
hypotheses that requi re primary 
data? 

Is measurement error in 
secondary data sources of 
sufficient magnitude and concern 
to warrant primary data for 
which measurement error can be 
controlled? 

What time and resource 
constraints exist? 
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MODULE 2: DATA SYNTHESIS 

B. Methods of Data Collection 

+ Six Methods of Data Collection 

Field Research 

Direct observation of an agency, 
process, or procedure. 

Exper iments 

Taking action by changing (t 

process, activity or 
organ i z at i on and obser vi 91g the 
consequences of the change. 

Survey Research 

Collecting responses to 
questi ons ,asked duri ng a s amp 1 e 
or census of individuals or 
groups. 

Three frequently used types 
of surveys: , 

Personal Interview. 

Telephone Interview. 

Mailed Questionnaire. 

Exhibit 1 summarizes 
comparative 
advantages/disadvantages for 
these three types of surveys 

Content AnalYSis 

Systematic Study of Books, 
Articles and Documents. 

Historical Research 

Reconstruction of prior events 
to explain specific ~onsequences 

Simulation Modeling 

Simulation modeling is based on 
knowledge of the criminal 
just ice system and/or cr imi na 1 
behavior, the cOf.1struction of a 
computerized or non-computerized 
version of the processes. This 
model can then be observed and 
altered to simulate reality. 
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Module 2 

Exhibit 1. A Comparison of Three Survey Methods 

CRITERIA PERSONAL MAILED TELI:PHUNI:. 
INTERVIEW OUESTIONNAIRE INTERVIEW 

~' ) 

I IS 

I 
TES 

IV. PLANNING FOR DATA COLLECTION 
( 

.."..--"" . \ 

! \ 'I) A. The development of a data collection ' /j 
t j t ",-.. .;Y' plan should address these issues: 

Inexpens ive no yes yes questi ons to be answered 
Random sampling gen-

era lly feasible no no with RDD* measures 

Entire spectrum of the 
f, "'", data sources 

<bI 

population poten-
tially contactab1e yes no no collection methods 

Sampling of special 
papu 1 at ions yes with list sometimes 

assessment 

(, I .] 
other collection requirements 

Easy to cover 1 arge geo-
graphic area no yes yes resource requirements 

Control over who is 
actual respondent yes no yes 

~ , 

High response rate sometimes no y~s 

Easy call-backs and 
follow-ups no no yes 

Long interviews gener-
ally possible yes sometimes sometimes , ) 1 I!. \ 

Exp 1 anat ions and 
probings possible yes no yes 

Visual materials may be 
, 

presented yes yes no () 

Nonthreatening to 
respondent no yes yes 

Interviewer can present 
credent i a 1 s yes yes no 

Safe for interviewers no N.A. yes 

Easy supervision of 
'Interviewers no N.A. yes 

Source: Tachfarber, Alfred J.; Klecka, William R.; Random Qigi! Dialing: 
LO\'1ering the Cost of Victimization Surveys; Police Foundation-----rg76. 

* Random Digit Dialing 
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PURPOSE 

DATA COLLECTION PLAN , 
(OPTIONAL) 

This walk-through is intended to in~olve pat'ticipants in considering the 
process of preparing a data coll ect, on pl an .. 

The Chaos Crime Pl anni ng Board has deci ded that in 1978 and 1979 to 
concentrate attention on one of the four mOlst conmon offenses (Burglary, 
Theft Assault and Robbery) reported to the police in Chaos City according 
to t h~ FB I' s Un if orm Cr ime Reports. . 

A study conducted by the State's Crime Analysis Bureau reveals the rates 
per 100 000 population for these four offenses for 1976 and 1977 in 
Chaos. 'The study also presents comparisons with Tranquility, another city 
of comparable size in the state. 

What can you say about the Chaos City crime problem based on thi.s data? 

Using the provided worksheet discuss the delJ'elopnent of a data col1r..~ction 
pl an. 

DATA SET 
Table 1. State of Paradise, Four Crimes Reported to Police Most Frequently in 

Chaos and Tranquility, 1976 and 1977. (Per 100,000 population) 

Crime 1 q76 H71 

Tvoe Chaos Tranau i 1 itv Chaos Tranau i 1'1 tv 

BurQl ar.v 1908 1201 2263 1363 

Theft 872 1014 896 1052 

Robber.Y 912 898 991 1054 

Assault 761 521 807 533 

Source: State of Paradise, Crime Analysis Bureau, 1978. 
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DATA SET 

Table 2. Management Checklist for 
Data Collection 

---,------------------------~ 
1. Determine Measures to be Used for Each Variable 

2. Identify Major Categories of Needed Data 

a. Is appropri ate data available? 

b. Is additional data required? 

3. Identif~ and Assess Data Sources .. 
a. Will these data permit adequate interpretation of the hypotheses? U 

~ 

f 
b. Are the data reliable? 

\ c. Can they be obtained in time? J: 

I ' ." d. How mMlY data are required to clarify a problem? (!) 
: .. > I 

~ 
e. What is the most inexpensive data source? :::> , 0 4. Select Best Data Source 

' . AO:'~ 5. Identify Data Collection Methods a: 
r :,'\ J) 

;.'!? ....0/ 6. Determine StrengthsLWeaknesses of J: ,. 
" Alternative Data Collection ~etho~ 
I' t-

7. Select Best Data Collection Method I 

,'" ( I 
8. Consider Additional Requirements (If Applicable) ~ 

ii. identify Authorization Requirements ...J 
b. Identify Coding Requirements Process 

~ c. Develop Sampling Requirements 
: I 

~ ~ \ 

d. Develop Instrument Requirements 

e • Develop Data Conversion Requirements 

9. Determine Resource Needs 
, , 
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Table 3. Worksheet 

Questions to be answered Measures -Data Sources Collection Method Mea surement Accuracy 
Other Collection ,Resource 

Requirements Requirement 

l. What is the magnitude • rates of crime It Data Set N.A. N.A. 
of the crime problem? by type 

2. What is the direction • rates of crime • Data Set N.A. N.A. 
and magnitude of the by type and year 
rate of change in the 
crime problem? 

3. How serious is the • l/eighted • Offense Reports Secondary Data • Measurement error Little 
crime problem? frequency of Analysis 

crime by type • Disaggregation 
and year 

4. In what areas of Chaos • frequency and • Arrest Reports Secondary Data • Measurement error Little 
City is the incidence rates of crime Analysis 
of crime the highest? type and area • Census Maps • Disaggregation 

of the city 

5. What is the Chaos City • resource data • Agency Records Secondary "Data • Measurement error ~ Secure Clearances Little 
Police Departments/Courts • manpower allo- • City Council Analysis and AutHorization 
capability for dealing cation data Records for Agency Heads 
with this problem? • laws and • PROMIS Simulation/Model ~ Estimating parameter 

regulations ~ Initial values Moderate 

6. Who in Chaos City has • victimization • victim survey Survey ~ instrument 
been most seriously data • self reports Survey ~ surveying Expensive 
victimiZed and affected ~ coding/editing data 
by the crime problem? 

7. What are the possible • social, economic • Census Records Secondary Data, • Measurement error Little 
causes of the crime and demographic • Victim Survey Analysis, Survey Expensive 
problem? data • Agency Records 

• deterrence data Secondary Data 
• incident/victim/ Analysis 

offender data \ 
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MODULE 2: DATA SYNTHESIS NOTES 

v. CONCLUSION 
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AaHn 
Hypotheses 

No 

'I I 

Yes 

Module Two Chart: 
Data Synthesis 

Prepare 
Data Collection 

Plan 

No 

No 
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MODULE 3 
DESCRIPTIVE METHODS 

Modules 3, 4, and 5 concentrate on tools -- descriptive, comparative, and 
inferential statistics -- needed for the interpretation of data. The emphasis 
is on developing, statistical skills, on learning how the results of various 
calculations are used to interpret data,. and on knowing when to use each tool. 

The exercises and walk-throughs are designed to give practical 
opportunities for the participants to apply the knowledge and skills developed 
in this module. 

'! I 

OBJECTIVES 

1. To understand the different levels of 
measurement and apply them to select 
appl'opri ate quantitative methods. 

2. To select, calculate and interpret: 

a. Mean 
b. Medi an 
c. Mode 
d. Frequency and Percent Tables 
e. Standard Deviation 
f. Percent Change 

3. To select, construct and interpret: 

a. Pie Charts 
b. Bar Graphs 
c. Histograms 
d. Frequency Polygons 
e. Time Charts 
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LE 3: DESCRIPTIV 

I. MEASUREMENT LEVELS 

A. Determining Levels of Measurement 

+ The way we measure affe~ts what we 
can do with our data once it has 
been collected. How much we know 
about the values observed determines 
the level. This is called the level 
of measurement. 

+ When all we know about the values 
observed is that they belong to 
different categories, e.g., 
religions. the level of measurement 
is called nominal. The nominal 
level of measurement allows us to 
say that two observations are the 
same or different, once measured. 

+ Ordinal level measurement is 
possible when we add information 
about the ordering or sequencing of 
the categories. 

+ 

+ 

+ 

+ 

If one additional piece of 
information is added about the size 
of the difference between each 
category, we have what is called 
interval level data. 

The highest level of measurement, 
ratio scale, has all the properties 
of the interval scale plus it has a 
true and abso lute or fi xed zero 
poi nt. 

It is important to note that 
observed data, by itself, has no 
level of preordained measurement. 

Nominal data is typically referred 
to as qualitative or categorical. 
Ordinal, interval, and ratio are 
typically called quantitative. 

+ .Review this material using Exhibit 1 
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Module 3 
Exhibit 1. Measurement Scales 

TYPE LEVEL DESCRIPTION EXAMPLES 

Qua 1 i tati ve Nominal Data are placed Sex 
in mutually· Race 
exclusive and Type of"" 
exhaustive Crime 
categories. Type of 

Weapon 

Quantitative Ordinal Data are placed Socio-
in mutually economic 
exclusive and status 
exhaustive Ranks in 
categori es, law 
ordered along enforcement 
a continuum agency 
according to a 
hierarchy. 

Interval Data are Time 
distributed along Temperature 
a continuum with I nte 11 i gence 
!'!:;tab 1 i shed Quotient 
distances 
between poi nts 
with no reference 
to an absolute 
zero., 

Ratlo Data are ~ge 
d i stri buted Years of 
along a con- Education 
tinuum with 
established 
distances 
between 
poi nts with an 

. abso lute zero. 
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STATISTICS 
FREQUENTLY USED 

Tables of 
frequencies 
and rates 

Mode 
Pie Charts 
Bar Graphs 
Cross tabula-
tion tables 

Chi squ,are 

.1 

~ 

Mean 
Median 
Range 
Standard 
Deviation 

Statistical Maps 
Histograms 
Time Charts 
Rates 
Pearson's r 
Regression 
Scattergrams 

.~ 
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-I 
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", 
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MODULE 3: DESCRIPTIVE METHODS 

B •. Utility of Measurement Levels 
.. 

+ Specifying the level of measurement 
dictates how we can interpret and 
compaPe observations on our data. 

+ Different statistical techniques are 
appropri ate for data at different 
levels of measurement. We can say 
more about data about which we know 
more in the first place. Because of 
this, the most powerful statistical 
techniques are appropriate only for 
the higher levels of measurement, 
interval and ratio data. 

II. STATISTICAL METHODS 

A. Measures of Central Tendency 

+ Mean 

The mean is the sum of all 
observed values, divided by the 
number of cases. 

--------------------------------------~---------

iY. A • (3-1 ) : 

MEAN 

SUM UP VALUES AND DIVIDE BY THE !')lUMBER OF VALUES. 

it = 1f 
it = MEAN 

I = "SUMMATION" OR "SUM UP" 

X = INDIVIDUAL VALUE 

N = NUMBER OF VALUES 

------------------------------------~----~------
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MODULE 3: DESCRIPTIVE METHODS 

-------------------------------------------------
V.A. (3-2):' 

MEAN 

EXAMPLE: MURDER RATES (PER 100,000 POPULATION) FOR 
FIVE WESTERN CmES FOR 1871. 

CITY M _0",..' ________ .....;;,;,;U;;.;,R~DE;::R~R:.:A:.:T.:.E.:.:(X:.) 

SEAnLE 

BOISE 

SACRAMENTO 

DENVER 

SAN FRANCISCO 

- IX 31 
X '"' Y = T = 8.2 MURDERS 

4 

5 

8 

8 

8 

IX = 31 

-------------------------------------------------

(I J 

!he mean is appropriate only for 
lnterval or ratio level data 
because it makes use of 
information about the distance 
between each observation" 

The mean is great ly affected by 
extreme values. If one 
additional case is added to 
distribution, for example 29 
the mean will be: ' 

Ix = 60 = 10 
T b 

The mean is useful as a standard 
for compar ison. 
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MODULE 3: DESCRIPTIVE METHODS 

+ Median 

V.A. (3-3): 

The rned i an is the "m; dd 1 e" value 
of a distribution; i.e., there 
are an equal number of cases 
gre,ater than and less than the 
medi an. 

MEDIAN 

WHEN CONTINUOUS DATA HAVE BEEN ORDERED OR RANKED 
(e.g., FROM LOW "0 HIGH), THE MEDIAN IS THE MIDDLE VALUE. 

CITY 

Seattle 
Boise 
Sacramenlo 
Denver 
San Francisco 

Source: SoUrctbook. 1976 
'per 100,000 

MDN = 6 

MURDER RATES' 

4 
5 
6--MEDIAN' 
8 
8 
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MODULE 3: DESCRIPTIVE METHODS NOTES 
~~~~~~------~~~----_,-
------------------------------------------------

V.A. (3-4): 

MEDIAN 

WHEN THERE ARE AN EVEN NUMBER OF VALUES IN THE 
RANKED LIST. THE MEDIAN IS THE ARITHMETIC MEAN OF THE • 
TWO MIDDLE VALUES. 

CITY, MURDER RATES' 

SMilie 
Boise 
Sect_to 
Denver 

SoUlCe: Soun?!booI!. 1878 
'per 100,000 

4 

D 
8 

MDN = 5 ~ 6 = ~ = 5.5 

------------------------------------------------

~ I 

Because, the medi an is the 
"middle ll value of a 
distribution, it is typically 
used as a preferred measure of 
central tendency where there are 
extreme values in a 
distribution, for example, as in 
income. 

The median is time consuming to 
calculate because it requires 
the distribution to be 
rank-ordered. 
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MODULE 3: DESCRIPTIVE METHODS 

+ Mo:de 

V eA. (3-5): 

The mode is simply the most, 
frequent ly occurring val ue in a 
d; str; but; on. 

MODE 

THE VALUE THAT OCCURS MOST FREQUENTLY. 
THE MODE MAY BE USED WITH BOTH QUALITATIVE AND 
CONTINUOUS DATA. 
MORE THAN ONE MODE MAY OCCUR IN A DISTRIBUTION. 

CITY 
SeaUle 
Bol50 
Sacramento 
Denver 
San Francisco 

MURDER RATES 
4 
5 
6 
8 
8 MODE = 8 

Source: Sourctbook, 1976 
'per 100,000 

Unlike the mean and the median, 
the mode is always a real 
observed value. It is totally 
unaffected by extreme values. 

The mode is the best measure of 
central tendency for nominal 
data. 
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MEAN, MEDIAN, MODE 

PURPOSE 

To show participants how to calculate measures of central tendency and to 
illustrate the effects of extreme scores on measures of central tendency. 

The data set on murder rate (in three variations) are to be rank ordered 
and means, medians, and modes are to be calculated for each variation. 
This Walk-Through should last no longer than 20 minutes. 

DATA SET 

City Murder Rate (x)* 

Boise 5 
Denver 8 
Las Vegas 18 
Sacramento 6 
San Francisco 8 
Seattle 4 

*Indicates per 100,000 inhabitants 
Source: Sourcebook, 1976. 
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WORKSHEET 

A. Rank-order the data. 

City 

Seattle 
Boise 
, Sacramento 
Denver 
San Franc isco 
Las Vegas 

Murder Rate (x) 

4 
5 
6 
8 
8 

18 

B. Calculate the mean, median and mode. 

C. 

1. Mean 

x = IX = 8.2 
N 

2. Medi an 

Median = 7 

3.' Mode = 8 

Leaving out Las Vegas, Rank-order the data • 

Citl 

Seattle 
Boise 
Sacramento 
Denver 
San Francisco 

Murder Rate (x) 

4 
5 
6 
8 
8 

D. Calculate the mean, median and mode. 

Mean 

x = ~ = 6.2 

Medi an = 6 

Mode = 8 
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MEAN~ MEDIAN, MODE 

PURPOSE 

To show participants how to calculate measures of central tendency and to 
illustrate the effects of extreme scores on measures of central tendency. 

The data set on murder rate (in three variations) are to be rank ordered 
and means, medians, and modes are to be calculated for each variation. 
This Walk-Through should last no longer than 20 minutes. 

DATA SET 

City 

Boise 
Denver 
Las Vegas 
Sacramento 
San Franc isco 
Seattle 

Murder Rate (x)* 

5 
8 

18 
6 
8 
4 

*Indicates per 100,000 inhabitants 
Source: Sourcebook, 1976 • 

• 
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WORKSHEET 

A. 

B. 

Rank-order the data. 

~ 

Seattle 
Boise 
Sacramento 
Denver 
San Francisco 
Las Vegas 

Calculate the mean, median 

1. Mean 

I = IX = 8.2 
N 

2. Medi an 

Median = 7 

3.· Mode = 8 

Murder Rate 

4 
5 
6 
8 
8 

18 

and mode. 

C. Leaving out Las Vegas, Rank-order the data. 

(x) 

City 

Seattle 
Boise 
Sacramento 
Denver 

Murder Rate (x) 

4 
5 
6 
8 

San Francisco 8 

D. Calculate the mean, median and mode. 

Mean 

x = ~ = 6.2 

Median = 6 

Mode = 8 
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WORKSHEET Continued 
dd the city of Baltimore 

E. Still leaving out Las veg~s4)a 
rate/1OO,OOO inhabitants -

F. 

G. 

Rank-order the data set. 

City 

Baltimore 
Seattle 
Boise 
Sacramento 
Denver 
San Franc isco 

Murder Rate (x) 

4 
4 
5 
6 
8 
8 

Calculate the mean, median and mode. 

Mean 

J = I X :as 5.8 
N 

Median" 5.5 

Mode = 4, 8 

(murder 

:=. ================:==== 
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B. Measures of variation 

+ Frequency tables 
-------------------------------------------------
V.A. (3-6l: 

TABLES OF FREQUENCIES AND PERCENTS 

USED WITH DISCRETE OR QUALITATive DATA. 
ALSO USED WITH CONTINUOUS DATA THAT HAVE 
BEEN GROUPED INTO CATEGORIES. 

f = FREQUENCY OF CASES IN A CATEGORY 

0/. = NUMBER OF CASES IN A GIVEN CATEGORY 
TOTAL NUMBER OF CASES x 100 

-----------------------------------------------~-

-------------------------------------------------
V.A. (3-7): 

TABLES OF FREQUENCIES AND PERCENTS 

EXAMPLE: 

TYPES OF ROBBERIES IN ,CHAOS CITY 
FOR 1974 

TYPE 

ROBBERY AND ATTEMPTED 
ROBBERY W/INJURY 

ROBBERY AND ATTEMPTED 
ROBBERY W/OUT INJURY 

f 

5 

10 

'" FIRST CATEGORY", 1
5
5 )( 100 = 33.3% 

80~: HypolMtIc.l DIll. 

% 

33.3 

68.e 

---~----------------------------------------~----
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MODULE 3: DESCRIPTIVE METHODS 

+ Range 

--------~----------------------------------------

V.A. (3-@.1: 

RANGE 

THE DlfiFERENCE IETWEEN THE HIGHES" AND LOWEST VALUES 
IN A DISTRIBUTION OF CONTINUOUS VALUES, 

. RAHGE = MAXIMUM VALUE - MINIMUM VALUE 

EXAMPLE: 
CITY 

Slatlll 
lIolH 
sacramlnlo 
Dlnver 
San Franal.ao 

MURDER RATE 
4 
S 
(I 

• • 
RANGE = • - 4 ::: 4 

Sourel: §QUrcllbooI!. II,. 
'per 100,000 

-------------------------------------------------
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MODULE 3: DESCRIPTIVE METHODS 

+ Standard Deviation 

Standard deviation is useful ill 
describing interval or ratio 
data. 

Formula for Standard Deviation. 

STANDARD DEVIATION 

A COMMONLY USED MEASURE OF DISPERSION 
OR VARIABILITY 

IN A DISTRIBUTION OF CONTINUOUS DATA 

-------------------~-----------------------------
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MODULE 3: DESCRIPTIVE METHODS 

~----------------------------------------------~-

STANDARD DEVIATION 

MURDER RATES fOR FIVE WESTERN CITIES 

MURDER RATE' 
X X->< 
4 - 2,2 
5 -1.2 
6 - ,2 
8 1.8 

(X _ )()2 

4,84 
1.44 
,04 

3,24 
__ 8_ 1.8 . .:;3r:=-,24~:-:: 

~x = 31 -- ~(x - }<)2 = 12,80 

X = ~ = 6,2 SO = I~(X N ~)2 

SO = /12500 = 1.6 

Source: Sour9!ibwk,1978 'per 100,000 

-------------------------------------------------
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STANDARO DEVIATION 

PURPOSE 

To show participants how to calculate and interpret a standard deviation. 

The data set on murder rate (in two variations) is to be rank-ordered and 
standard deviations calculated ~or each variation. 

DATA SET 

City 

Boise 
Denver 
Las Vegas 
Sacramento 
San Franc isco . 
Seattle 

*Murder Rate (x) 

5 
8 

18 
6 
8 
4 

*Indicates per 100,000 inhabitants. 
Source: Sourcebook, 1976. 
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WORKSHEET 

A. Rank-order the data. 

City 

Seattle 
Boise 
Sacramento 
Denver 
San Francisco 
Las Vegas 

Murder Rate (x) 

4 
5 
6 
8 

.8 
18 

B. Fi nd the range: Range = 14 

C. Develop worksheet and calculate required values. 

X 

4 

5 

6 

8 

8 

18 

Ix = 49 

X=IX =8.17 
tr 

X 

8. 17 

8.17 

8. 17 

8.17 

8.17 

8.17 

D. Substitute in formula: 

l' f 

x-x -2 (X-X) 

-4.17 17.39 

-3. 17 10.05 

-2.17 4.71 

- • 17 .03 

- .17 .03 

9.83 96.63 

I (X_X')2 = 128.84 

~~ 
SO = "X'ff:!'-

SD=~~ =4.63 
.,,~ 
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WORKSHEET (continued) 

E. Leaving out Las Vegas, develop a new worksheet and calculate required 
values. ' 

2 
X X X-X (X-X) 

4 6.2 -2.2 4.84 

5 6.2 -1.2 1.44 

6 6.2 - .2 .04 

8 6.2 1.8 3.24 

8 6.2 '1.8 3.24 
3T T2.'8O 

F. Fi nd the range: Range = 4 

G. Find the Mean: X = 6.2 

H. Find the standard deviation: 

SO = ~ t(~_Xl2 = ~1258 = 1.6 
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MODULE DESCRIPTIVE METHODS 

III. GRAPHICAL METHODS 

Graphics can potentially convey enormous 
amounts of information in a very compact form 
with a clarity and force in a way which lists 
of data or tabular presentations cannot. 
Three basic type's of graphical presentations 
for frequency distributions and percentaged 
data are presented: 

a. Pie Charts 
b. Bar' Graphs 
c. Frequency Polygons or Line Graphs 

A. Pie Charts 
--~------------~---------------------------------

V.A. (3-11): 

PIE CHART 

SEX f PROP % l>EGREES 

MALE 13 ~,= 0.867 86.7 (0.867)(360") = 312' 

FEMALE 2 2 15= 0.133 13.3 (0.133){:lflO") = 48' 

SEX OF ROBBERY OFFENDERS 

N=15 
Source: HYPolhellc.l oala 

-------------------------------------------------
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B. Bar Graphs 

-------------------------------------------------

V.A. (3-12): 

BAR GRAPHS 

UNcI to portray quallhltlve data. A vertical or 
horizontal bar 'a uNcI to ,..,_nt the numbar of 
obHNatlona In a given categoIy. 

EXAMPLE: 

TYPES OF ROBBERIES 

TYPE f 

ROBBERY AND ATTEMPTED f 
ROBBERY W/iNJURY 5 

ROBBERY AND ATTEMPTED 
ROBBERY W/OUT INJURY 10 

10,.. 

I-

5 r--

0 
RIA W/I R/AW/O I 

Source: Hypolhetlcal oala 
TYPES OF ROBBERIES 

" ./ 

-------------------------------------------------
C. His tog rams 

--~----------------------------------------------
, 

V.A. (3-13): 

r HISTOGRAM 

A graphic rapra .. ntat/on of a grouped dlltrlbut/on 

EXAMPLE: 

" 

AGE OF OFFENDER 

AGE f 
15·19 
20·24 
25·29 
30·34 
35·39 
40·44 

4 
3 
4 
3 
o 
1 

f 

e AGE OF OFFENDER 

2 

-

n 
15·19 20·24 25·29 30·34 35·39 40.44 

AGE 

Source: Hypolhetlcal Dill 

------------------------------------------------
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~MO~D~UyLE~3:~D~E~SC~R~I~PTUI~VE~ME~T~HOWD~S ____________ ~--~N~O~T~ES~ __________ ___ 

-------------------------------------------------
D. Frequency Polygons 

---------- _________ w ____________________________ _ 

V.A. (3-14): 

fREQUENCY POLYGON 

u ..... dl.trlbullon u.lng A graphic repre.entatlon 01 • gro..... tI 9 the point. 
midpoint. 01 cltegorl •• with line. C1I"nec n 
01 the graph. 

EXAMPLE: 

AGE OF OFFENDER & • 
AGE f MIDPOINT 
10·14 0 12 
15·19 4 17 
20-24 3 22 
25-29 4 27 
30·34 3 32 
35·39 0 37 
40·44 1 42 
45·49 0 47 

AOE OF OFFENDER 

SOurce: Hypolhellcal Dill 

------------------------------------~-----------
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GRAPHICAL METHpDS 

PURPOSE 

To giVe participants an opportunity to practice constructing and interpreting tables, charts and graphs. 
INSTRUCTIONS 

Using the provided crime data, construct the specified graphs and 
figures. Be sure to completely label each graph or chart and prepare a 
one or two sentence narrative that highlights the findings of each Ghart or graph. 

Spec ifi ca lly, 

For Race of Offender, Construct: 

* A F,"equency Table 
* A Pie Chart 

For Type of Weapon, Construct: 

* A Frequency Table 
* A Bar Graph 

For Age of V'lctim, Construct: 

* A Completed Grouped Data Table * A Histogram 
* A Frequency Polygon 
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EXERCISE #1 (Continued) 

A. Race of Offender 

+ Construct a Frequency Table. 

lrace of Offender rrecfuenc.Y 

White 8 
Brack 6 
Indian 1 ' 

Source: Hypothetical Data 

+ Construct a Pie Chart. 

,I 

Percent 

• 
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EXERCISE #1 (Continu~d) 

B. Type of Weapon 

+ Calculate required values and complete the following table. 

Weapon Type Frequency Percent 

Knife 5 

Gun 7 

None 3 . 

Source: Hypothetical Data 

+ Construct a Bar Graph. 
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EXERCISE *1 (Continued) 

C. Age of Victim 

1. Examine the following grouped data table. 

r I 

Age of Victim 
(Apparent Interval 
Limits) 

10 .. 19 
20 - 29 
30 - 39 
40 - 49 
50 - 59 
60 - 69 
70 - 79 
80 - 89 
90-99 

Source: Hypothetical Data 

Frequency 

o 
2 
3 
3 
o 
4 
2 
1 
o 
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~XERCISE *1 (Continued) 

+ Prepare a histogram using the 
grouped data. 
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+ Prepare a frequency polygon using the grouped data. 
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MODULE 3: DESCRIPTIVE METHODS 

IV. TIME CHARTS AND PERCENT CHANGE 

Module 3 concludes with the introduction 
of time as an ilTlportant dimension for 
use in the descripti on of crime data. 
Module 4 will add space and seriousness 
as two more important considerations. 
Change, or the 1 ack of it, in crime 
rates across time is a major indicator 
that the criminal justice system 
responds to, and uses it (changes) as 
one ; ndi cator of its performance; 

A. Percent C~ange 

------------------------------------~------------

V.A. (3-151: 

PERCENT CHANGE 

PERCENT CRIME IN LATER PERIOD-CRIME IN EARLIER PERIOD X 
CHANGE • CRIME IN EARLIER PERIOD 100 

EXAMPLE: 

% CHANGE 

Source: Hypolh.tlcal Oala 
'por 100.000 

REPORTED ASSAULTS '- 1970: 1128 

1974: 1463 

1483-1128 
11211 X 100.29.7% 

--------------------------~--------------_.I _____ -

~' 1\ 
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MODULE 3: DESCRIPTIVE METHODS 

6. Time Charts 

V.A. (3-16): 

TRENDS IN BURGLARY RATES BY URBAN SIZE, 
UNITED STATES AND STATE OF PARADISE, 1971-1976 

,§ 

J 
i 
~ 

~ 

Trends In Burglary A.le. 

2500 
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BOO 

600 

;;;;;;;;;,;;;;:; 
", .......... 

............ -_._ ... CITIES OVER 250,CXlO 
DUlIIII)t)tlIlO SUBURBS 
-- NATION 
-- NOftTH CENllIAI. STATES 
......... STATE OF PARADISE 

L--1..197-1-19J..7-2-1....J97L...3--19..L7:-:-4-1:-9'::':76"~ 
V •• r. 

SOUFtCE HYPOTHETtcAl DATA 

V.A. (3-17): 

TRENDS IN BURGLARY,. AUTO THEn AND ROBBERY, 
UNITED STATES AND STATE OF PARADISE, 1971-1976 

1500 .... NATION 
0000 STATE OF PARADISE 

" " Burglary 
" 1300 " .... /fIJ .... 

I 
1100 

................ ....... / 
•••••• rfP 

900 
.. ,~ / 

ooooooooo~ 

~ 700 
0000000000(001)000 

• 500 QOon"oOClOo 000000000 oooooooooo~Qoooooooo:::::::: AUla Theft 11. 

J 
....................................... 

300 ooooooonooooooooooqnnoC'GoOOOOOOODOOOOOOooo.:::: 'Robbary 
................ 0 ••• ' ..................... •• 

100 

\971 1972 1973 1974 1975 1976 

V .. ,. 
SOURCE: HYpOTliETlCAI. DATA 
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MODULE 3: DESCRIPTIVE METHODS 

C. Distorting Graphical Presenta~ions 

+ The 3/4 rule--Y axis should be 
between 75-100% of the X axis. 

V .A. (3-18~: 

CRIMES PER 1000 RESIDENTS 

y 

~~----------------------------~x 
1181 1970 

YEARS 

source: Hypothetical Data 

V.A. (3-19): 

CAIM£SPEn 
IIIOD 

y 

CRIMES PER 1000 POPULATION 
11118-11711 

'-------11 
I 1.. 1170 1.75 

YEARS 

1974 

--------------~---------------~------------------
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MODULE 3: DESCRIPTIVE METHODS 

+ Another deceptive practice is to 
utilize percent change data without 
proper warning to the reader. 

-------------------------------------------------

V.A. (3··20): 

100 

10 

j 

llM111 

Source: Hypothetical Ost8 

PERCENT INCREASE 
IN CRIME 

1910 

Years, 

. 

~--------------------------------------~---------
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MODULE 3: DES RIPTIVE METHODS 

V. CONCLUS ION 

r i 

A. In the actual conduct of analysis, as in 
the Major Exercise, the Task dealing 
with Descriptive Statistics should be 
done as a first step in interpreting the 
data. When presenting information to 
decision-makers, descriptive statistics 
are useful to summarize and communicate 
fi ndi ngs to dec i si on-makers. 
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V.A. (3-21): 

Module Three Chart: 
Descriptive Methods 

,) 

J 
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MODULE 4· 
COMPARATIVE METHODS 

Module 4 examines a number of compar'ative techniques used to describe 
crime and system problems. 'fhe module begi ns by presenting four basic 
indices, moves through a discussiflO of a seriousness index, discusses the use 
of cross classification tables and scattergrams, and concludes with a 
presentat i on of stat; st i ca 1 maps. 

fi i 

OBJECTIVES 

1: To summarize and compare variables 
using concentration, distribution, 
density, and unit share indices. 

2. To explain and apply a seriousness scale. 

3. To develop and interpret cross claSSification 
tables. 

4. To prepare and explain a scattergram. 

5. To explain what a statistical map is and 
identify spatial patterns in data. 

"', ,. ) 
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MODULE 4: COMPARATIVE METHODS 

1. INDEX NUMBERS 

A. An index number consists of a: 

numerator 
denomi nator 

It is a ratio of two measures. 

B. Rates. 

+ 

+ 

The concept of rates is fam~l~ar to 
most criminal justice practltloners, 
e.g. crime rate, arrest,rate, 
clearance rate, convictlon rate, and 
recidivism rate. In fact, most of 
these notions are so well know~ that 
pl anners and analysts often ~all to 
question the way that a partlc~l ar 
rate is constructed or to examlne 
carefully what a rate or index 
really measures and how it is , 
applied. This is especially true of 
Part I Offenses. 

Deriving crime rates for populations 
at risk represents one way of 
achieving comparability. 
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MODULE 4: COMPARATIVE METHODS 

C. Four Types of Index Numbers 

+ Density Index. 

Definition: Density indices 
reflect Popu1ati(~ counts per 
unit area. 

Number lof Del '.1 nquent 
Density = Juveniles in ChilOS City 
Index Number of SquarEI Mil es 

in Chaos City 

V.A. (4-1): 

RIVER CITY 

200 Male Juvenile Offenders 

... __ 200 Male Juvenile Offenders 

How can dissimilar areas be compared? 

------------------------------------------------, 

I· 

IV-3-PARTICIPANT GUIDE 

NOTES 

( , 

u 

o 

o 
(-~) 

-~. I 
I 

() 

1'. , 

I (J 

f~ 

MODULE 4: COMPARATIVE METHODS. 

+ Concentration Index. 

Definition: A concentration 
index identifies what percent of 
a crime group (Victims or 
offenders) has a particular 
crime characteristic. 

Number of male 
juveniles in 
Area B having 

Conc~ntration = delinquency cetitions 
lI,dex Tota 1 nurn er of -

juveniles in 
Area B having 

delinquency petitions 

---------------------------------------~---------

V.A. (4-2): 

( .'''.CITY 

42 Male Juven!le Offenders 

50 Juvenile Offenders 

In Area B What Is the % of Juvenile Offenders that are male? 

-------------------------------------------------
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MODULE 4: 

+ Distribution Indices. ,. 

Definition: A distrHll~~tion 
index i dent ifi es what tl)et"cent of 
the risk group reflects the 
crime problem. 

Nl.IIIber of de li nquent 
Distribution.. male juveniles 

Index - fotal number 
of male juveniles 

---~---------------------------~------------.---

V.A. (4-3): 

RIVER CITY 

What % of the male Juvenile's In Area B are offenders? 

------------------------------------------------
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MPARATIVE METHODS 

,+ Index of Unit Share. 

Definition: The index of unit 
share i ndi cates what percent of 
the total region's crime problem 
occurs in a given sub-section. 

Number of Delinquent 
Juven 11 es in 

Index of = Area B 
Unit Share Number of Delinquent 

Juveniles in Chaos City 

------------------------------------------------

V.A. (4-4): 

RIVER CITY 

30 Juvenile Offenders 

'-_ 50 Juvenile Offenders 

70 Juvenile Offenders 

Area B Contains What % of the City's Juvenile Offer/dars? , 1--------~--
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MODULE 4: COMPARATIVE METHODS 

'! i 

D. Comparative Analysis Using Index Numbers 

+ Comparative analysis emphasizes the 
simul taneous assessment of crime 
data for mll1Y different 
j ur isdi ct1 ons. 

+ Compar at 1 ve an a 1 ys is is ()ften 
extended in two directions. 

First, victimization data may be 
introduced. 

Second, comparative measures can 
be combined with time series 
data, a very powerful 
combination which remedies 
several of the weaknesses of 
each individual technique. 
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INDEX NUMBERS 

PURPOSE 

To illustrate the use of crime rate, data to compare jurisdictions by using 
a ranking procedure. Review Table I and interpret the table by 
identifying extreme patterns. What are the strengths/weaknesses of this 
approach? 
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Table 1. 
SELECTED CRIME DATA FOR CITIES - 25,000 POPULATION AND LARGER 

FREQUENCY RATE FREQUENCY RATE RANK SUM OF SUM OF COMBINED COMBINED 
RANK FREQ. RATE FREQUENCY RATE 

CITY POPULATION BURGLARY LARCENY BURGLARY LARCENY BURG. LARC. BURG. LARC. RANKS RANKS RANK RANK 
1. 648,412 8,649 16,984 1,333.9 2,624.1 1 1 7 7 2 14 1 6 

2. 400,971 8,361 13,625 2,085.2 3,398.0 2 3 2 5 5 7 2 3 

3. 394,497 8,011 15,941 2,030.7 4,040.8 3 2 3 3 5 6 2 2 

4. 137,452 4,335 8,931 2,195.5 4,523.1 4 4 1 2 8 3 3 1 

5. 170,854 1,641 ,3/,380 960.5 1,978.3 7 7 9 8 14 17 5 7 

6. 152,479 2,991 6,027 1,961.6 3,952.7 5 5 5 4 10 9 4 4 

7 • 126,766 1,334 1,859 1 ,199.1 1,710.2 8 9 8 10 17 ; 18 7 8 
I 

8. 107,304 2,126 2,888 1,981.3 2,691.4 6 8 4 6 14 10 5 5 

9. 95,325 1,313 4,346 1,377.4 4,559.1 9 6 6 1 15 7 6 3 

10. I 67,002 636 1,198 949.2 1,895.5 10 10 10 9 20 19 8 9 
I s.M ....... ' 

KEY: - Rate equals crime frequency divided by population expressed in 100,000 
- Sum of Frequency Ranks equals Rank of Burglary Frequency plus Rank of Larceny Frequency 
- Sum of Rate Ranks equal s Rcmk of Burglary Rate plus Rank of Larceny Rank 
- Combined Frequency Rank is the reranking of Sum of Frequency Ranks according to magnitude 
- Combined Rate Rank is the reranking of Sum of Rate Ranks 

SOURCE: United States National Criminal Justice Information and Statistics Service. Sourcebook of Criminal Justice Statistics 
1977, by r~ichael R. Gottfredson (and others). Washington, D"C.: USGPO, 1978. , 
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MODULE 4: COMPARATIVE METHODS 
II. SERIOUSNESS WEIGHTING 

A. Neea fur a Seriousness Scale 

+ Weighting offenses according to 
seriousness is basically an effort 
to identify offenses that inflict a 
greater amount of harm on the 
community than others. A 
community'S crime problem is linked 
to the serious offenses; these are 
what leaders would like to do 
something about. Therefore, they 
must be identified. A Seriousness 
Scale is an attempt to do that. 

+ If an accurate measure of 
seriousness of the crime problem is 
desired -- analysis of the crime 
types is not sufficient. 

+ Crime types are not sufficient for 
the following reasons: 

A scale is needed that places 
all offenses on one continuum of 
seriousness, regardless of crime 
type -- violent or property. 

Seriousness weights are needed 
in a seriousness scale. 

+ Ranking of seriousness is needed so 
that fine distinctions can be made. 
Rankings also need to be uniform so 
that the distinctions are rational. 

+ A scale is needed that reflects 
public sentiment about which crimes 
are serious and which are not. 
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MODULE 4: COMPARATIVE METHODS 

B. An example of a Seriousness Scale: 
Sellin-Wolfgang Index. 

+ Thorsten Sellin and Mar'v; n E. 
Wolfgang created a weighting system 
for crime that can be used to 
measure changes in the seriousness 
of crime over time or among 
jurisdictions. 

+ The Sel li n-Wolfgang index has three 
important characteristics: 

The index can be disaggregated 
down to the smallest 
geographical and temporal unit. 

The index is based on data 
nonnally collected by local 
pol ice departments; thus initi al 
costs are minimized. Al so, 
there is likely to exist a 
sufficiently long series of data 
for trend analysis. 

The index is a measure of the 
perceived amount of harm 
inflicted on the community. 
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MODULE 4: COMPARATIVE METHODS 

+ If a crime is divided into its 
specific components, each component 
is gi ven a score, and the s cores are 
totaled and an aggregate estimate of 
the crime's seriousness is 
determined. 

C. Uses of seriousness scale. 
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I. 

II. 

III. 

IV. 

V. 

VI. 

~; , 

Exhibit 2. 
Sellin-Wolfgang Seriousness 

Components and Scores 

Number of viet ims of bodily harm 

( a) Receiving minor injuries 1 

~ ~~ Treated and discharged 4 
Hospitalized 7 

(d) Ki 11 ed 26 

Number of victims of forcible sexual 
intercourse 10 

( a) Number of such victims 
intimidated by weapon 2 

Intimidation (except II above) 

( a) PhYsical or verbal only 2 
( b) By weapon 4 

Number' of premises forcibly entered 1 

Number of motor vehicles stolen 2 

Values of property stolen, damaged, 
or detroyed (in dollars) 

( a) Under $10 1 

~~~ $10 - $250 2 
$251 - $2,000 3 

( d) $2,001 - $9,000 , 4 

m 
$9,001 - $30,000 5 
$30,001 - $80,000 6 
Over $80,000 10 

Source: Sellin, Thorsten, and Marvin E. Wolfgang. ~ 
Measurement of Delinquency. New York: Wiley, 1962. 

IV-13 -PARTICIPAN'T GUIDE 

I, 
~ \ 

r 

LI, I 
\ ... 

~ 

© 

1.11 

l' - ~ 
~ i/ ' 

,.~~----'.1 

(.t' 
"" 

! . 
I 
1. ; 

r ,. 
" ~ .. :' 
" 

1 I 

~I 

SERIOUSNESS 
PURPOSE 

Module 4 ia intended to e~pose t~e participants to the techniques and uses 
of conparative analysis, particularly as it applies to crime data. This 
section has focused on a comparison of trends in crime incidence using 
various rates and indices. In this exercise seriousness is introduced to 
help el aboratf~ the crime problem. The presentati on of three descr'lptors 
of crime--time trends, rates and seriousness--are used to indicate that 
the nature of the crime problem can vary depending on how it is defined and interpreted. 

INSTRUCTIONS 

The participants are to work with the following assault data to compare 
trends in incidence, rate per 100,000 population, and seriousness. 

Following are the specific tasks to be performed: 

1. Calculate the raw seriousness ('jf assaults for each year. 

2. Transform that figure into IIseriousness pel" incident ll so that the 
annual indices are then comparable. 

3. CalCUlate the percent change in seriousness/incident for the years 1973-1977 • ' 

4. Compare it to percent change in incident and rate. 

5. Describe trends in assault between 1973 and 1977 using these three 
descriptors. 
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DATA SET 

Table 1. Assaults, Chaos City, 1973-1977 
% Change 

1973 1974 1975 1976 1977 1973-77 

Assault 
Incidence 1015 1251 1424 1410 

Rate* 363.9 446.2 469.0 427.9 

Source: Chaos City Police Department, 1978. 
*Per 100,000 population. 

1331 31% 

390.3 7% 

Participants should assume that, according to a modified seriousness index, 
assault is broken down into the following categories and assigned the 
following weights: 

Receiving Minor Injuries 
Treated and Discharged 
Hospitalized 

Multiply by 1 
Multiply by 4 
Multiply by 7 

The assault data are distributed among these four categories as follows: 

Table 2. Assaults by Seriousness Categories 
Chaos City, 1973-1977 

1973 1974 1975 1976 

Vi ctim Recei ved 338 376 236 109 

Mi nor Inj uri es 

Victim Treated and 508 612 756 797 

Discharged 

Victim Hospitalized 169 263 432 504 

Source: Chaos City Police Department, 1978. 
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WORKSHEET 

" 1. Develop matr i x and cal cul ate values. 

:, ,,' 
1 73 1974 1975 1976 

II SS* /I 55* II SS* II SS* 

Victim 
Received 338 338 376 236 109 
Minor 

, Injury 

Victim 
Treated 508 2032 612 756 797 
And 01s-
charged 

Victim 
Hospital-
ized 

169 1183 263 432 504 

2: 1015 3553 1251 1424 1410 

* 55= Senousness Score 

2. Calculate seriousness per incident: 

Seriousness 1973 
per 
Incident 3.50 

3. Calculate % change in seriousness per incident: 1973-1977 

% change = 

% change = 
- 3.50 x 100 

3.50 

4. Compare change in incident and rate to change in seriousness: 

i nci dent 
rate 
seri ousness per i nci dent 
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MODULE : COMPARATIVE METHODS -
III. CROSS CL.ASSIFICATION TABLES. 

A. The purpose of cross-classification is 
to begin the examination of the 
relationship between two variables -­
bivari ate descriptions. 

B. 11 1 ustrat; on of a one-way and two-wa.Y 
cross classification table, 
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Total 
Number 

Percent 
of Total 

Source: 

Exhibit 1. One and Two-Way Table Illustrations 

1 2 
Murder and Total U. S. 

Criti~ Inde) Non-Negligent 
Manslaughter 

11,256,616 20,505 

100% .2% 

Type of Crime 

Murder & Non-Neg11gent 
Manslaught~\" 

Forcible Rape 

Robbery 

Aggravated Assault 

Burglary 

L,;:rceny/Theft 

Motor Vehicle Theft 

One-Way Table l11ustration 

Categof'Y .. 
3 4 5 6 

Forcible Robbery Aggravated Burglary Rape Assault 

56,093 464,973 484,713 

.5% 4.1% 4.3% 

Two-Way Table Illustration 
(Totals from above) 

SMSA'S % Other Cities 

16,490 .2 1,313 

48,894 .5 3,196 

443,461 4.6 13,685 

397,998 4.2 45,523 

2,729,061 28.6 261,276 

4,989,336 52.3 674,718 

915,297 9.6 51 ,038 

9,540,537 1,050,749 

3,252,129 

28.9% 

'" 
% Rural 

.1 2,702 

.3 4,003 

1.3 7,827 

4.3 41,192 

24.9 261,792 

64.2 313,694 

4.9 34,120 

665,330 

7 8 

Larceny- Motor 
Vehicle Theft Theft 

5,977,748 1,000,455 
,-"-

53.1% 8.9% . 

% 

.4 

.6 

1.2 

6.2 

39.3 

47.1 

5.1 

United States, National Criminal Justice Information and Statistics 
Service. f i 1 Justice Statistics 19~ by Michael 
R. Gottfredson, et al. Washington, D. C.: U 9. 
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MODULE 4: COMPARATIVE METHODS 

C. Percentaging a Cross Classification. 

+ Percentaging a cross classification 
is the division of the observations 
according to the independent 
variable. 

+ If we want to know whether two 
variables in a hypothesis are 
rel ated, are associ ated, or if they 
are independent of one anot her, 
percentaging a cross classification 
is a useful first step. 

+ If the variables are independent, 
then knowledge of the independent 
variable does not help us understand 
or predict the dependent variable. 

+ erOS!) classification is not 
concerned with strength or 
significance of association (covered 
in Module 5). 
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CROSS CLASSIFICATION TABLES 

PURPOSE 

Walk-Through IG 1 illustrates the use of a four-step procedure for 
interpretation of cross classifications. This Wa1k .. Through also provides 
an opportunity for discussing causality in regard to recidivism. It 
demonstrates how percentages enhance the ability to understa~d the tables. 

Go through the four-step procedure 'using the recidivism data provided. 
Interpret the table using percentages. 
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Table 1. Four Step Interpretation of Cross-Tabulations 

Step 1: Identify independent and dependent variables. 

Relationship of' Employment Status and Recidivism St t a us 

(Dependent ( Independent 
Variable) Variable) . 

Emo10.Wlent Status of Ex-OffeAders 
Recidivism lfnemployed EmPloyed To~a1 
Status * * 

Recidivist 30 10 40 

Non-Recidivist 20 60 80 .. 
Total 50 70 120 

Source: Paradise University, Criminal Justice Research Center, 1978. 

Step 2: Percentage the dependent variable. 

Emo1oWlent Status of Ex-Offenders 
Recidivism Unemployed Emp10yecf Total 

Stiltm: i ' . ',% % 

Recidivist 33.3 

Non-Recidivist 66.7 

Total 100.,0 
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Table 2. Four Step Interpretation of Cross Tabulations (Continued) 

Step 3: PI~rcentage the dependent vari ab1 e for one of the independent 
categori es. 

Emp10}1l1ent Status of Ex-Offenders 
Recidivism unemployed Employed Total 
Status % % % 

Recidivist 60.0 33.3 

Non-Recidivist 40.0 67.7 

Total 100.0 100.0 

Step 4~ Percentage the depe::ldent variable for the other independent 
categori es. 

EmpJo}1l1ent Status of Ex-Off enders 
Recidivism Unemployed Employed Total 
Status % % % 

!. 

Recidivist 60.0 14.0 33.3 

Non-Reci di vi st 40.0 86.0 67.7 

Total 100.0 100.0 100.0 
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MODULE 4: COMPARATIVE ~lETHODS 

IV. SCATTERGRAMS 

A. Definition: A scatter gram is a 
graphi cal presentation of interval level 
data. 

+ 

+ 

It is a method used to examine the 
rel?tionship between a pair of 
van abl es and to describe patterns 
in quantitati ve data. 

The convention for Scattergram 
construct; on is to pl ace the 
dependent variable on the vertical 
(Y) axis and the independent 
variable on the horizontal (X) axis. 

B. Constructi on and I nterpretati on of 
Scatter grams. 

+ 

- .~ .~."--«,-

EXamp1 es of Scatter grams and the i r 
i nterpretati on are presented in 
Wal k-Through H. 

IV~23-PARTICIPANT GUIDE 

-.- ~1:-:-· --~" .. ; .•.. __ --... __ -::_~_ ~ __ ____.._ 

, .. 

NOTES 



I 
, 

I 

PURPOSE 

SCATTERGRAM 

This Walk-Through illustrates how to construct and interpret a 
scattergram. Examine Table 1 in the data set for general trends, 
clustering, and outliers. Interpret the scattergram. Repeat this 
procedure on Table 2. 
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Table 1. 

Crime R.le Rel.led 
10 Popul.llon OMslI, 

"IAIIp: 

Cities 
P~ul.tlon 
Density· 

A 
B 
Chaos 
o 
E 
F 
G 
H 
I 
J 

800 
3100 
4500 
2600 
2300 
1500 
1300 
750 

2000 
3000 

• Tot .. Population, 
Area (In'sq. miles) 

* 
CrirneRate 

2500 
6200 
9140 
5200 
5500 
2900 
2700 
2200 
3800 
5500 

•• Tot .. CrIme Index per 100.000 Population 

Sowce:,Hypothetlcal Data 
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Table 2. 

Total Crime Index 
Related te» Police Strength 

Phoenix High Police Rate 
Miami 

'-----------------Fort Lauderdale-
Hollywood 

L.O.ND: 

Low SMSA's 

Altoona, Pa 
Kingsport-Bristol, Tenn. 
Lancaster, Pa. 
Reading, Pa. 
Utica-Rome, N.Y. 

High SMSA's 

·~·~i ~Utlca-Rome ] 
~ Altoona Low Crime Rate 

Reading Low Police Index 
Lancaster 
Klngspon-Brlstol 

Phoenix, At'. 
Miami, Fla. 
Las Vegas, Nev. 
Gainesville, Fla. 
Fort Lauderdale-
Hollywood, Fla • .. ' 

.. -----1I!I1~00~----1III!2~0~0-----3~0~0----~4~00 * Officers/100,000 population 
** Total .Crime Index 

Police Index per 100,000 Population 

- .... 
.~.- .. _._" ." .~.--" --- -. 

Police Crime 
Index * Rate ** 

82.7 2112 
34.7 2159 
38.8 2244 
64 2167 
85.3 2192 

162.0 9795 
117.0 9130 
300.2 9318 
170.3 9328 
108.7 9252 

Source: Sourcebook, 1976 
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MODULE 4: COMPARATIVE METHODS 

v. Statistical Maps 

A. Importance of Statistical Maps 

B. Principles in Map Making 

+ A small number of categori es and 
shades to faciHtate reading of the 
map. 

+ Select appropri ate geographical 
un; ts to present. 

V. A. (4-5): 

Percent Change In Corrections EXP4mditures 1971·1974 

PC Chang 

Low 

BAve 

Ave 

A Ave 
HI 

The United Slates ,,1 America 

""~""o.t.:U".o."'.""liIlloiandC9rrlrnMoI 
JII!ld'Iq(n .. od"Y"NI~ 
o.u 'et I~ CfI",m.I.hIlUtt 'n"!~, 
~1t7l. 

lOIIIw'Of"~ngl~.q...d!\Iftlf.D'Nlth.tII, 
Mllltlfl\lf1Mt" "'I",.ttcl 0.1& 
AnatY"aaottwltt,IIU. 

I 
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.~ I 

C. Spatial characteristics of crime 

+ Following is a series of four 
computer-drawn maps of downtown 
Minneapolis. Presented are four 
related but dist'inct perspectives on 
the assault problem in the downtown 
area. 
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V.A. (4-6): 

CRIME SYMBOL KEY 
DOIINTOIIN HPLS ASSAULTS 

SIZE I NCREASES II ITH NUHBER OF CR I HES 

X ASSAULT-SEXUAL 
~ ASSAULT-STRANGER 
Y ASSAULT-NONSTRANGER 
Y ASSAULT-OTHER 

PIN MAP DDWNTO\lN MPL S ASSAULTS 

.... .... ... .. . .... .. .. .. .. 
X HILES 

Used by !permission: © 1978 Minnesota Crime Prevention Center 
2344 Nicollet Avellue, Minneapolis, Minnesota 55404, (612) 87()'()780 

--------------------------------------------------------------------------------
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V.A. (4-li: 

GRID KEY 
DOWNTOIIN HPLS ASSRUl TS 

GRID SIZE. 0100 sa HILES 
EQUAL INTERVAL 

o 0.0 TO 5.0 
CJ 5. I TO 10. I 
CJ 10.2 TO 15.2 
rEI 15.3 TO 20.3 

1
m1l ~~: ~ ~~ ~: ~ 

30.5 TO 35.5 
35.6 TO "0.6 
..0.7 TO "5.7 
"5. B TO 50. B 
SO. 9 TO 55.9 

.1 .. _ ........... 

~I I 

GRID MAP DOWNTOWN HPLS ASSAULTS 

X HILES 
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V.A. (4-8): 

SMOOTHED CONTOUR MAP OOWNTOIIN HPLS AS SAUL TS 

S~~OOTHED CONTOUR KEY 
DOWNTOIIN HPLS ASSAlJL TS 

GRID SIZE. 0100 sa HILES 
ECURL INTERVAL 

VI 
0 0.0 TO 2.7 .... 

..J 
0 2.6 TO 5.5 2: 
0 5.6 TO 6.3 >-
0 6." TO II. I 
III 11.2 TO 13.8 
Q 13.9 TO 16.6 • 16.7 TO 19 ... • 19.5 TO 22.2 • 22.3 TO 25.0 • 25. I TO 27.6 • 27.9 TO 30.6 

'.'''\ o i'" "IIMIITJI au .. ,. .. n. t:aftWI 

/J 

X HILES 
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V.A. (4-9): ( ~.~-.",.., 

i )) 

'VI. CONCLUSION 

.... -;-1 

3D DENSITY PLOT DOWNTOWN MPLS ASSAULTS 

7.5 j (, . 
0 

5.0 15 

2. 5 ~ ... 
~ 

, 1 ...., 
~ 

.... 
(\) ""- <:t • Q) "'- N • 0) • (b CO 0 • (J) "'- • OJ Y ~ • Q) c.o • OJ N (( I,~J i I _ 

~ 
~ <.t CO N \=_/ ' \ (f Ii ) • \J N '0\ 

CJ (jJ N MILES • 
~ N 

MIltS Q) 
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v • A. ( 4-10) : 

Module Four Chart: 
Comparative Methods 
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MODULE 5 
INFERENTIAL METHODS 

, 

Module 5 presents material covering two complex and difficult areas of 
statistics: infe,"ence and prediction. In covering this material the emphasis 
should be Ion: 1) when a particular procedure is appropriate; 2) rules to 
follow and the assumptions made in using a procerure'; 3) practical applica­
tions of the method, and 4) how the resulting information is interpreted. The 
specific pr'ocedures covere~ include: chi square, correlation, and least 
squares regression. 

OBJECTIVES 

1 .. To explain the purpose and outline the general process of 
statistical testing. 

2. To define, select, calculate and interpret the follOWing 
me~lsures of assochti on: 

a. Chi squa,-e statistic. 

b. Correlation coefficient. 

3. To define, select, calculate and interpret the following 
me'thads of predict10n: 

a. Visual estimation. 

b. Least squares regression. 
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MODULE 5: INFERENTIAL METHODS 

I. STATISTICAL TESTING 

A. Definition: 

+ In Modules 3 and 4 we distinguished 
between two primary purposes of 
statistics: description and 
inference. 

Description involves summarizing 
masses of data to facilitate 
comnunication. 

Inference involves summarizing 
a 1 so,' but goes beyond 
description enabling us to make 
generalizations based on 
incomplete information. 

-4- Two basic areas of inference are: 
questions of difference and 
questions of association. 

+ Samples and Inference 

A primary reason for i nferenti al 
statistics is our dependency on 
samples rather than on a census; 
incomplete information rather 
than complete information. 

There are two issues when using 
a sample: 

Is our result "true?" 
i.e., would they be the same 
if we could measure the 
entire population? 

How confident are we in our 
findings? 

Generally, as sample size 
decreases, the importance of 
statistical inference increases. 
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MODULE 5: INFERENTIAL METHODS 

B. Statistical Tests. 

+ Step by step procedure is used for 
organization and interpretation of 
various inferential statistics. 

+ The procedure is as follows: 

----------------------------~--------------------

V.A. (5-1) 

STATISTICAL TEST PROCESS 

1. State Null Hypothesis 

2. State an Alternative Hypothesis 

3. Select Statistical Test 

4. Determine Level of Significance 

5. Calculate Test Statistic 

6. Compare Test Statistic To Table Values 

7. Interpret Flndi,ngs 
----------~, --------------.--------~ 
-------------------------------------------------

'i I 

+ Problems in utilizing such tests 
result from the improper statement 
of the null hypothesis, a 
misunderstanding of the underlying 
assumptions of such tests, and the 
misinterpretation of the findings. 

+ Perhaps the greatest danger in 
applying measures of association is 
what is referred to as a "spurious" 
corre 1 ati on. 
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MODULE 5: INFERENTIAL METHODS 

II. CHI SQUARE TEST OF INDEPENDENCE 

A. Uses. 

+ This test indicates the degree of 
independence of two classifications. 

+ It tests a null hypothesis of 
independent classifications. 

+ It helps interpret cross 
classification tables. 

B. Characteristics. 

V.A. (5-2): 

CHI SQUARE GENERAL 
CALCULATION FORMULA 

(1) X 2 ::: i: (0 - E)2 
E 

Where: E = An expected cell frequency 
o = An observed cell frequency 
I: = Means sum for all cells In the table 

(2) E = AT(CT) 
T 

Where: AT = Observed Aow Total 
CT = Observed Column Total 

T = Total Observed Frequencies 
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MODULE 5: INFERENTIAL METHODS 

--------------------~----------------------------

V.A.( 5-3): 

V = freely 
specified 

O=Not 
freely 
specified 

V.A. (5-4): 

/ 

DEGREES OF FREEDOM 

Oeg. ees of Freedom Ire determined by mUltiPlying the 
number of rows minus one time. the number 0 column. 
minus one. 

(Rows ·1) (Columns.1) '" DegrHs 0; Freedom 

.J .J .J' .J .J 0 

0 0 0 0 0 0 

CT1 CT2 CT3 CT4 CT5 CT6 

2x6 

(2 - 1) (G - 1) .. 15 DIg,... 01 Freedom. 

DEGREES OF 
5% 1% FREEDOM 

1 3.84 6.63 
2 5.99 9.21 

VALUES OF 3 7.81 11.34 

CHI SQUARE 4 9.49 13.28 

(Xl) AT THE 5 11.07 . 15,09 
5% AND 1% LEVELS 6 
OF SIGNIFICANCE 

Etc. 

I 

RT1 

RT2 

""'" 

Source: Robert Pnonl, Stlllilicil AnaIYIII: A Declllon·Maklng 
Approach. (N.V.: HarptI' and Row, 1874) p. 824. 

\.. ~ 
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PURPOSE 

CHI SQUARE 

This problem examines the association between responses to a survey 
question, "What level of regard do you hold for Police?" and the race 
of the respondent using a cross classification table and the Chi 
Square test of independence. 

Perform each of the following steps: 

1. State the null hypotheses, Ho: Response is independent of race. 

2. State the alternative hypotheses, Ha: Response and race are 
related. 

3. Calculate expected values, substitute in formula. 

4. Establish rejection region at .05. Calculate degrees of freedom. 

5. What are your conclusions about Ho and Ha? 

DATA SET 

Table 1. Race of Respondent and Regard for Police 

RA"E 
rwn,te lJlaCJ< Total s 

High Regard 80 25 105 
for Police 

Low Regard 45 50 95 
for Police 

Totals 125 75 200 

Source: Paradise University, Criminal Justice 
Research Center, 1978 • 
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!lORKSHEET 

A. State Null Hypothesis: 

Ho: response independent of race 

Ha: response and race are dependent 

B. Calculate Expected Values: 

El = 1QU125) = 65.63 
200 

f.2 = 105 (75) = 39.38 
200 

E3 = 95 (125) = 59.38 
200 

E4 = 95 (751 = 35.63 
200 

C. Deve10pWor'kshe'et and Calculate Values: 

Cell Observed Expected O-E 
(0) ( E) 

1 80 65.63 14.37 

2 25 39.38 -14.38 

3 45 59.38 -14.38 

4 50 35.63 14.37 

(0_E)2 (0_E)2/E 

206.50 . 3.15 

206.78 5.25 

206.78 3.4,8 

206.50 ..i&Q. 
1;' = 17.68 

2 2 
D. E( (O-E) IE) = X = 17.68 
E. Determine Degrees of Freedom = (r-1)(c-1) = 1 

Establish Rejection Region at .05 
2 

F. Compare ca,lcul ated and Table X ; interpret result. 
2 2 

Table X = 3.84; Calculated X = ,17.68 

G. Conclusions: Ho: response is independent of race (rejected) 
Ha: response and race are related (accepted) 
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CHI SQUARE 

PURPOSE 

To give participants ~~ opportunity to calculate and interpret a Chi 
Square statistic. 

INSTRUCTIONS 

You are to perform an analysis and interpretation of the results of a 
survey of the State of Paradise residents using a Chi Square Te~t of 
Independence. 

A. You will be aSSigned one of the hypotheses in the Worksheets (Part I 
or Part II) to evaluate. The hypothes1s in Part I of the Worksheet 
may be stated as: crime trend is independent of type of geographic 
area. The hypothesis in Part II is: attitude toward burglary is 
independent of residential location. 

B. State the null and the a1 ternative hypotheses. 

C. Determine the number of degrees of freedom for each table. 

D. Decide on a level of significance. 
2 

E. Calculate tt\e X statistics. 
2 

F. State your decisi on about Ho and Hat based on the X test. 

G. Write one or two sentences describing the results of your test on 
these data. 
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DATA SET 

Table 1. State Of Paradise 
Burglary Crime Trends, by area, 1976 & 1977 

AREA 1976 1977 Totals 

Urban 2015 2563 4578 

Suburban 819 710 1529 

Rural 1050 805 1855 

Totals 3884 4078 7962 

Source: FBI, UCR, 1978 

Table 2. State of Paradise 
Vict,imization Survey Results, Burglary, 1977 

H~ important 
is burgl ary as 
a problem? Urban Suburban Rural 

Very Important 356 52 28 

Important 90 31 158 

Not Important 52 50 62 

Totals 498 133 248 

Source: Paradise University, Survey Research Center, 1978. 
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WORKSHEET 

A. Part One: 

1. State Null and Alternative Hypotheses 

Ho: crime trend is independent of area 

Ha: they are dependent 

2. Calculate Expected Values: 

E1 = 4578 ~3884) = 2233.23 
7 62 

3. Develop worksheet and calculate values. 

Cell 0 

1 2015 

2 

3 

4 

5 

6 

4. E({O-E)2/E) = 

E 

2233.23 

2 
X = 

O-E 

-·218.23 

E5= 

E6= 

{0_E)2 

47624.33 

5. Determine Degrees of Freedom = (r-1){c-l) = 2 
Establish R~jection Region at .05 

2 . 
6. Compare calculated and Table X ; lnterpret result. 

2 
Table X = 

2 
Cal cu 1 ated X = 
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WORKSHEET (Continued) 

B. Part Two: 

.. 

1. State Null and Alternative Hypotheses 

Ho: 

Ha: 

2. Calculate expected values. 

E1 = (436) ~498) = 247.02 E6= 
89 

E9= 

E5= 

3. Develop worksheet and calculate values. 

2 

0 E O-E CO-E) 
Cell 

1 356 247.02 108.98 11876.64 

2 
3 
4 
5 
6 
7 
8 
9 

4. E((0_E)2/E)= x2= 

5. Determine Degrees of Freedom = (r-l)(c-l) 
Establish Rejection Region at .05. 

2 
6. Compare calculated and Table X ; interpret result. 

r I 

Table i = 
2 

Calculated X = 
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MODULE 5: INFERENTIAL METHODS 
~ 

III. CORRELATION COEFFICIENT 

A. Uses 

+ The correlation coefficient is a 
measure of association which 
~escribes the degree to which one 
, nterval or ratio scale variable is 
related to another. 

+ Indicates the nature of strength of 
a relationship between two variables. 

+ Refl ects the shape of a distributhm. 

+ Correlation coefficient helps to 
interpret s cattergrams. 

B. Characteristics 

V.A. (5-5): 

• 
Characteristics of r 

12~ + 1 
x 

x 

, 

y E,amp'e B 

• • • • • _______ • r :: - 1 

x 

x 

'-0 
______ r_= 0 

x 
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MODULE 5: INFERENTIAL METHODS 

C. Calcul ating r 

---------------------------------~---------------

V.A. (5-6) : 

FORMULA FOR PEARSON'S 
CORRELATION COEFFICIENT 

N~XY - (~X) (~Y) 

r = 
.; mX2 - (IX)2 .; NIYZ - (IY)Z 

Where: V = Values of dependent varla~le 
X = Values 01 Independent vanable 
N = Number of observations 

-------------------------------------------------
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METHODS 

D. T~sting the Significance of r 

----------------------------------------______ m __ 

V.A. (5-7): 

CRITICAL VALUES OF r 
Level 01 Significance 

d.I.' .05 .01 

3 .878 ,8l1li 

4 ,811 .817 
II ,754 .874 

8 ,707 .834 ., •• :788 

8 .832 ,788 

9 .802 .735 

10 .576 ,71)6 

11 ,553 .664 

12 ,532 .881 

13 .514 .541 

14 .497 .623 

15 .462 .606 

'd,I,· degrefl. olfreedom = n-2 
SoUf'C4l: Snedeoor, Georg. W. & Cochran, William G • .§IIl1alIga1 MIibW, 
8th Edition, Am •• , Iowa: Iowa Stat. Unlvtrllty Prell, 1974, p. 557. 

--------------------------------------------------
E. Limitation: 

+ While r determines the strength of 
the relationship between two 
variables, it does not establish 
causality. 

+ The variables may be related to 
third intervening variable that 

a 

causes the observed relationship. 

+ Relationships demonstrated using r 
may only be used to disprove a 
theory. 

+ Causality is explained by theory 
used in problem specification. 
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CORRELATION COEFFICIENT 

PURPOSE 
To illustrate how to calculate and interpret a corrt:;:/'-\.·,,-,i, coefficient. 
Calculate the correlation coefficient for the murder rates in 1971 and 
1974 for the ten southern cities in Table 1. Test t~ significance of r 
and interpret the result. 
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DATA SET 

Table 1. Murder Rates. for Thirty Cities from the North 
South and West, 1971 and 1974 ' 

South 

Atl anta, Ga. 
Augusta, Ga. 
Birmingham, Ala. 
Char lotte, N.C. 
Corpus Christi, Tex. 
Daii as, Tex. 
Houston, Tex. 
Richmond, Va. 
Washington, D.C. 
Wichita Falls, Tex" 

North 

Albany, N.Y. 
Atlantic City, N.J. 
Chicago, Ill. 
Detroit, Mich. 
Grand Rapids, Mich. 
Lancaster, Pa. 
Madison, Wis. 
Pittsfield, Mass. 
South Bend, Ind. 
Syracuse, N. Y. 

West 

Boise, Idaho 
Denver, Colo. 
Fresno, Calif. 
Honolulu, Hawaii 
Kansas City, Mo. 
Sacramento, Calif. 
St. Louis, Mo. 
San Francisco, Calif. 
Seattle, Wash. 
Vallejo, Calif. 

1971 

20 
22 
14 
25 
13 
18 
17 
15 
11 
6 

3 
5 

13 
15 
3 
2 
2 
1 
6 
4 

5 
8 
8 
4 

13 
6 

15 
8 
4 
4 

1974 

'21 
17 
18 
18 
14 
15 
19 
15 
13 
14 

3 
15 
16 
20 
4 
1 
2 
1 
8 
4 

4 
7 

13 
9 

12 
7 

14 
12 
6 
9 

*Rates represent the number of murders per 100 000 population rounded to 
nearest whole numb'er. ' . 

Sources: Sourcebook, 1976; also, Mendenhall Ott and Larson Statistics 
for the Social sciences, 1975. ' • 
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WORKSHEET 

A. Plot the data: 

y 

25 

• 
0. 
i. 20 

§ .. 
8 
po 15 .. 
B. 
f! 
CD 
~ 10 
::s 
::I 
• 
t! m 5 po 

MURDER RATES FOR 

TEN CITIES, 1971 & 1974 

• 
• 

• 

• • • • 
• 

• 
• 

L-____ ~----.-----,_-----r-----rx 
o 5 10 15 20 25 

1971- Murders per 100,000 Pop. 

Source: Sourcebook, 1976 
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WOFtKSHEET 

A. Calculate r 

1. Prepare Matrix 

CITY X 

1 20 

2 22 

3 14 

4 25 

5 13 

6 18 

7 17 

8 15 

9 11 

10 6 

L: 161 

2 
2. (l:X) = 25921 

, 2 
(l:V) = 26896 

3. 
r = 

r = .639 

V 

21 

17 

18 

18 

14 

15 

19 

15 

13 

14 

164 

xv 
420 

374 

252 

450 

182 

270 

323 

225 

143 

84 

2723 

2 
- (l:V) . 

X 
2 

400 

484 

196 

625 

169 

324 

289 

225 

121 

36 

2869 

4. Table r = .632 (d.f. = n-2 • 8, a = .05) 
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324 

196 

225 

361 

225 

169 

196 
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PURPOSE 

CORRELATION COEFFICIENT 

To give the participants an opportunity to calculate and interpret a 
c.orre 1 ati on coeffi ci ent. 

INSTRUCTIONS 

A. Prepare a scattergram. 

B. Calculate and interpret the correlation coefficient between population 
density and larceny offenses for 13 counties in Florida. 

C. Determine the significance of r. (Refer to the V.A. 5-7 for critical 
val ues of r.) 
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DATA SET 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

Table 1. Reported Larceny by Population Density 
Thirteen Florida Counties, 1977 

POPULATION REPORTED 

CruNTY 
PER SQ. MILE LARCENY 

7-1-77 OFFENSES 

Alachua 146 5,740 

Duval 748 21,645 

Hi 11 sborough 581 25,040 

Orange 467 17,920 

Polk 151 10,750 

Leon 202 5,495 

Volusia 206 11 ,700 

Seminole 466 .2,930 

Escambia 345 10,215 

Sarasota 291 5,840 

Brevard 252 9~085 

Lee 220 4,775 

Palm Beach 250 20,830 

Source: FBI, UCR, 1978 
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WORKSHEET 

A. Prepare a scatter gram. 

-I--- r · .+ .. - . 
r- -

-I·· 
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WORKSHEET 

B. Develop worksheet and calculate· required values 

COUNTY X Y Xy (In hundreds) 

1 146 57 8,322 
2 748 217 

3 581 250 

4 467 179 

5 151 lOB 

6 202 55 

7 206 117 

8 466 29 

9 345 102 

10 291 58 

11 252 91 

12 220 48 

13 250 20B 

L 
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c. Substitute in formula 

NEXY - (EX}(EY) 

r = 

D. Test Significance (d.f. = n-2 = ex = .05, r = 
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MODULE 5; INFERENTIAL METHODS 

IV. REGRESSION 

A. Time Seri es Data 

-------------------------------------------------

'bPl. ( 5 -8) ; , 
60 

HOMICIDE: FIVE-YEAR TREND FOR 
CHAOS CITY, 1970-1975 

· · · · · 
50 

.... I : ~ . . . . : \ : . . . ., ". : 
: ". : ~401- ... •••• ; 

~ : \ ; 
u.~ :: •••• : 

30 tr.. I .... I 
.... I ....! 

-', : -'. . 
~. : ~ .-.... . .. : 20 

10~,--__ ~I----_~~----~I------~I __ ~J 
1970 1971 1972 1973 1974 1975 

Source: Hypoll1elical Oaln 

-------------------------------------------------
-------------------------------------------------

V.A. (5-9); 

THREE YEAR TIME SERIES OF ANNUAL 
ROBBERY DATA, CHAOS CITY, 

1971-1974 

(855) 

(7~ 
(642) 

'--____ .J..1 __ --LI ___ L,.,I _ )( 

1972 1973 1ri74 

Bouret: HypolhtticoJ Del. 
V •• r 
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V.A. (5-10); 

~ 
II> .c -g 
!5. 

~ 
::J 

I 
~ 
8. 
II> a: 

TEN YEAR TIME SERIES OF ANNUAL 
ROBBERY DATA, CHAOS CITY, 1965-1974 

y 

900 (855) 

700 

500 

300 ~) 
100 (181) 

1965 1966 1967 1968 1969 1970 1971 1972 1973 1974 

Year 
Source: hypolhollcal dala 

X 

V.A. (5-11); 

1. 

Average Homicide Rates for 
Twenty-Three American CIties, 

1860·1920 

'800 1810 1880 1M 1900 UUO 1820 
Years 

Bource: Unl ... ,lIy 01 Michigan, Notional Criminal Ju,tlce Archl,." Bued on Offlcl.1 
Police Record. In 23 Amerfcon CIII." Ig78, 
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MODULE 5: INFERENTIAL METHODS 

B. Visual Estimation of Regression Line. 

+ Procedures. 

The first step is to fit a 
straight line through the time 
series which minimizes the 
di stance between the data and 
the line. 

Step two is to extend the line 
and "read" the resul ting poi nt 
estimate of a future value for 
the measure. 

_______ P. ________________________________________ _ 

V.A. (5-12): 

TIME SERIES OF ANNUAL FREQUENCY OF 
REPORTED BURGLARY FOR CHAOS CITY, 

3000 1984 .1974 (2960) 

2800 

2SOO 

2400 

1400 (1319) 

1200 (1269) 
(1295) 

1000 L.l-...L----L_...l'_.L.1 --1.' _'L..-..J..1 --J1,-.I.---j 
1964 1965 1961'J 1967 1968 1969 1970 1.971 1972 11173 1974 

Source: hypoIhoUc.) data 

---------------------------------------~--------- , 
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V.A. (5-13): 

ANNUAL FREQUENCY OF REPORTED 
BURGLARY WITH VISUALLY ESTIMATED 

REGRESSION LINE FOR CHAOS CITY, 1964-1974 

3000 , (2960) 
I (2880) 

2800 

2800 

~ 2400 

J 2200 

~ 2000 

~ 1800 
a: 

1800 

1400 

1200 

, 
,. 

,1;;844) , 
",,/(1532) 

...... '(1409) 

(1295) 

I ' 
I prodlcled 

I Iroquoncy-
visually 
o.UmBled 

1000 ' ) I I 
1964 1965 1968 1967 1968 1989 1970 1971 1972 1973 1974 1975 

Source: hypothetic.) dRI. 

------------------------------~------------------
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MODULE 5:. INFERENTIAL METHODS 

c. Least Squares Regression 

+ Purpose 

To aid in forecasting where 
there are trends in time series 
data. 

To measure "best fit" for an 
estimating 1i nee 

+ Procedure for algebraically 
determining a straight line: 

-------------------------------------------------

V.A. (5-14): 

Slope and Y·lntercept 

---------------------------------------~--------- . 
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V.A. (5-15): 

FORMULA FOR REGRESSION COEFFICIENTS 

Step 1: 

Step 2: 

B = N~XY - (~X) (~Y) 
N~X2 - (~X)2 

A = "i.Y - a~x 
N 

Step 3~ 'r = A + ax 

+ Assessing the Utility and Accuracy 
of a Least Squares Prediction 

V.A. (5-16): 

Confidence Intervall 
IYI for Predicted Value of Y 

l1OOO " " ", _Iclod Vllut 

4000 
, 

j -
I 

:IOCIO 

aooo 

1000 

v .... 

8outco: HYPOI~lcoI Dell 
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PURPOSE 

REGRESSION 

To give participants the opportunity to make projections using linear 
regression. 

INSTRUCTION~, 
A. Using only a ruler and the provided graph paper, visually estimate 

1978 and 1979 homicides for Chaos City. 

B. Using the formulas provided, calculate A and B, the regression 
coefficients for these data. 

C. On the same piece of graph paper, draw the least squares regression 
line. Locate the regression line by using the formula 9 • A + Bx for 
at least two data pairs. 

D. Predict the 1978 and 1979 homicides using the regression model 
calculated. 
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DATA SET 

Table 1. Homicides in Chaos City, 1967 - 1977 

VEAR (X) HOMICIDES (V) 

1967 12 

) 1968 13 

1969 12 

1970 14 

/1971 15 

1972 18 

1973 20 

1974 25 

1975 23 

1976 25 

1977 29 

Source: FBI, UCR, 1978. 
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WORKSHEET 

A. Complete the follOWing table. 

X V 

1 12 

2 13 

3 12 

4 14 

5 15 

6 18 

7 , , 20 

8 25 

9 23 

10 25 

11 29 

L 

B. Calculate the slope (B) 

B = NEXV - (EX)(EV) 

NEl - (EX)2 

B = 

B = 

XV 

V-33-PARTICIPANT GUIDE 

X2 

LO 
~ 

W 
(/) -u 
a: 
w 
X 
w 

, , 

! C) 
[ 



WORKSHEET Continued: 

C. Calculate the Y intercept (A) 

A = EY- B(EX) 
N 

D. Substitute calculated values of A and B in equation. 

y = A + BX 

E. Substitute two arbitrary values of x into the equation and plot the 
li nee 

A 

1. Y ...---

2. Now plot the line on graph paper. 
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WORKSHEET Continued: 

F. Estimate 1979 predicted homicide rate: 

1. If 1978 = 12 

1979 = 
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MODULE 5: INFERENTIAL METHODS 

V. INTERPRETATION OF FINDINGS 

+ The purpv;e of these statistical 
techniques is to enable the analyst to 
draw conclusions about hypotheses 
postulated during problem specification. 
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PURPOSE 

INTERPRETATION OF FINDINGS 

This exercise demonstrates the process of specifying a system problem 
using the methods just discussed. It provides practice in 
interpreting the statistics of Modules 3, 4 and 5. 

The concern exam'\I\:4Q in the exercise is parolee re'Cidivism, and 
specifically the nnationship, if any, between parolee recidivism and 
the caseload of parole officers in Chaos City. Provided are some of 
the measures and related statistics needed to analyze the problem • 

INSTRUCTIONS 

A. For the problem you are to: 

1. Consider the underlying .issues implicit or explicit in the concern. 

2. Become famil,iar with the particular data involved. 

3. Consider the validity and reliability of the measures. 

4. Consider the adequacy and limitations of the statistical 
operati ons performed. 

B. In the final product, for each question, you are to: 

1. Interpret the stati sti cs, stati rig thei r mean i ng and si gnifi cance. 

2. Note the major possible limitations on the interpretation. 

3. Outline other factors bearing on the interpretation. 

C. Q uesti ons to be answered: 

1. Describe the trend in the number of parole recidivists during the 
past five years. 

2. What is tHe estimate of the parolee recidivism rate for 1978? 

3. What is the relationship between the workload per parole officer 
upon the recidivism rate? 

4. If existing workloads (142 cases/officers in 1977) were reduced by 
20% what effect would this have on recidivism rates? 

5. Is the workload of parole officers related to the incidence of 
technical violations by parolees? 
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-------------------------------------------------------------------------------
V.A. (5- 171 

Each Problem Provides 
• Questions 
• Concepts and Measures 

• Statistics 

You Provld.: 

• Answers 
• Interpretations 
• Limitation. 
• Other Factors 

-------------------------------------------------------------------------------
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DATA SET 

Table 1. Selected System Measures, Chaos City, 1973-1977 

Parole Sub-system 1973 1974 1975, 1976 1977 
Indicators 

A. Number of 
Parol ees 

(1) District A 1160 1090 990 1064 1098 

(2) D1stri ct B 1248 1157 1093 1128 1202 

(3) Distr,ict C 1008 981 985, 936 966 

Total 3416 3228 3068 3128 3266 

B. Parolees wi th 
Technical Violations 

(1) District A 358 360 314 295 351 

(2) Distri ct B 220 195 209 189 210 

(3) District C 446 413 391 411 378 

Total 1024 968 914 895 939 

C. ParC)lees with no 
Technical Violations 

(1) District A 802 730 676 769 747 

(2) District B 1028 962 884 939 992 

(3) District C 562 568 594 525 588 

Total 2392 2260 2154 2233 2327 

D. County Case1ocld/ 
" Offi cer 

(1) District A 111 114 129 120 137 

(2) District B 132 128 162 152 172 

(3) Distri ct C 77 75 l.20 115 121 

Average 107 106 137 129 143 

E. Recidivism Rate 
(number rearrested/loa parolees) 14.8 14.6 18.3 16.2 19.8 

Source: Department of Corrections, State of Paradis.e, C~aos City Officsi 19]8. 
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DATA SET 

QUESTION #1: Describe the trend in the number of recidivists during the past 
fi ve years. 

I 
" I z 

700 

eoo 

500 
~ 
:~ 

~ 400. 
II: 

'0 
} 300 
e 
" z 

200 

lOfJ 

r f 

700 

.¢oo 

300 

100 

y 

Tab1 e 2. 

Number of Recidivists Per Year 

N=506 

N=471 

1973 1974 

N =561 

1975 

YEARS 

Source: I.lhaol City Dept. of CorreIlonl, 
1978. 

Table 3. 

N=839 

N=506 

1978 1977 

Number of Recidivists Per Year 

• 
(471) 

Y = 448.9 + 30.1 (x) 

r= .72 

L---------------------------x 1973 
(1) 

1974 
(ll) 

1975 
(3) 

YEARS 

Source: ChllOG City Dept. of Corrections 

1978 
(4) 
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DATA SET 

QUESTION '2: Estimate the parolee, recidivism rate for 1978. 

I 
i 

CD Q. 

;! ~. 
E ..... ., i 

~ I '2 
a: a: 

~ 
E 
::I 
Z -

(Y) 
25 

20 

15 

10 

5 

• 

Table 4. 

Yearly Recidivism 
Rate 

• 

A 
, 

y 13.26 + --
r .81 --

P = 20.2 

1.16X 

1i.I' --....... --...... --...... --oop---oop--- {X) 
1973 1974 

Source: Chaos City Dept. 
of Correctlona, 1978. 

1975 

Years 

1978 
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DATA SET 

QUESTION #3: What is the relationship betweel1 the case load per officer and 
the recidivism rate? 

-U) 

i 

~ 
CD 8 
1ii 

,.... 
'-a: CD 

E Q. 

U) j 
:~ U) 

" ~ .~ 

a: cb 
a: 
'-

! 
E 
::::J z -

Table 5. 

Recidivism Rate Related 
to Parole Officer Casel.oad 

20 

18 

16 

14 " Y = .436+ .13X 

r = .963 

.. ~--~--~~., , , , , , 
105 110 115 1~m 125 130 135 140 145 

Caseload per Officer 

Source: Chaos Cltl' Dept. of 
Corrections 
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DATA SET 

QUESTION #4: If existing workloads were reduced 20%, what effect would this 
have on recidivism? 

-I 
~ 
Q. 

CD 8 
:! i 
E G-

i ., 
~ ., 
" I i 
a: 

a: 

! 
E 
::::J 
z -

20 

18 

16 

14 

Table 6. 

Recidivism Rate Related 
to Parole Officer Caseload 

• 

" Y = .436+ .13X 

r = .963 

105 110 115 120 125 130 135 140 145 
Caaeload Per Officer 

Source: Chaos City Dept. of 
Corrections 
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DATA SET 

QUESTION '5: Is the workload of parole officers related to the incidence of 
technical violations by parolees? 

Table 7. Incidence of Technical Violations by Parole Officer Caseload 

Caseload 

Low Medium High 
(70-109) (110-149) (150-189) 

Parolees with 859** 3273 608 
Technical Violations (43.2%) (30.6%) (17.8%) 

Parol.ees with no 1130 7421 2815 
Technical Violations (56.8%) (69.4%) (82.2%) 

Total s 1989 10694 3423 
(100%) (100%) (100%) 

*Total fran rows Band C of Table 1 for all five years. 

**Cell counts determined by categorizing parolees by caseload for each 
distri ct fot~ each year. 

a. x2 calculated = 412.76 

b. X2 (.05, 2df.) = 5.99 
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WORKSHEET --
A. Describe the trend in the number of parole recidivists during the past five years. 

B. 

C. 

1. Answer/I nter pretat ion 

2. Limitations/Qualifications 

3. Other Factors 

Estimate the parolee recidivism rate for 1978. 

1. Answer/Interpretation 

2. Limitations/Qualifications 

3. Other Factors 

What affect does the c~seload of parole officers have on the 
recidivism rate? 

1. Answer/lnterpretati on 

V-45-PARTICIPANT GUlDE 

'0' 

(0 

:t:t: 
w 
en -U 
a: 
W 
>< 
W 



WORKSHEET (continued) ---- MODULE 5: INFERENTIAL METHODS NOTES 
2. Limitations/Qualifications 

VI. CONCLUSION 

3. Other Factors 

(t\ 
0 

D. If existing workloads were reduced by 20%, what affect would this have 
on recidivism'l 

1. Answer/Interpretation 

c.o ® t&l 

~ 
2. Limitations/Qualifications 

W 
tJ: en @ -

3. Other Factors U 
a: ,,~~ ((j' .~ 
W ~ - )~/ C' \ 

\ .I 

E. Is the workload of parole officers related to the inc i dence of >< technical viol ati ons committed by parolees? W 
1. Answer- /1 nterpreta t i on 

@ 
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V.A. (5-18): 
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No 

:r i 

Statistical 
Test 

Procedure 

Not 
Covered 

Module Five Chart: 
Inferential Methods 

Measures of 
Association ancl 
Dependence 

Ves 
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WORKSHOP ADVANCED CALCULATOR 

WORKSHOP 

Introduction to the Advanced Calculator 

The purpose of this workshop is to introduce the use of an advanced hand 

calculator as an exploratory and labor saving tool in the analysis process. 

Specifically, this workshop covers basic operations, statistical operaticns 

and the programming capability of the TI55 calculator. 

, ... 
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WORKSHOP ADVANCED CALCULATOR 

I. BASIC OPERATIONS 

A. Arithmetic Operations 

Calculate each of the following: 

1. 2930 + 5740 = 

2. 2930 - 5740 = 
3. 2930 i 5740 = 
4. 2930 x 5740 = 

2 
5. 2930 = 

'6. ~2930 = 
PRESS DISPLAY 

I CLRI 0 

2930 [!J 2930. 

5740 c::J 8670. 

I CLRI 0 

2930 0 2930. 

5740 G:J -2810. 

I CLRI 0 

2930 CD 2930. 

5740 8 0.510453 

I CLRI 0 

2930 0 I 
2930. 

5740 G 16818200. 

I CLRI 0 

2930 0 8584900. 

I CLRI 0 

2930 0j 54. 129474 . 
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Clears Machine 

Entel~ Data 

The Result of the 
Addition 

Enter Data 

The result of 
Subtraction 

Enter Data 

The Result of 
Division 

Enter Data 

The Result oT 
Multiplication 

The Result of 
Squaring 

The Resulting Square 
Root 
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WORKSHOP ADVANCED CALCULATOR 

B. Parentheses and Fixed Decimal Control 

Calculate to three decimal places the following: 

,i'_-~-

PRESS 

I CLRI 

\2nd l [m] 3 

lI1QJ [II OJ 3 4 

Elm 9 111 2 IT~ 

EJ mea 4 G 
roo 5 ITl 
0J 
EJ 

(3X4) + (9X -2) 

~( 4- + 2) X .5 
= 

DISPLAY 

0 

0.000 

. 12.000 

OJ OJ -6.000 

2 [I] 6.000 

3.000 

1.732 

-3.464 

-3-

COMMENT 

Fixes All Subsequent 
Results at 3 Decimal 
P1 aces 

(3X4) D i sp 1 ayed 

Value of 'Numerator 

(4+2) Displayed 

(6X.5) Disp1a~ed 

Value of Denominator 

The Result 

0. 
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WORKSHOP ADVANCED CALCULATOR 

, 

C. Per~ent Change 

If the homicide rate in Chaos City in 1970 was 14 and the rate in 1977 
was 29, what was the percent change in the homicide rate? 

PRESS DISPLAY COMMENT 

[@ 0 

~ ( FIxl 2 0.00 Set 2 Decimal Places 

29 12nd l ~ 29.00 Enter Most Recent 
Year First 

14 G 107. 14 Percent Change 

D. Constants 

The total number of robberies in 1977 for five cities in the State of 
Paradise was 5130, 4920, 3170, 9200 and 4301. What was the average 
monthly number of l40bberies in each city'? 

PRESS DISPLAY COMMENT 

I ~LR I 
~ [£EJ 0 0 Rounds to Nearest 

Integer 

12 f!] \2ndl I constl 12 Divides Each 
Subsequent Entry by 
12 

5130 [!] 428. Average Month 1y 
Number of Robberies 
iri the Five Cities 

4920 GJ 410. 

3170 [!] 264. 

9200 GJ 767. 

4301 [!] 358. 
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WORKSHOP ADVANCED CALCULATOR 

II. STATISTICAL OPERATIONS 

A. Mean and Standard Deviation , 

Describe the incidence of reported larcenies for the 13 Florida 
counties presented in Table 1. 

PRESS DISPLAY COMMENT .. 

12ndl ~ 0 Clears Entire Machine 

~ UllJ ' 2 0.00 Set Decimal to 2 
P1 aces, 

5740 ~ 1.00 Enter First Data 
Point; Calculator 
Counts and Displays 
The Data Points 

21645 B 2.00 

25040 ~ 3.00 

17920 ~ 4.00 

10750 ~ 5.00 

5495 fB 6.00 

11700 fB 7.00 

2930 ~ 8.00 

CE1 
, 

10215 9.00 , 

5840 @J 10.00 

9085 ~ 11.00 

4775 @J 12.00 

20830 ~ 13.00 

/2ndl I MEAN I 11689.62 Mean 

I 2nd I Is DEV I 7314.83 Standard Deviation 

I RCL I 5 151965.00 Total Number of' 
Larcenies 

I RCt] 7 13.00 Number of Counties 

-5-



WORKSHOP ADVANCED CALCULATOR 

TABLE 1 REPORTED LARCENY BY POPULATION DENSITY 
FOR THIRTEEN FLORIDA COUNTIES, 1977 ' 

Rt:PORTED 
POPULATION U\RCENV 
PER SQ. MILE OFFENSES COUNTY {Yl (Xl 

Alachua 146 5,740 

Duval 748 21 ~645 

Hill sborough 581 25,040 

Orange 467 17,920 

Polk 151 10,750 

Leon 202 5,495 

Volusia 206 11,700 

Semi no 1e 466 2,930 

Escant>ia 345 10t215 

Sarasota 291 5,840 

Brevard 252 9,085 

Lee 220 4,775 

Palm Beach 250 20 ~830 

Source: FBI, UCR, 1978 

.. 
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WORKSHOP j~DVANCED CALCULATOR 

B. Linear Regression 

Discuss the relationship between population density and reported 
larcenies (See Table 1). 

PRESS DISPLAY COMMENT 

12ndl ~ o 
[ 2nd I [fl!] 2 0.00 

146 rE::!] 0.00 Enter First X Value 

5740 I 1+ I 1.00 Enter First Y Value 

748 [x!;yl 147.00 EnterX2 
21645 [E 2.00 Enter Y2 ----------------------------------- --------------- --------------------------

Continue for remaining data points 
------------------------------------ --------------.-------------~------------

220 I X ~'iJ 
4775 [EJ 
250 I X~Y I 
20830 []I] 

[2nd] I MEAN I 
o [![D ~ I MEAN I 
12nd I Is. DEV. I 

II) ITill ~ Is. DEV.I 

(3~ I CORRI 

['2nd " SLOPE I 
·1 2nd II Intcp I 

.. 
-7-

253.00 

12.00 

221.00 

13.00 

11689.62 

332.69 

7314.83 

182.32 

0.60 

24.24 

3626.21 

Enter X12 

Enter V12 

Enter X13 

Enter V13 ~Last 
Data P01nt 

• 
Mean of Y 

Mean of X 

Standard Deviation 
of.Y 

Standard Deviation 
of X 

Correlation 
Coefficient 

Slope of Regression 
Line 

V-Intercept I)f 
Regression Line 
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WORKSHOP ADVANCED CALCULATOR 

\ 

C. Trend-Una A,na lysis 

Using t~e 4ata in Tab1~ 2, predict the ~o~icide rate in Chaos City ~or 
1978 'and 1980. In what year is the homlclde rate likely to reach luO? 

PRESS DISPLAY COMMENT 

~lill 0 

~ [ill] 4 0.0000 

1967 I X~Y I 0.0000 Enter First Xl 
Value 

12 [E] 1.0000 Enter First YI 
Value 

13 CEJ 2.0000 Enter Yr 
Ca1cula or 
Automat ica 11y 
Increases X Value by 
One for Each Value 
Entered 

12 [E] 3.0000 

14 [ill 4.0000 

15 [iD 5.0000 

18 [ill 6.0000 

20 [ill 7.0000 

25 [ill 8.0000 

23 [ill 9.0000 

25 mJ 10.0000 

29 [ill 11.0000 1977 YIO Value 

~ I CORR I [ill .9298 Coefficient of 
Oetermi nat ion 

1978 I 2nd I U!J 29.2545 Homicide Rate 
Estimate for 1978 

1980 ~@) 32.7636 I Homicide Rate 
Estimate for 1980 

100 ~[ill 2018.3212 2018 Estimated Year 

~[[@ . 1.7545 Slope 

~~~ -3441.2365 Y-Intercept .. --8- -

WORKSHOP ADVANCED CALCULATOR 

...,....... 
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TABLE 2. MURDERS IN CHAOS CITY, 1964 - 1977 

,~ 

HOMICIDE 
YEAR (X) RATE (Y) 

1967 12 

1968 13 

1969 1~ 

1970 14 

1971 15 

1972 18 

1973 20 

1974 25 

1975 23 

1976 25 

1977 29 

Source: Hypothetical Data 
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WORKSHOP ADVANCED CALCULATOR 

In. PROGRAMMING 

A. Programming Keys 

Develop a program to evaluate the regression equation: 

Y = 1.7545 X - 3441 

PRESS DISPLAY COMMENT 

~ [ill 0 

~CEW 2 0.00 

~ URN] 00 00 In Learn Mode 

IT] 1.~'545 07 00 

~ 3441 G 13 00 

~ IRIS I ~IRSTI 15 00 

~ [lRF] 0 End of Program 

I 2nd I I RST I 0.00 Reset to 0 

1980 ~ ~ 32.91 Homicide Rate 
Estimates for 
the Period 1980-
1985 

1981 ~lMJ 34.66 

1982 ~~ 36.42 

1983 ~'Uti] 38.17 

1984 ~lMJ 39.93 

1985 ~ [ill] 41.68 

-10-
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MODULE 6 
DATA 'INTERPRETATION -- SYSTEM 

The purpose of Module 6 is to introduce system analysis and to illustrate 
the use of the system ~ariables and related measures in analyzing the criminal 
justice system. 

The instructor should define carefully, using appropriate examples and 
illustrations, the concepts, variables and measures introduced in this 
module. The Walk-Through illustration of input-output flow analysis should be 
used to discuss application of system analysis. 

OBJECTIVES 

1. To describe criminal justice system problems using: 

a. System Concepts, Variables and Measures 
b. Flow Charts 
c. Descriptive Methods 

2. To analyze the system using: 

a. System Concepts, Variables and Measures 
b. Comparative Methods 
c. Input/Output Flow Analysis 

VI-1-PARTICIPANT GUIDE 



MODULE 6: DATA INTERPRETATION -- SYSTEM 

I. INTRODUCTION 

A. What is a System? 

+ A system is lIa regularly interacting 
or interdependent group of items 
forming a unified whole. 1I 

Conmon goals. 

Dynamic character. 

Input/output model. 

-------------------------------------------------

V.A. (6-1): 

GENERAL SYSTEM MODEL 

Input. II----<<6>~-~"" outputV 

-T.rminlltinaBranch (exit ...... 

-------------------------------------------------
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MODULE 6: DATA INTERPRETATION -- SYSTEM NOTES 

B. What is the Criminal Justice System? 

+ The criminal justice system is a 
collection of agencies that perform 
an enormous complex of operations. 
These activities are organized in a 
sequential manner in response to the 
problems created by the commission 
of criminal acts. 

+ The purpose of the criminal justice 
system is to deal with crime and 
de 11 nquency. Each component pursues 
specific objectives which may or may 
not be consistent with other,' ' 
components of the system. 

+ In systems terms, the elements of 
the criminal justice system are the 
offender and other individuals who 
have been arrested for the 
commission of criminal acts, 
criminal justice agencies and their 
personnel, equipment and facilities. 

The criminal justice system produces 
a flow of individuals directed 
toward a speedy and just 
d ispositi on. This flow is caused by 
t.he cr imi na 1 acts conrnitted and the 
calls for service they generate. 

-+ The components of the criminal 
justice system are interdependent. 

+ One way of viewing the criminal 
justice system, emphasizing its 
components, is presented in 
Exhibit 1. 

VI-3-PARTICIPANT GUIDE , 
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EXhib'lt 1. The Criminal Justice System 

Police 

Prosecution 

Courts 

Corrections 

Revocation 

ComplaInts 
Flied (Adults) 
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D LE 6: DATA INTERPRETATION -- SYSTEM NOTES 
~~~~~~~~~~~~~~~~"------r---~~-----------------

C. How can the Criminal Justice System be 
Ana.lyzed? 

+ Flow charts. 

+ Input/Output analysis. 

+ System analysis techniques using the 
tools taught in Modules 3, 4, and 5. 

II. FLOW CHARTS 

A. Uses of Flow Charts. 

+ Aid to Reader or Audience. 

+ It clarifies thinking. 

Identify gaps in knowledge. 

Tighten logic. 

B. Types of Flow Charts. 

+ 

+ 

Process flow chart. 

Physical flow of offenders from 
one component to another is 
shown. 

Exhibit 1 provided an example. 

Operations charts. 

Shows essential operational 
aspects of the systlem. 

Exhibit 2 ~)rovides an example. 

Note that: 

A rectangle should be L!sed' 
to present an instruction or 
informat,i on. 

J\ diamond-shape is used to 
'indicate decision points, or 
places where choices must be 
made. 

Arrows indicate the 
direction of the flow. 

Circles, ovals, or triangles 
indicate products or end 
points in the flow. 

VI-5-PARTICIPANT GUIDE 



Exhibit 2. Operations Flow Chart, 
Deplolfment Decision-MakIng System 

Identlf" Patterns 
In the Data 

Tactical 
Response 

No 

Source: Chaos City Pollee Department, 1978. 
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MODULE 6: DATA INTERPRETATION -- SYSTEM 

+ Dependency Chains. 

+ 

+ 

Portrays a sequence of eyents. 

Dependence of various events and 
not flows is emphasized. 

Examples of a dependency chain 
are PERT Charts. 

Organizational Patterrls. 

Exhibit 3 is an organizational 
chart for Chaos City's Regional 
Pl anning Un it. 

Shows relationships and flows of 
authority and responsibility in 
an organizati on. 

Generally, solid lines are used 
to indicate authority and' 
responsibility. Dotted lines 
are used to indicate "confer and 
adv ise. II 

Convergence/divergence flow charts. 

A statistical flow of offenders 
may diverge or converge lead~ng 
to one or several outcomes. 
This is the principle of a 
disposition tree. 

Disposition trees are a type of 
widely used flow chart in 
criminal justice. 

,')0 See Exhibit 4 for an example of 
a disposition tree. 

The use and interpretation of 
various types of disposition 
trees is covered in the next 
secti on. 
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Exhibit 30 Organizational Chart, Chaos City, Regional Planning Unit 

Chief of 
Planning 

Planner 

Clerk 

~-----~--------~ 
Chief Administrator 

Deputy 

Chief of 
Processing 

Statistkian 

ProgralTl11er 

Source: Chaos City, Regional Planning Unit, 1977. 
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Exhibit 4. Di~ergence Flow Chart 
Assault Arrests (Juveniles Only) Chaos City, 1977 

r Informal ~I I Adju stment 
\.. 13 ~ 

J 
r Case """" 
I Dismissed 
\.. 52 ~ 

I 
Referred To 
Court by DA 

138 

Petition 
Filed in 

115 

Juveniles 
Arrested 

318 

I'D' ,"", lVerSlon I 
I by Probat i on 
\.. 10 ..) 

I 
Sustained 
Petition 

63 

I 

J I 
Probation Commitment 

42 21 

Source: Chaos City Regional Planning Unit
Il

1977. 
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Not Referred To 
Court by DA 

180 

r. )~. j Lecture & 
........ 1 Release 

" 35 

......... ~ct im RefU~ 
'\. To Prosl:!cute 
" 62 

I' , 
~ ..... DA Refuses To 

I Prosecute 
\... 42 ~ 

Referred To 
Other Agency 

41 



FLOW CHARTS 

f!,IRPOSE 
To illustrate the construction, uses, and interpretation of flow charts 
with related summary tabulations of offender flows. 
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DATA SET/WORKSHEET 

A. Disposition Tree 

----~.---------------------------------------~----------------------------------

V.A. (6-2): 

Police 

DlsPosmON 
TREE 

STATE OF PARADISE 
1977 
FELONY 

AIIIIESTS 

--------------------------------------------------------------------------------

" 
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DATA SET/WORKSHEET (Continued) 

r B. Disposition tree with input percentages. 

-------------------------------------------------------------------------------

V.A. (6-3,): 

DISPOSIDON TREE 
FELONY COUNT 

(with Inpat P.I'C.nt .... ) 
STATE OF PARADISE 

1'77 
FlLONY 
A~~"TI 

n:o~ 

COfttl~~t 

Ol.. 

~Id 
(iiOii 

~"'IML '= ~"' -(2,1%) cz ... %) (at.l%) 
Cia", 
(11.1%) 

-------------------------------------------------------------------------------
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Total felony arrests dispositions 

Not convict~d - number 
- (% total) 

• Law enforcement releases 

• Complaints denied 

• Lower court 

• Superior court 

Convicted - number 
- (X total) 

• Lower court 

• Superior court 

Source: Chaos Coun~, 1977, 

Table 1. Disposition of Felony Arrests 
Comparison of State and County Agencies 

(With Input Percentages) 

COUNTY 
ARRESTING AGENCIES 

STATF.WIDE CHAOS 
(56' COUNTIES) COUNTY AGENCY AGENCY AGENCY AGENCY 

A B C D 

174,069 19,698 12,351 3,793 1,326 684 

89,820 11,684 7,622 2,211 676 330 
(51.6) (59.3) (61.7) (58.3) (51.0) (48.3) 

8.5 13.9 ~ 0.7 8.6 7.3 

25.9 13.1 8 11.0 18.0 17.0 

14.4 32.1 24.4 44.3 22.9 22.5 

4.0 .2 2.3 2.3 1.5 1.5 

84,249 8,014 4,729 1,582 650 354 
(47.2) (40.7) (38.2) (41.7) (49.0) (51.7) 

28.0 24.6 €0 27.1 35.0 33.7 

19.2 16.1 8 14.6 14.0 18.0 

I 

AGENCY 
E 

506 

246 
(48.6) 

6.7 

14.8 

24.9 

2.2 

260 
(51.3) 

28.0 

23.3 

I 
I 

r· .94 

I 
r .. .66 

WALK-THROUGH 

, 

' . 

COUNTY 
LESS 

AGENCY AGENCY 
F A 

1,038 7,347 

599 4,052 
(57.7) (55.3) 

5.3 2.6 

8.7 11.4 

43.2 35.9 

0.5 2.3 

439 3,285 
(42.4) (44.7) 

33.3 30.8 

9.1 17.0 

\ 

I 

I 
\ 

~ 

I 
II 



DATA SET/WORKSHEET (Continued) 

C. Disposition tree with decision points. 

-------------------------------------------------------------------------------

V.A. (6-4) 

DlsposmON TREE 
FELONY COUNT 

(with Deci.loa Poiat P.R.ata ... ' 
STATE OF PARADISE 

1977 

FELONY ARRESTS 
174.000 
(100%) 

~OIlC' ________ ~I--.... ----~~~. 
R.I...... COIIr1 ~n' 

14100 Wen .. '. ....... .... 
(1.5%) .nd IndIc' ...... '. '''_ 

I 
1-.0 (14.0%) 
(7.5%) I 

I I Iii .. 
In.ufllclen' Ex_.,... Victim O'her c~, 111"-'-
EvIdeIIC. 1700 llelu... 4100 Denied ComGIIIII.. ' 

4500 (11.5%) 10 (33.1%) 45.000"lIDO 
(30.4%) P~. (10.1%) ("1%) 

(~.~%) • (12,7%) 

----~--------------------------.'-----------------------------------------------
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Table 2. Disposition Of Felony Arrests/Comparison 
of County Agencies (With Decision Point Percentages) 

Chaos County - 1977 

SELECTED COUNTY 

ARRESTING AGENCIES 
DISPOSITION CHAOS 

COUNTY 
AGENCY AGENCY AGENCY AGENCY 

A B C 0 

Total felony arrest dispositions. .. 19,698 12,351 3,793 1,326 684 

Law enforcement releases .• · .... 2,757 3,482 27 114 50 

• Insufficient evidence • · .... 76.4 (9 22.2 32.5 8 
• Exonerated. • • • • • • • •••• 0.8 0.3 7.4 4.4 0.0 

• Victim refuses to prosecute • . . 12.6 12.3 7.4 20.2 16.0 

• Further investigation • · .... 3.7 3.5 3.7 9.6 6.0 

• Unspecified, other. • • • • • • • 6.5 2.0 e 33.3 22.0 

Source: Chaos County, 1977. 

WALK-THROUGH IK' 

.. 

.. 

• • ~.) • 

COUNTY 
LESS 

AGENCY AGENCY AGENCY 

E F .A 

506 1,038 7,347 

34 32 257 

5.9 0.0 35.4 

8.0 8 4.3 

2.9 28.1 14.3 d 
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DATA~ET/WORKSHEET (Continued) 

D. Disposition tree with elapsed times. 

-------------------------------------~--------.--------------_._------------_ ... 

V.A. (6-5): 

DISPOSITION TREE 
FELONY COUNT 

(with EI.p ••• TI •• ) 
STATE OF PARADISE 

1977 

t 
FElONY "-',, 

IlIA 

~ .....,.. 
.~. 

I.' I.r '" 

-------------------------------------------------------------------------------

E. Limits and uses of transaction data and summary tabulations. 
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DATA SET/WORKSHEET (Continued) 

Table 3. Uses Of Transaction Statistics/Disposition Trees 

SUMMARY 
'-0 

* Traces the flow of offenders through the criminal justice system. 
~ 

* Aids in developing explanations of the observed characteristics 
--when backlogs occur. 

* Permits measurement of the recirculation of offenders. J: 
* Helps in performing input-output analysis. t!) 
* Helps in monitoring the system. => 

0 
LIMITS OF SUMMARY TABULATIONS a: 

') :c , ~ .. 

~ * Can not be used to ident1fy the impact of system changes. t-
* Can not be used to elaborat~ the process or "dynamic" aspects of the I 

criminal justice system. ~ 
-I 

~ 

I 
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M D LE 6' DATA INTERPRETATION -- SYSTEM 
III. SYSTEM CONCEPTS 

V.A. 

A. Overview of System Concepts. 

+ Environment. administration and 
system operations are difficult 
concepts to specify. 

(6-6): 
I 

B. Environment. 

C. Administration. 

D. Systems Operations. 
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Exhibit 5. Environment 

I. "rHE CONCEPT CONSIDERS: 

What factors outside the syst~m affect the system? 

II. CONCEPTUAL DEFINITION: 

External interactions with the criminal justice system. Crime and 
community characteristics which affect and are affected by the criminal 
justice system. 

I II 'j EXAMP LES: 

Community Characteristics 

Popul ation 
Population Change 
Population Density 
Racial Composition 
Households Receiving 

Aid to Families with 
Dependent Children 

Unemployment Rate 
Juvenile Population 
Attitudies 

Crime Characteristics 

Type 
Magnitude 
Rate of Change 
Offender Characteristics 
Victim Characteristics 
Crime Characteristics 
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Exhibit 6. Administration 

I c THE CONCEPT CONSIDERS: 

How is the work to be organized and managed? What are the goals and 
standards? 

II. CONCEPTUAL DEFINITION: 

Organization, management and operations of the criminal justice system, 
components and agencies. 

III. EXAMPLES: 

- Agency Goals and Standards. 

- Agency Policies and Procedures. 

- Agency Organization. 

- Personnel Skill and Training Level. 
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Exhibit 7. System Operations 

I. THE CONCEPT CONSIDERS: 

How does the system functi on and how do components within the system 
interrelate? 

II. CONCEPTUAL DEFINITION: 

The activities of a regularly interreacting group of agencies forming a 
unified whole and with a common goal. 

III. EXAMPLES: 

Water and Sewer System 

School System 

State -Corrections System 

State University System 

Interstate Highway 

Postal System 

Crimi na 1 Just i ce System 

VI-21-,PARTICIPANT GUIDE 

i 
I 

" 

I 
I , 



l; 
i 

, , 
., t; 

, ' 

MODULE 6: DATA INTERPRETATION -- SYSTEM 

E. System Operations Variables and Measures 

+ As indicated in Exhibit #7, the 
concept of System Operations can be 
further defined as the variables: 

Standards 

Goals 

Input 

Performance 

Output 

+ Consider the relationship of these 
variables in an input/output model. 

-------~----------------------------------------

':I.A. (6-7) 

INPUT .. 

1 I 

THE RELATIONSHIP 
AMONG SYSTEM 

OPERATION VARIABLES 

PERFORMANCE 

STANDARDS 
AND 

GOALS 

OUTPUT • 
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MODULE 6: DATA INTERPRETATION -- SYSTEM 

+ The measures which can be used to 
operationalize Systems Operations 
variables are illustrated in the 
chart provided in V. A. 6-8. 

----------------------------~-------------------
V.A. (6-8): 

ELABORATION OF SYSTEM OPERATIONS 

------------------------------------------------
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Exhibit 8. Standards 

I. THE VARIABLE CONSIDERS: 

The ideal conditions for System Operations 

II. VARIABLE DEFINITION: 

An established criteria by which qualitative and quantitative judgements 
can be made. 

I II • MEASUR ES : 

Standards are usually qualitative and or quantitative criteria for system 
performance which have external validity. Two commonly used performance 
standards are capability and capacity. 

A. Capability is the expected level of output at a planned level of 
productivity with a specified amount of resources in a given time 
period. 

Capability = Resource Measure X Productivity Standard 

B. Capacity is the potential output when productivity is maximized with a 
specified level of resources in a given time period. 

IV. EXAMPLES: 

Capacity = Resource Measure X Maximum Productivity 
Standard 

A. Capability: Assuming a productivity standard of 1,800 cases per judge 
per year and a court with 15 judges, the capab'i 1ity of the court would 
be 27,000 cases per year • 

15 judges X 1800 cases/judges = 27,000 cases/year 

B. Capacity: The minumum case cost during 1977 was determined to be $210 
and this figure is assumed to be a reasonable indicator of maximum 
productivity. Given an annual budget of $6,500,000 and assuming a 
maximum productivity of $210 per case, 30,952 cases could be processed. 

$6,500.000 $210/case = 30,952 cases 
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Exhibit 9. Goals 

1. THE VARIABLE CONSIDERS: 

Expectations for system performance. 

11. VARIABLE DEFINITION: 
d 2S results to be achieved, usually A desired future ~tate~ ~lans expresse ~ 

general and not t1me l1m1ted. 

11 I. MEA SUR ES : 

Goals are made measurable when expressed as objec~ives. 

. . s ecific condition to be attained by a specific set of 
An ob~~t1ve 1S ad ~ ti' -limited and measurable terms. activltles, state 1n me 

IV. EXAWLE: 
The Paradise Department of Corre~tio~s s~ould provide high quality mental 
health care at all correctional 1nst1tutions. 
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Exhibit 10. Ihput 

I. THE VARIABLE CONSIDERS: 

What will be processed? 

II. VARIABLE DEFINITION: 

The work to be processed and, the resources allocated to enable processing. 

III. MEASLRES: 

There are three common measures of input. 
I ' 

A. Units of Resources: Units of manpower, funds, and facilities to 
process work through the criminal Justice system or its components. 

B. Units of Work: Units of persons, things or endeavors to be processed 
through the criminal justice system or its components withi~ a 
specific time period; usually some level of priority has been assigned 
to the work. 

C. Workload: The units of work to be processed per unit of resource in a 
given amount of time; .usua11y expressed as a rate that compares 
me~sures of work to be processed .with measures of resources budgeted. 

Workload = Work Measure 
Resource Measure 

IV. EXAMPLES: 

A. Units of Resources for an Anti-fencing Unit: 

Budget = $60,000 
Personnel = five full time sworn officers and one secretary. 
Equipment = three police cars; one video camera/recorder, etc. 

B. Units of Work: 150 motm" vehicle accidents to investigate in January. 

C. Workload: 30 investigations per officer to be investigated in January. 
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Exhibit 11. Performance 

I. THE VARIABLE CONSIDERS: 

The activities of organizations, units and individuals. 

II. VARIABLE DEFINITION: 

The execution of policy, the conduct of operations and the accomplishment 
of tasks. 

II I. MEAS UR ES : 

There are three common measures of performance: 

:A. Productivity: The amount of work thlat can be produced or processed 
with specified resources in a given amount of time. Productivity is 
usually expressed as a rate that compares measures of output with 
measurlS of resources budgeted or consumed per unit of time. 

Productivity = Output Measure 
Resource Measure 

B. Efficiency: The amount of work to be done which is accomplished in a 
specified time. Generally, efficiency is expressed as a ratio of 
output to work. Efficiency measures are usually expressed as a 
percentage or as a percent change and in directional or comparative 
terms, i.e., more, less, the same. 

Efficiency = Output Measure 
Work Measure 

C. Effectiveness: The extent to which standards, goals, objectives and 
estimates are achieved. Measures of effectiveness compare 'the output 
achieved to a planned output or standard and are usually expressed as 
f'ates or percentages. 

Effectiveness = Output Measures 
Standard 
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IV. EXAMPLES 

A. Productivity: In December a five man squad investigated 80 accidents. 

Productivity = 80 accidents = 16 accidents per officer 
5 officers 

B. Efficiency: In 1978, the Chaos City Police Department followed up 
10,989 out of a total of 46,560 reported larceny thefts. 

Efficiency = 10.989 larceny thefts follow-ups during 1978 = 23.6% 
46,560 reported larceny thefts during 1978 

C. Effecti veness: The obj ecti ve of a poli ce department is to establish a 
response time on all non-emergency calls at not greate,' than 6 
minutes. During the last year a sample of calls (n-685) was taken. 
620 of those calls had response times of 6 minutes or less. 

~ I 

Effectiveness = 620 Responses wlin 6 'minutes = 90.5% 
685 calls requiring response 

within 6 minutes 
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Exhibit 12. Output 

I. THE VARIABLE CONSIDERS: 

The products and services produced. 

II. VARIABLE DEFINITION: 

The number of workload units processed or produced at the end of specified 
time peri ode 

I II. MEASlRES: 

Output is generally measured in terms of units produced or services 
rendered in a specified time period. 

IV. EXAMPLES: 

A. P~oducts: The Pro~ecuting Attorneys office filed 36 complaints in 
Dlstrict Court durlng January. 

B. Services: The Traffic Division investigated 80 accidents in December. 
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Exhibit 13. Summary of System Concepts, Variables and Measures 

I. ENVIRONMENT: 

What factors outside the system affect the system? 

II. ADMINISTRATION: 

How is the work to be organized and managed? What are the goals and 
standards? 

III. SYSTEM OPERATIONS: 

How does the system function and how do components within the system 
i nterre 1 ate? 

A. Goals: What is expected? 

1. Objecti ves: What is expected in a given time period? 

B. Standards: What is ideal? 

1. Capability: How much is expected to be done? 

2. Capacity: How much can be done using maximum potential? 

C. Input: What is to be processed? 

1- Resources: What is available to work with? 

2. Work: What is to be done? 

3. Workl uad: How much has to be done per unit of resources? 

D. Performance: What are the results? 

1. Productivity: What resul ts are accomplished with the resou'rces 
used? 

2. Efficiency: How much of the work to be done is done? 

3. Effectiveness: How does the result compare to goals, standards, 
objectives or estimates? 

E. Output: What has been done? 
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FLOW ANALYSIS 

PURPOSE 

~~~~1~:~k~h~~~~1~1~~s~~t:~a{~~:/~~t~~ttflOW anal y
1sis using indexes and 

demonstrates the relationshi s s ems operat ons. It 
to measure and, interpret the~e ~~~gb~~~:em variables and demonstrates how 
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Table 1. Input/Output Flow Model 

Total Work 
30,000· 

Inputs 

Arrests 
22,000 

New Trials 
1,000 

Previous Backlog 
7,000 

• All measures are "cases" 

Process 

Convicted 
14,000 

Acquitted 
400 

Dismissed 
5,600 

New Backlog 
10,000 

Outputs 

Total Output 
20,000 
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DATA SET/WORKSHEET 

A. Resources 

1. 15 Judges 
2. 1,600 Hours/Judge/Year 
3. 96,000 Minutes/Judge/Year 
4. 24,000 Judge/Hours/Year 
5. $6.5 Million Budgeted 

$6.0 Million Expended 

B. Work/Output 

1. Work is 30,000 Cases/Year 

2. Output is 20,000 Cases/Year 
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C. Workload (Based on Resource and Work Measures) 

1. 2,000 cases per judge per year required to process eX'isti ng workload 

WL1- W - 30,000 Cases/Year - 2,000 Cases/Judge Year 
~ 15 Judges 

*2. .8 judge hours per case required to process existing workload 

WL2- R - 24.000 Judge-Hours/Year - .8 Judge-Hours/Case 
T 30,.000 Cases/Year (48 minutes) 

D. Productivity (Based on Resources & Output Measures) 

1. 1,333 Cases/Judge were tried last year. 

Pl- 0 - 20,000 Cases - 1,333 Cases/Judge 
T 15 Judges 

*2. $300 per case 

P2- R -$6.0 Million - $300/Case 
-0- 20,000 Cases 

*3. 1.2 Judge-Hours per Case (72 minutes) 

P3- R - 24,000 Judge-Hours/Case - 1.2 Judge-Hours/Case 
-0- 20,000 cases/Year (72 minutes) 
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E. Efficiency 

1. Based on time series comparison .. 

Year 1972 lq73 1974 1976 1977 

Work 28,000 28,500 28,200 29,100 30,000 

Output 15,000 14,000 15,050 16,000 20,000 

Efficiency = Out~ut Measure 
Work Measure 

a. En = 66.6% = Out~ut = 20
6
000 x 100 

work 3 ,000 

E72 = 53.5% = Out~ut = 15
A

OOO x 100 
work 2 ,000 

b. 66.6 - 53.5 .. 24.5% improvement in percentage of cases processed 
53.5 in the past five years. 

2. Based on inter-agency comparison. 

Chaos 

Wor 

Output 20,000 11,000 

*Based on calculated mean amount of work (in number of trials) and 
output of 15 criminal courts in the State of Paradise during 1977 
(excluding Chaos City). 

a. 

b. 

EChaos .. Out~ut ::: 20 1000 = 66.6% 
Work 30,000 

EState IE Out~ut ::: 11~000 - 84.6% 
Work 1 ,000 

E - 66.6 - 84.6 .. -21.3% 
84.6 

Chaos' Trial Court in 1977 processed 21.3% less of its work than did 
the other 15 trial courts in the State. 
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F. Effectiveness 

Effectiveness 1:1 Output Measures 
Standard 

1. Based on an objective of processing 24,000 cases, the court was 83.3% 
effecti ve: 

Ef = 20 000 Cases ~output) X 100 = 83.3% 
24,600 Cases ( lanned output) 

2. Based on an objective of not increasing the backlog of 7,000 cases, 
the court was 42.8% i neffecti ve: ' 

Ef = Output (Later per~Y~~n;dOH~~~~~(Earlier Period) X 

Ef = 10,000 Case Backlog - 7.000 Case Backlog X 100 
j, 000 Case Back log 

Ef = 42.8% 
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G. Capabi l1ty 

1. Assuming a productivity standard of 1,800 Cases/Judge/Year one measure 
of the court's capability would be 27,000 Cases/Year. 

Cl = R X ps iii 15 judges X 1,800 Cases/Judge = 27,000 Cases 

2. Assuming a productivity standard of $275/Case, a second measure of 
court capability would be 23,636 cases. 

C2 1:1 R + ps 1:1 $6,500,000 $275/Case = 23,636 Cases 

3. Assuming a productivity standard of 1 Judge-Hour/Case, a third measure 
of capability would be 24,000 cases. 

C3 1:1 R + ps 1:1 24,000 Judge-Hours + 1 Judge-Hour/Case = 
24,000 Cases 

H. Cap~ity 

The minimum case cost during 1977 was determined to be $210 and this 
figure is assumed to be a reasonable indicator of maximum produc­
tivity (pm). Assuming a maximum productivity of $210 per case, 30,952 
cases could be processed. 

CAP • R + pm = $6,500,000 + $210/Case = 30,952 Cases 

~-
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I. Determining Resource Requirements Based on Fixed Productivity Standards 

Step 1. The number r,,~ .1udge-Hours (J-Hrs) required to meet existing work 
is 36,000 ~~age-Hours. 

R1 = Work X Ps = 30,000' cases X 1.2 J-Hrs/Case = 36,000 J-Hrs 

Step 2. The total number of judges required to meet existing work is 
determined by converting Judge-Hours into Judges. ,Since there 
are 1,600 Judge-Hours/~udges Available the number of Judges 
required is 22.5 Judges. 

R2 _ R2 = 36,000 Judge-Hours -
- R1" ' ,600 Judge-Hours/Judges - 22.5 Judges 

Step 3. Therefore, 7.5 additional judges are required to process all 
cases, assuming a productivity standard of 1.2 J-Hrs per case. 

Step 4. This requires a resource increase of 50% in the number of Judges. 

R (Reguiredl - R (Existing) X 100 
R EX1St1ng) 

22.5 - 15 X 100 = 50% 
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J. Determining Workload Requirements Assuming Fixed Resources 

Step 1. The workload necessary to process all 30,000 cases is: 

Wll = ~ = l;o~~gge~ases = 2,000 Cases/Judge 

Step 2. Similarly, the l«Irkload necessary for each Judge to process 2,000 cases is: 

Wl2 = R = 1,600 Judge-Hours = .8 Judge-Hours/Case 
-W- 2,000 Cases (48 Judge MinuteS/Case) 

Step 3. Accepting 48 Judge minutes per case as a; Productivity standard 
(Ps) would require a 50% irycrease in Productivity. 

Where: Productivity (P) eql,lals 72 Judge mi,nutes per case and 
productivity standard = 48 Judge minutes per case (see 
Walk-Through lilli, Data Set Worksheet, D. Productivity, 3.) 

X 100 = 72-48 X 
~ 
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K. Comparative Analysis of Two Strategies for Reducing Cou~t Backlog 

1. Strategy l--increase number of judges (increase resources) 

If productivity remains 1.2 Judge-Hours per case and resources are 
increased to 22.5 judges, the court backlog will be reduced to zero. 

2. Strategy 2--reduce average time per case (increase productivity) 

If resources remain at 15 judges and productivity is increased to 48 
Judge-Minutes per case, court backlog will be reduced to zero. 

3. The following table allows comparison of these two strategies. The 
numbers inside the table represent court backlogs at varying l~vels of 
court productivity and resource. 

Table 2. Comparing Changes in Resources and Productivity 
and Resulting Court Backlog 

Productivity Resource (R) 
Standard (PS) 

(Judge-Minutes/Case) (Number of Judges) 

15 17 19 ~1 23 

72 10,000* 7,333** 4,666 2,000 0 

52 6,774 3,677 580 0 0 

52 2,300 0 0 0 0 

42 0 0 0 0 0 

Backlog = Work - Resources 
Productivity Standard 

*Existing Backlog (given 15 judges and 72 Judge-Minutes/Case) = 
30,000 cases - (15 judges X 96,000 Judge-Minutes/Year) = 10,000 Cases 

72 Judge-Minutes/Case 

**Estimated Backlog (given 17 Judges' and 72 Judge-Minutes/Case) = 

30,000 Cases - (17 Judges X 96.000 Judge-Minutes/Year) = 7,333 Cases 
72 Judge=Minutes/Case 
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V.A. (6-9): 

No 

Module Six Chart: 
Data InterpretatJon System 

No 

Flow 
Charta 

System 
Variables 

& Measures 

System 
Variables 

& Measures 

System 
Variables 

& Measures 
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MODULE 7 
PRESENTATION OF FINDINGS 

This module suggests methods of making effective presentations both 
written and orally before an audience. Although the lecture is relatively 
brief. its importance cannot be stressed enough si nce all the products of 
analysis are useless if they are not persuasively presented to the proper 
individu~ls and organizations. 

The lesson is divided into three segments: an introduction which inclUdes 
a technical checklist of the major topics necessary for sound analysis; a 
discussion of the importance of understanding the role~. motivations. and 
purposes of the various actors. including the analyst. in criminal justice 
decision-making; and finally. a list of guidelines for making stronger written 
and oral presentations. 

This module should last no longer th<ln 60 minutes. The instructor should 
take care throughout the presentation to provide guidance to participants for 
their presentations required in the Major Exercise. Following this modUle 
participants will have an opportunity to complete their problem statements and 
prepare their presentations which will take place on Friday morning. 

OBJECTIVES 

1. To develop a sound perspeetive on criminal jus,t ice 
problems using: 

a. Knowledge about the roles of principal 
partiCipants and concerned parties. 

b. Audience information. 

2. To develop a complete and effective presentation 
by: 

a. Using presentation guidelines. 

b. Using good organization and appropriate content. 

Using appropriate briefing materials and taking care c. 
to develop an effective presentation manner. 

d. Recognizing the interdependence of technical 
pr~paration and proper perspectives in making 
presentations that influence decisions. 
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MODULE 7: PRESENTATION OF FINDINGS 

I. CONSIDERATIONS IN PREPARING PRESENTATIONS 

A. Preparation. 

+ When presentations are not properly 
prepared, essential facts and 
messages are either destroyed or 
lost. 

B. Responsibilities. 

+ Analyst or presenter must be certain 
the information is transmitted 
clearly and SUCCinctly. 

C. CtlAtions. 

+ Because of brief audience interest 
span, if a presentation is rambling 
or confusing most of the audience 
will "turn off. II 

+ With rare exceptions most of the 
problems that fallon the analyst's 
desk are not pure ly "cr imi na 1 
ju sti ce" in nature. 

D. Presentation Objectives. 

+ Develop in your problem statement a 
sense of the "larger picture." 

+ The problem or issue should be 
separated into two essential parts. 

+ Efforts need to be expended to 
overcome the major barriers to 
effective presentations. 

+ "Refinement" should be considered as 
a conti nuous process; however,- the 
reality of today's world is that 
frequent1y public decisions are 
rarely based on any sophisticated 
"analysis ll but rather on other 
things • 
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MODULE 7: PRESENTATION OF FINDINGS 

E. Technical Checklist. 

-------------------------______ L~ ______________ _ 

V.A. (7-1): 

,--------------------------~;---~-----

Technical Checklist 

v' Is there a well-stated conceptual foundation 
for the problem statem'ent? 

v' Have the critical hypotheses been selected? 

v' Are the varIables and measures reliable and 
valid? 

v' Are the statIstical techniques used 
appropriately? ' 

v Are the data used effeotlvely and Interpreted 
correctly? 

------------------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

II • AC HI EV ING PER SPEC TI VE , 

A. Role of Elected Politicians. 

-------------------------------------------------

V.A. (7-2): 

THE ROLE BEHAVIOR 
OF ELECTED POunclANs 

• Pragmatic, not Ideological 
• Comm.ltted to election and reelection 
• Avoid, ameliorate, or resolve conflict by: 
- anticipating reactions 
- manipulating symbols 
- simplifying Issues 
- personalizing and particularizing Issues 
- promising solutions for the Insoluble 

------------~------------------------------------

.. , .. ~ ~ .. - -
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B. Role Behavior of Private Citizens. 

------------------------------------------------

V.A. (7-3): 

ROLE BEHAVIOR OF PRIVATE CITIZENS 

• Concerned About Costs 

• Want To Know Impact On Community 

• Expect Response to Concerns (Real and/or Imagined) 

------------------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

C. Role Behavior of Administrators. 

V.A. (7-4): 

ROLE BEHAVIOR OF 
CRIMINAL JUSTICE 
ADMINISTRATORS 

• Accountable for programs. 

• Delegate authority. 
• Protect turf. 
• Not rewarded for efficiency. 

• Get it in writing. 

--------------------------------------------.----
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MODULE 7: PRESENTATION OF FINDINGS 

D. Ro'le of Analyst. 

---------------------------------------~---------

V.A.( 7-5): 

OI»TIMAL ROLE BEHAVIOR 

OF ANALYST 

• Objective 

• Realistic 

• Flexible 

• Sensitive 

- Politics 

- Emotional 'Issues 

• Future Oriented 

------------------------------------------------~ 
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MODULE 7: 

III. GUIDELINES FOR EFFECTIVE PRESENTATIONS 

A. Uses. 

B. Guidelines. 

------------------------------------------------

V.A. (7-6): 

PRESENTAY;ON GUIDELINES 

1. Emphasize Priority Message 

2. Clarify and Interpret Finding by 

• Using Contrasts and Comparisons 

• Using illustrations and Examples 

3. Anticipate Questions, Problems, Assumptions 

4. Use Terms Important to the Audience 

------------------------------------------------
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~DULE 7: PRESENTATION OF FINDINGS 

C. Clarification and Interpretation. 

+ The audience should be aware at the 
end of a presentation what the 
problem actually means to them. 

-------------------------------------------------

V.A. (7-7): 

/ 
CAIMEX 

VlOtw.y • Todoy • Tomonow 

200 

1flO • 

100 

flO ~-.. 

Todoy 
v .... 

--------------------------------------~----------
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MODULE 7: PRESENTATION OF FINDINGS 

D. Use Contrasts and Comparisons. 

+ Reinforce the context of the 
presentation, by comparing the 
problem with knowledge the audience 
al ready has. 

E. Use 'Illustrations and Examples. 
------------------------------------------------

CRIME X AS A 
PERCENT OF TOTAL CRIME 

1977 

CRIME X ~ 

OTHER CRIME D 

Source: Hypothetical Data J 
~------------~ 
--------~---------------------------------------
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MODULE 7: PRESENTATION OF FINDINGS 

F. Anticipate Questions and Issues. 

----------~-------------------------------------, 

V.A. (7-9): 

ANTICIPATE QUESTIONS AND ISSUES 

• Identify Assumptions 

• Develop Awareness 

• Establish Credibility 

• Prepare for Presentation 

------------------------------------------------
G. Use Terms Important to the Audience. 

+ While the technical language is 
helpful if the group can use it, it 
is not helpful if there are no 
technically trained people. 

VII-ll-PARTICIPANT GUIDE 

NOTES 

, 



.. 

MODULE 7: PR SENTATION OF FINDINGS NOTES 
--~~----~~~~~~~~~~~~-----------r----~~~----------------- ' 
IV. PREPARING A WRITTEN REPORT 

J i 

A. Content 

+ Avoid major omissions. 

+ Logical organization is vital. 

+ Consistency of form, as well as' 
content, is essential. 

+ Writing must be clear and to the 
poi nt. 

+ Report should highlight the priority 
message( s). 

B. Guides for use of quantitative data and 
statistics in written reports: 

+ Purpose of data in a report must be 
clearly understood by the writer and 
the reader. 

+ Data should be integrated into the 
narrative. 

+ Selection of data should be made on 
the basis of its relevancy, clarity, 
validity, reliability, and 
assistance to the reader in 
understanding the problem. 
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,MODULE 7: PRESENTATION OF FINDINGS 

C. Written Report Organization. 

-------------------------------------------------
V.A. (7-10): 

WRITTEN REPORT ORGANIZATION 
Se'ctlon 1.0 

Siotlon ~.O 

SectlQn 3.0 

Section 4.0 

Section 6.0 

Section 6.0 

Introduction 
1.1 Statement of con corns 
1,2 Nature and source of concerns 
1.3 Scope of concerns 
AnelYll1 Methodology 
2.1 Definition of term. ulld 
2.2 Measurement reliability and validity 
2.3 Data Collactlon procedures Used 

.e.4 Statistical Methods used 
Frndlngl 
3.1 Conceptual Hypothesle 1/1 - Supporting variable and 

m,,,lu"l m.nt hypoth ..... reaulls, Interpretations and cone u. on. 
'3,2 Conceptual Hvpothesla 1/2 - Supporting variable and 

measl ure
l 
ment hypotheses, results, Interprotatlons and cone us ons 

3,3 Etc. 

Dilcuilion of flndlngl In glnerel 
4.1 018cullion of findings In relation to the concerns 

expressed 
4.2 Discussion of IImltetlons 
Summery 
6.1 Highlights 
6.2 ConclUsions 
Appencilc .. 

----------------~--------------------------------
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MODULE 7: PRESEN~ T 

V. CONDUCTING A BRIEFING 

A. Briefing Materials. 

B. Manner of Presentation. 

C. Provide a balanced presentation. 

------------------------------------------------
V.A. (7-11): 

IT'S REALLY 
A MATTER OF BALANCE 

EFFECTIVE 0 DECISIONS 

PROBLEM 
STATEMENT 

.. ----------------------------------------------
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MODULE 7: PRESENTATION OF FIND\NGS 

VI. CONCLUS ION 

A. Finding Balance in Presentations: When 
well done. a problem statement. both 
written and orally presented. is a 
delicate balance among problem 
specification measurement and data 
interpretation. ' 

+ Analysis with Inadequate Problem 
Specification and Measurement. 

--------------------------~----------------------
V.A. (7-12>.: 

I. Analysis With Inadequate Problem 
Specification And Measurement 

Lacks 

//', 

/ " 
// , 

/ ',Lacks 
Problem / , Measurement 

SplE!Clflcation L , 

'h)blem Statement - ~ 
Adequate Data .Interpretatlon 
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MODULE 1: PRESENTATION OF FINDINGS 

+ Analysis with Inadequate Measurement 
and Data Interpretatio.1. 

__ _ MII ____ '- __________________________ _ f" ________ - __ 

V.A. (7-13): 

II. Analysis With Inadequate Measurement 
And Data Interpretation 

'" Lacks 
" Measurement 

" 
'" L-__ -'-_______________ ~ 

Lacks Data Interpretation 

-----------M------------------------------------
+ A Well Balanced Analysis Process 

Results in an Adequate Problem 
Statement. 

V.A. (7-14): 

III. A Well Balanced Analysis Produces 
Adequate Problem Statements 

Adequate 
Problem 

Specification 

Adequate 
Problem 

Statement 

Adequate 
Measurement 

Adequate Data Interpretation 
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V.A. (7-15): 

Technical 
Checklist 

Module Seven Chart: 
Presentation of Findings 
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MAJOR EXERCISE: CHAOS CITY 

MAJOR EXERCISE INTRODUCTION 

I. OBJECT! VES 

A. The purpose of the Major Exercise is to p~actice,.develop a~d.apply 
the skills, techniques and knowledge acqulred durlng the Crlmlnal 
Justice Analysis Course. While the focus is on the development of a 
problem statement, the general approach utilized and procedures 
incorporated in the exercise have direct bearing on all aspects of the 
criminal justice decision-making process: planning, program 
development, management or evaluation. Moreover, the process of 
developing a problem statement should generate many of the compl~x 
questions and difficult choices which would normally be encountered in 
crime or systems analyses. 

B. The Major Exercise provides the analyst an opportunity to develop and 
present an original problem statement i~volvi~g one of t~ree current 
issues in criminal justice: (1) communlty crlme preventlon, (2) 
attrition in case dispositions, or (3) recidivism among adult 
offenders. These problem statements will be constructed step-by-step 
following the logic of the course and utilizing the methods and 
procedures of each module. 

C. The Major Exercise makes a significant contribution to the achievement 
of the course goals. It provides a context for the exploration of the 
purpose and logic of analysis as used to formulate crime and criminal 
justice system problems. It require~. careful selection and 
application of quantitative methods to crime and system data and the 
development of an effective presentation of a Problem Statement. 
Finally, the Major Exercise provides a setting for the analysis of 
many preconceived ideas about the compYexity, ambiguity and/or lack of 
utility of analysis in criminal justice decision-making. 
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MAJOR EXERCISE: CHAOS CITY 

II. ACTIVITIES AND PRODUCTS 

A. The Major Exercise is divided into six specific tasks. Each task 
requires the application of modular material preceding it. 

B. 

C. 

The Six Tasks are as follows: 

1. rask #1 - Specifying Problem. 

2. 'task #2 - Assessi ng Hypotheses. 

3. Task #3 - Data Interpretation. 

4. Task #4 - Preparing Portfolio. 

5. Task #5 - Preparing Briefing. 

6. Task #6 - Presentat.i on s. 

The Major Exercise is a small-group activity. 

1. Groups will be organized to achieve a balanced mixture of 
educational ~nd experience levels within each group. Each group 
will be assisted by a facilitator who will provide occasional 
gui dance and some ass i stance. 

2. n,e nature of the exeY'cise and, specifically the product 
requirements, necessitates that each group organize itself. 
Initially a group recorder will be required. 

3. To initiate the Major Exercise three Staff Reports (SR) have been 
prepared for review. These represent an initial effort at 
responding to the concerns of Chaos City's political leadership 
and citizenry. They are based on only current, readily available 
data. 

4. The nature of the exercise requires each group to assume a 
specific role and audience within the hypothetical Chaos City 
env ironment •. 

5. Throughout the Major Exercise, participants should draw upon the 
modular material for ideas and instructions for proceeding. The 
worksheets and tasks of the Major Exercise very closely parallel 
the walk-throughs and exercises of the course. 

6. Do not waste time on inferences and assumptions where no basis of 
data or information exist i~ the materials you are provided. 

7. Each Task has its own set of procedural instructions which follow 
the general form of the exercises in the course: I. Purpose, II. 
Instruments, III. Products and IV. Time. 

8. The exercise is an analysis, not a plan to conduct an analysis. 
ThG plan for conducting your analysis is presented in Exhibit 1 
and the instructions for the tasks. 
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MAJOR EXERCISE: CHAOS CITY 

D. The specific products required of each group are: 

1. Completed worksheets. 

2. An outline of a completed problem statement. 

3. An oral presentation. 

r I 

- This presentation will be made to a review group (e.g., the 
class in plenary session; a criminal justice review board; a 
Mayor, Chief of Police, District Attorney, and supporting staff; 
or a technical review committee. . 
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MAJOR EXERCISE: CHAOS CITY 

Maj or Exerc ise 
Exhibit 1. Tasks arid Schedule 

TASK ACTIVITY TIME DURATION 

#1 Specify Monday p.m. 120 m; n. 
PI"oblem 

#2 As~ess Monday p.m. 120 min. 
Hypotheses 

Debriefing Review Tuesday p.m. 60 min. 
Tasks #1 
and #2 

#3 Data Thursday p.m. 120 min. 
Interpretati on 

#4 Prepar ing Thursday p.m. 130 mi n. 
Portfo lio 

Submit Problem lhursday p.m. 
Statement 
Outline 

#5 Preparing Friday a.m. 60 min. 
Briefing 

#6 Presentations Friday 180 min. 
a.m./p.m. 

STAFF REPORTS 
z 

o Group A - Crime Prevention 
Group B - Attrition Rate of Cases 
Group C - Criminal Recidivism Among Adult Offenders 

DATA SETS 

Group A - Crime Prevention 
Group B - Attrition Rate of Cases 
Group C - Criminal Recidivism Among Adult Offenders 

o 
'" \;). C· 

, Cl 

'" ,'I 
M E-4-PARTICIPNt~T GUIDE 

n 
or, ' 

" 

PRODUCT PAGE 
~~\ 

Work::.;~eets 5-7 

Worksheets 8-12 

Worksheets 13 

Worksheets 14-'17 

Problem 18-23 
Statement 
Outli ne 

Problem 18-23 
Statement 
Outline 

Briefing 
Materials 24-26 

Formal 
Presentat ions 24-26 

Page 

28-30 
31-33 
34-35 

Page 

37-50 
51-54 
55-60 
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MAJOR EXERCISE: CHAOS CITY 

TASK #1 - SPECIFY PROBLEM 

I. PURPOSE 

II. 

Task '1 initiates the Major Exercise and is designed to provide 
participants an opportunity for applying the technique of problem 
specification to a fairly vague preliminary analysis contained in a 
Staff Report. By using problem specification on these reports, as in 
actual experience, the analyst will be able to more clearly define the 
issues and concerns under study and to outline an approach for 
addressing these concerns. 

INSTRUCTIONS 

A. Each group will be assigned a Staff Report which should be read and 
discussed by the group. The group should identify the concepts 
contained in the staff report. A'lso,. other concepts the group feels 
are important but not mentioned in the report mi.lY be identified. 

B. Prepare a list of variables for each concept. 

C. Prepare a list of measures for each variable. 

D. Use Worksheet A to record concepts, variables and measures. Worksheet 
B should be used to record your hypotheses. 

E. Generate a set of hypotheses at the conceptual, varaiable and 
measurement levels using such terms as: 

is greater than 
is less than 
is re 1 ated to 
is unrelated to 

is increased by 
is decreased by 
is equal to 
is unequal to 

a change in 
no change in 
an increase in 
a decrease in 

F. Worksheet B should be used to record your hypotheses. 

G. Throughout th is task changes in concepts, vari ab les measures and/or 
hypotheses should be considered as the group develops a clearer sense 
of the problem. 

I II. PRODUCT 

The group will provide a completed copy of Parts A and B worksheets to 
the group's facilitator at the conclusion of the task. 

IV. TIME SCHEDULE - TASK '1 
Review Staff Report 
Discuss and List Concepts, Variables 
Prepare Part A Worksheet 
Prepare Part B Worksheet 
Review Problem Specification 

- 10 mi nutes 
and Measures - 30 minutes 

- 30 minutes 
- 30 minutes 
- 20 minutes 

Total 120 minutes 
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MAJOR EXERCISE: CHAOS CITY 

TASK I: PROBLEM SPECIFICATION 

PART A: ELABORATING CONCEPTS, VARIABLES a MEASURES 

VARIABLES MEASURES 

~---(---­

----j!..-----
----j~-----

----{---
----t---
---------------~I------------
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MAJOR EXERCISE: CHAOS CITY 

TASK I: PROBLEM SPECIFQCATI 0 N 
~ 

PART B: CONSTRUCTING HYPOTHESES 

RELATING 
. ,,/ 

VARIABLES 

a) I) 

2) 

. 
:b I) 

2) 

a) I) 

2) 

b) I) 

2) 
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MAJOR EXERCISE: ,CHAOS CITY 

TASK #2 - ASSESSING HYPOTHESES 

I. PURPOSE 

Task #2 is desigr1ed to help you review and assess the completed 
problem specific21tion from 'rask #1 in terms of the criteria discussed 
in Module II. The product of this task is a listing of hypotheses 
which will be tested in Task #3. 

II. INSTRUCTIONS 

A. For each hypothesis developed in Task #1 comp Idte the Part A Work ,!,! I ¢'!' 
by first listing the hypothesis, checking the availability of rele~ant 
data, and then noting the strengths and weaknesses of that hypothesis 
in terms of the four criteria listed on the form. 

Consi der both conceptual and techi'lical sources of measurement error in 
the data which is most likely available. Comment in the appropriate 
box for each hypothesis whether these are significant factors impeding 
an understanding of data which might be collected. See the Workshcf!lt 
supplement for considerations that m~ help in evaluating your 
hypotheses. 

B. When all hypotheses have been evaluated, identify the best hypotheses 
which you propose to test. 

C. List your best hypotheses on the Part B Worksheet. Assess each 
hypothesis by placing a check in the appropriate box(es) to indicate 
those elements of a problem statement it covers. Identify and discuss 
elements of the problem that are not addressed and determine whether 
additional hypotheses need to be generated. 

I II . PRODUCT 

Copies of Worksheets A and B for Tasks #2 will be provided to the 
facilitator at conclusion of this task. 

IV. TIME SCHEDULE - TASK #2 

List Hypotheses and Review 
Data Set 

Assessing Hypotheses 
AsseSSing Comprehensiveness 
Consider Additional Hypotheses 
Discuss and Complete Group 

Worksheet 
Total 

- 20 min. 
- 40 min. 
-- 20 min. 
- 20 min. 

- 20 min. 
120 min. 
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MAJOR EXERCISE: . CHAOS CITY 

WORKSHEET SUPPLEMENT 

Cons; derat; ons of Measurement Error and Uti 1 ity 

1. Conceptual Factors that Influence the Validity and Reliability of 
Interpretations '. 

a. Between Concepts and Variables 

(1) Failur~ to Adequately Represent Concept with Selected . 
Var i ab 1 s ( s ) 

(2) For example, rearrests is an inadequate variable to fully 
represent the concept of recidivism, in part, because of the 
poten~ial discrimination,against prior felons in arrest 
pract'lces. 

b. Between Variables/and Measures 

(1) Failure to Adequately Represent Variables with Selected 
Measure(s) 

(2) For example, frequency of rearrett does not make possible any 
distinctions in regard to types of criminal offenses for which 
prior felons were rearrested. 

2. Technical Factors that Influence Validity and Rsliabilitl 

a. Method of Collection 

(1) Measurement Error in Self-Reported Crime Data 

(a) Veracity/Concealment Problem 

(b) Exaggeration Problem 

(c) Memory Problem 

(d) Not Practical for Studying Serious Offenses 

(2) Measurement Error in Arrest Records 

(a) Underestimation of "Actual" Incidence of Crime 

(b) Official data are more accurate as crimes get more serious. 

b. Type of Measure Sought (Fact or Perception) 

c. Source of. Data, e.g. Administrative Record System, Public Opinion 
Poll, Census Document 

d. Is a census of the entire populat.ion or gl'oup taken or is a sample 
taken? Are sampling ~rrors possible? , 
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MAJOR EXERCISE: CHAOS CITY 

3. Testability 

a. Are there statistical techniques available to assess the 
measu res se 1 ec ted? 

b. Is the implied causal relationship in the hypothesis logical? 

4 .. Utility: Management Factors that Influence Conceptual and 
Technical Threats to Validity and Reliability 

a. Time 

b. Money 

c. Organizational Considerations 

d. Are the measures in each hypotheSiS subject to influence by 
the decision-maker? 

e. Does the hypothesis address weakness in the original staff 
report? 

f. Will interpret~tion of the hypothesis contribute to a better 
understanding of the problem? 

(1) An example of management influencing the conceptual 
adequacy of the problem is that political constraints ma,y 
make it imposs'ible to obtain information on 
reincarcerations from the state corrections agency. 

(2) An example of management influencing the technical 
adequacy of the problem is in measuring rearrests, 
self-reported crime data m~ be too time consuming and/or 
expensive to be obtained. 

. 
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FROM TASK 1 SELECT UP TO 
TEN MEASUREMENT LEVEL DATA 
HYPOTHESES TO BE ASSESSED: AVAIL. 
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MAJOR EXERCISE: CHAOS CITY 
TASK 2: ASSESSING HYPOTHESES 

EVALUATING & ASSESSING INDIVIDUAL HYPOTHESES 

MEASUREMENT ERROR 

CONCEPTUAL TECHNIC~L TESTABILITY 
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MAJOR EXERCISE: CHAO~ CITV 
TASK 2: ASSESSING HVP·OTHESES 

• 

PART B: DETERMINING COMPREHENSIVENESS OF A SET OF HYPOTHESES 

INDICATE THE CHARACTERISTICS ADDRESSED BY HYPOTHESES 

MAGNITUDE RATE OF TEMPORAL SERIOUSNESS PERSONS 
CHANGE ASPECTS AFFECTED 

-
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MAJOR EXERCISE: CHAOS CITY 

I. PURPOSE 

Major Exercise 
Debriefing 

Tasks " and #2 

The deb~iefing provides an opportunity for discussion of the results of 
the first two tasks. It is focused on the substantive, procedural and 
technical aspects of these tasks. 
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MAJOR EXERCISE: CHAOS CITY 

TASK #3 - DATA INTERPRETATION 

1. PURPOSE 

Task #3 requires the selection, application and interpretation of various 
methods to produce information that is to be part of the Problem Statement 
prepared by each group. 

II. INSTRUCTIONS 

. ' 

A. -Task #3 involves selection, calculation and interpretation of the 
various methods covered in Modules 3-6 on the hypotheses identified in 
Task #2. 

B. These interpretations are to be used in preparing the required 
narrative problem statement outline. 

C. Part A Worksheet deals with the application of statistical methods in 
data interpretation. 

1. The Worksheet provides a list of questions which guide 
interpretation. Space also is provided for responding to the 
questi ons. 

2. Each hypothesis should be placed on a separate worksheet. Also 
for each hypothesis a null hypothesis is to be stated. These 
hypotheses should be specified at the measurement level. 

3. The full range of methods for data analysiS should be used when 
possible. For example, some data can be analyzed by both 
descriptive and inferential methods. Methods to be considered are: 

4. 

5. 

6. 

a) Descriptive--Central Tendency, Variation, and Graphics. 

b) Comparative--Rates and Index Numbers, Cross Tabulations and 
Scattergrams, and Flow Charts. 

. c) Inferential' --Chi Square test, Correl ati on Coeffici ent, Visual 
Estimation and Least Squares Regression 

The module charts may be useful in selecting the appropriate 
methods for analyzing the data • 

When appropriate aqu;ckly sketched graphic should accompany the 
interpretation. This graphic can be made on a separate sheet or 
on back of Part A Worksheet. The purpose of this graphic is to 
quickly document an illustrative intrepretation that may be used 
later in drawing-up graphics to support the oral presentation • 

The work should be divided among the group members. This depends 
upon the number of group members and the number of hypotheses. 
For example, one or two members may choose to complete a Part A 
Worksheet on a particular hypothesis. 
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MAJOR EXERCISE: CHAOS CITY 
, 

D. After all Part A' Worksheets are completed the group should use Part B 
Worksheet to discuss the implications of the collective' f'lndings in 
regard to the original concern. . 

1. The group is to iOO icate in 'the matrix which one of the categories 
from strongly agree to strongly disagree represents the group 
concensus about the evidential support for'a hypothesis. 

2. Next the group should discuss to what extent the evidence provides 
insight into the original concern. 

I II • PRODUCT 

Copies of Worksheets A and B for Task #3 will be provided to the 
facilitator at the conclusion of this task. 

IV. TIME SCHEDULE - TASK *3 

Briefing for Task - 10 mir1lutes 
Deciding Work Allocation for Part A - 15 mirlutes 
Performing Data Interpretation - 60 minutes 
Discussion of Relation 

of Findings to Concern - 35 minutes 
TOTAL 120 minutes 
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MAJOR EXERCISE: CHAOS CITY 

TASK #3 - PART A WORKSHEET 
DATA INTERPRETATION 

I. State the measurement level hypothesis: 

I Alternative Hypothesis: 

I Null ~pothesis: 
II. Apply (if appropriate) descriptive methods to the data. 

a. What are the findings? 

b. Do the findings prove or disprove the null hypothesis? 

III. Apply (if appropriate) comparative methods to data. ' 

a. What are the findings? 

b. Do the findings prove or disprove the null hypothesis? 

IV. Apply (if appropriate) inferential methods to data. 

a. What are the findings? 

b. Do the findings prove or disprove the null hypothesis? 

V. Attach hand-drawn graphic of this interpretation (if appropriate). 
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MAJOR EXERCISE: CHAOS CITY 

TASK 13 - PART B WORKSHEET 
RELATION OF FINDING TO CONCERN 

. I. The evidence strongly supports the hypotheses: 

';:f 
Hypothesis ec:n 

e~ 
~ .... 
<no 

, 

1-

2. 

3. 

4. 

5. 

-
6, 

"C:J 

f ~ ... f c:n u 
ftI ~ III c:n .,.. e < 
0 :::;, 

II. Summarize the implications of these findings to the original concern. 
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MAJOR EXERCISE: CHAOS CITY 

TASK #4 - PREPARING PORTFOLIO 

I. PURPOSE 

This task is designed to use and build on the skills and information 
developed throughout the week and most particularly those discussed in 
the preceding module on the presentation of analytical findings. 
During the previous tasks of the Major Exercise, a data base has been 
reviewed, a concern has been identified and conceptualized, hypotheses 
have been developed and the data has been carefully studied and 
interpreted. The next step of the process -- Preparing a Written 
Presentation -- will be completed in this part of the exercise. 

This task provides the participant an opportunity to develop an 
outline of the Problem Statement that utilizes the presentation 
guidelines suggested in Module 7. This presentation should be well 
organized, should demonstrate both an understanding of the audience 
who will re~iew the products of the analysis and be sound technically 
with the results sensitive to the needs of the user. 

I I. ,INSTRUCTIONS 

A. Review your previously prepared worksheets and identify the priority 
messages and supporting information which will be used to finalize 
your portfoli o. 

B. Finalize your portfolio consisting of: 

1. Completed/Legible Worksheets for Tasks #1 - #3. 

2. A two-to-three page Problem Statement outline {tables, charts or 
graphs not in~luded in page count}. An example Problem Statement 
outline in the following pages can be used as a guide in 
preparation of your problem statement outline. 

C. Edit the portfolio and finalize its content. 

D. The portfolio is to be completed and submitted by Thursday evening. 

III. TIME SCHEDULE TASK #4 

Briefing for Task #4 - 10 minutes 
Clean-up Tasks #1 - #3 Worksheets - 20 minutes 
Identify Priority Messages and 

Supporting Information - 20 minutes 
Prepare Problem Statement Outline - 60 minutes 
Review Portfolio - 20 minutes 

Total 130 minutes 
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MAJOR EXERCISE: CHAOS CITY 

EXAMPLE PROBLEM STATEMENT OUTLINE: Motor Vehicle Theft in Chaos City 

1.0 Introduction 

1.1 Statement of Concerns 
a. Complaints by businessmen. 
b. Possible curtailment of shopper trade because of fear. 

1.2 Nature and Source of Concerns 
a. Businessman's complaint not founded on data. 
b. Businessman's perception may be reinforced by some customers 

complaints. 

1.3 Scope of Concerns 
a. Businessmen have communicated among themselves and to the news. 
b. The businessmen's perception could affect shopper's selection of 

store 1 ocat ion. 
c. Mayor has to respond to businessmen. 

2.0 Analysis Methodology 

2.1 Definition of Terms Used 
a. Unauthorized use. 
b. Differences in types of motor vehicles. 

2.2 Measurement Reliability and Validity 
a. Over 90% reported. 
b. Rates vary by location. 
c. Risk per 1,000 registered vehicles by location substantiated by 

frequency measurements. 

2.3 Data Collection Procedures 
a. 1 year study. 
b. Random sample of 20~ of reports. 

2.4 Statistical methods used 
a. Methods of measurement. 

-freq uency. 
-rate per 1,000 persons. 
-rate per 1,000 opportunity • 

b. Correlational analysis. 
c. Chi square. 

3.0 Fi ndi ngs 

3.1 Magnitude 
a. Hypothesis: Motor veh icle theft in Chaos City is no d1fferer,lt 

than in similar size cities. 
b. Found: Number in Chaos City is about 500 less than the average 

for similar size cities. 

3.2 System Response 
a. Hypothesis: Clearance rate for Chaos City expected to be the same 

as the national average. 
b. Found: The clearance rate for Chaos City was lower by 10 percent 

from the 20 percent national average. 
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3.3 Seriousness 
a. Hypothesis 1: Auto theft was expected to be less serious than 

other property crimes in Chaos City. 
b. Found: Net dollar loss of auto theft was less than for burglary 

and recovery rate was better for auto theft. 
c. Hypothesis 2: Chaos City's recovery rate for stolen Ciirs is no 

different than the national average. 
d. Found: Recovery rate in Chaos City is substantially better than 

national average. 

3.4 Where ,Autos are Stolen 
a. Hypothesis 1: Magnitude varies by geographic area. 
b. Found: Three of the city's areas have risks relatively higher 

than other areas. 
c. Hypothesis 2: Magnitude varies by type of parking environment. 
d. Found: Parking lots and garages account for most thefts. 

3.5 Auto ,Thefts are Deterred by Reduc i ng Opportun it i es to Stea 1 
a. Hypothesis 1: Autos are stolen because keys are left in the 

i gnit ion. 
b. Found: Victim reporting indicates only 1 in 20 stolen cars were 

left with key in ignition and that 43 percent were left unlocked. 
c. Hypothesis 2: Locking cars deters theft. 
d. Found: Half of all cars stolen were locked. 
e. Found: Cars with interlock ignition systems are stolen less often 

than cars without this system. 

3.6 Charactertistics of Motor Vehicle Theft May Vary by rype of Vehicle 
a. Hypothesis 1: Truck theft is similar to auto theft in location of 

occurrence. 
b. Found: Trucks are taken more frequently (rom parking lots and 

garages but less often near residences t":an cars. 
c. Hypothesis 2: Truck theft is similar to auto theft in clearance 

rate. 
d. Found: Simil arity of rates. 
e. Hypothesis 3: Motorcycle theft is simil ar to auto theft in 

location of occurrence. 
f. Found: Only one-third of,thefts occur from garages and one-third 

from near victim's residence. 
g. Hypothesis 4: Motorcycle theft is similar to auto theft in 

clearance rate. 
h. Found: Clearance rate is much lower. 

3.7 Most Suspects are Amateur Thieves 
a. Hypothesis: Most suspects of vehicle theft are amateur thieves. 
b. Found: Only 10% of cases are cleared by arrest. 
c. Found: Theft does not result in stripping of auto for sale. 
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MAJOR EXERCISE: CHAOS CITY 

3.8 Most Suspects are Young a. Hypothesis: The majority of all suspects are less than 21 years 
old. b. Found: Only 12 % of cases studied had known offenders. 

c. Found: 62% of suspects were less than 21. 
d. Found: 95 to 98% of all arrests are of persons less than 21 years 

of age. . 
e. Found: 76% of all persons arrested had p,rior record. 

J 4.0 D iscu ssi on 
4.1 Discussion of Findings in Relation to Concerns. 

a. Auto thefts tend to occur more often in downtown area than in 
other areas. b. Unknown if the problem in downtown Chaos City differs from 
downtown areas in other cities. 

c. The recovery rate suggests that auto theft involves only a . 
moderate expense to the community. 

4.2 Limitations a. Cannot determine if frequency of vehicle thefts has changed over 
time. b. Cannot evaluate magnitude of downtown vehicle theft problem in 
relation to business sectors in similar size cities. 

c, Suspect information does not permit development of an offender 
profile. . 

d. Public perception of auto theft has not been assessed. 

5.0 Summary 

5.1 Highlights 
a. Magnitude - bulk of problem. 
b. Victimization - reporting and risk. 
c. Location. 
d. Locking cars. 
e. Recovery and clearance rates. 
f. Truck and motorcycle thefts •. 
g. Offender profile. 

5.2 Conclusi ons 
a •. Motor vehicle theft is not a major problem. 
b. Downtown and two other areas disportionately share city's motor 

vehicle theft problem. c. General sites of parking garages and lots could be possible focus 
of crime reduction efforts. 

d. Implication of recovery and clearance rates and possible juvenile 
involvement for preventive measures. 

e. Analysis could not identify factors affecting businessmen's 
perceptions of motor' vehicle theft. 

M E-2l-PARTICIPANT GUIDE , 

w 
en -u 
a: 
w 
>< w 
a: 
o 
~ 
~ 

"1 
, ) 

I 
) . 
.I 
It 

J 

, . ( i 

MAr'JOR EXERCISE: .,CHAOS CITY 

TASK #4 -- COVERSIiEET 

TITLE: 

FINAL REPORT 
GROUP: __________ _ 

PREPARED BY: 

CONTENTS 

Task #1 Worksheets 
Task #2 Worksheets 
Task #3 Worksheets 
Problem Statement Outline 
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MAJOR EXERCISE: CHAOS CITY 

TASK #4 - CRITIQUE CRITERIA 

1. Is the problem clearly and accurately stated? 

2. Are the hypotheses comprehensive? 

3. Is the list of variables and measures comprehensive and realistic? 

4. Are the techniques used to analyze the data appropriat.e? 

5. Is the interpretation of the data accurate and useful? 

6. Does the outline properly emphasiz~ the information? 

7. Is the problem statement easy to understand? 
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MAJOR EXERCISE: CHAOS C~!.I! 

TASK #5 and #6 - PREPARING AND DELIVERING BRIEFING 

I. PURPOSE 

The fina') tasks of the exercise require the preparation and delivery 
of a fonnal presentation. At the conclusion of each group's 
presentati,on of its problem analysis, a debriefing of both the oral 
presenhtions and written portfolios will be held. 

II. INSTRUCTIONS 

A. Prepare an oral presentation consisting of: 

1. A 15-Minute briefing to a review group. 

2. Use appropriate visual aids, e.g., flip' charts, overheads. 

3. Respond to review group questions for 5-10 minutes. 

B. In preparing the oral presentation, assignments are to be made to 
individual presenters. If time permits, a dry-run should be held to 
rehearse the presentation. 

C. The groups should discuss and identify the weaknesses in their 
portfolio and presentation in anticipation of the review group's 
questions. 
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MAJOR EXERCISE: CHAOS CITY 

TASK '5 - CRITIQUE CRITERIA 

1. Is the presentation well organized and focused? 
• 2. Were the interests and concerns of the audience addressed? 

3. How effectively are visual aids used? 

4. How responsive and prepared is the presentor(s) to questions? 
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MAJOR EXERCISE: CHAOS CITY 

TASK #6 - CRITIQUE FORM 

INSfRUCTIONS: Rate each of the categories in Parts I and II on a one to ten 
scale. A fair rating would lie in the range 'Of 1-3, 4-7 (good), 8-10 (excell-
ent) • A subtotal for each part, a.s well as an overall total, can be ca1cula-
t.ed. The comments section should be used to support the ratings and document 
other observations. 

PART I: FINAL WRITTEN REPORT OUTLINE 

1. Is the ~rob1em clearly and accurately stated? 
2. At'e the h.yootheses com~rehens i ve? 
3. Is the list of variables and measures com~rehensive and realistic? 
4. Are the techniques used to analyze the data appropriate? 
5. 15 the ; nterpretat i on of the data accurate and uset'ul? 
6. Does the outline properlY emphasize the information? 
7. Is the problem statement easy to understand? 

MAXI MUr;l Pu:>:> lIKt :>(';UK t : /U I" I:> sub-Total 

PART II: PRESENTATION \ 

I§.. How effectivel~ are visual aids used?,,_ : 

9. Were the interests and concerns of the audience addressed? i 

10. Is the presentation well organized and focused? 
11. How t'esponsive andprepared is the presentor( s) tOQuestions'i" 

~omnents: 

~ 

MAXIMUM POSSIBLE SCORE: 40 PTS. 

MAXIMUM POSSIBLE SCORE: 110 PTS 
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MAJOR EXERCISE: CHMS CITY 
(GROUP A) 

STAFF REPORT 
ON 

CRIME PREVENTION IN CHAOS CITY 

As recent newspaper headlines have indicated, Chaos City has a major crime 
problem. An apparent wave of robbe~'ies, burglaries and auto thefts has spread 
throughout the city' resulting in a growing concern about neighborhood ,safety 
and pressure for increased preventive measures. At the request of the mayor, 
this Preliminary Arla1ysis Statement has baen prepared to slmmarize what is 
currently known about this problem. 

During 1977 police records indicate that there w~re 8800 burglaries (79.5% 
residential), 1900 robberies (63.2% street robberies), 3600 assaults 
(including 150 rapes), and 4000 auto thefts. (See Table 1.) 

Table 1. Chaos City Neighborhood Reported Crime Data, 1977 

TYPE OF NEIGHBORHOOD, TOTAL 
CRIME CENTRAL WESTSIDE UNIVERSITY' PARK WASHINGTON REPORTED 

Resi dentia1 000 2400 700 2100 1000 7000 
Burglary 

, 

C 00I1I er c 1a 1 500 500 200 400 200 1800 
Burgl ary . 
Ccmnerci al 200 100 50 300 50 700 
Robbery 

Street Robbery 500 200 100 300 100 1200 

Assault (Rape) 600 , 900 400 900 800 3600 
(20) (18) . (75) ( 18) (19) (150) 

Auto Theft 2000 400 400 1000 200 '4000 

Totals 4600 4500 1850 5000 2350 18,300 

Source: Chaos City Police Department, 1978. 

While no ne1ghborhood has been unaffected by the crime wave, certain 
neighborhoods appear to be less prone to certain crimes. For example, the 
Washington area had only 200 auto thefts reported in 1977. Other areas, in 
contrast, appear to be suffering a disproportionate share of the crimes. For 
example, there were 75 rapes in the University area; 2400 residential 
burglaries were on the Westside; 500 commercial robberies and the 500 street 
robberies in Cen'tral indicate, to some extent, a localized pattern to these 
different offenses. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP iii . 

A recent victimization survey of city residents conducted by the Survey. 
Research Center at Paradise University indicates that (1) more than 47% of the 
city's residents feel unsafe in their neighborhood; (2) 46% are restricting 
their activities because of a fear of crime; and that (3) 32% of the residents 
perceive crime to be increasing. (See Table 2.) 

A number of factors may be contributing to the crime problem in Chaos 
City. Th~ data indicat~ that large numbers of illegal entries are unforced p 

thus, suggesting that residents and businessmen may be failing to employ basic 
sec~Jrity measures. Certain city areas as wel1 as certain t~rgets may,be more 
prone to crimes than other areas due to physlCa1 and/or soclal/economlc 
characteristics. Current police policies of di$tributing patrol resources 
evenly throughout the city and around the clock may not be consistent with the 
prevailing patterns in these certain crime categories. Indeed, the evidence 
suggests that crime is a major pr'oblem in Chaos City. New policies and 
programs need to be implemented by which the fear and the reality of crime in 
the city can be reduced. 

Chaos City has ney~r had an explicit planned crime prevention program. 
The city administratidn at this time seems to have become more receptive to 
crime prevention programs because of the public's perception of crime in the 
city and from the i:c·fluence of national crime prevention programs on t~e 
federal level and in other cities. 
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~~JOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table 2. Chaos City 1977 ,Public Opinion Survey 

SURVEY CHAOS CITY RESIDENTS 

1 • Neighborhood J. 
Safety 

V~ry Safe 16.5%* 
Reasonab 1y Safe 35.9% 
Somewhat Unsafe 26.9% 
Very Unsafe 20.7% 

I'·. 

2. SafeYS'u'IIIpared to 
Other Neighborhoods 

Much More Dangerous 2%* 
Somewhat More Dangerous 8% 
About the Same 39% 
Less Dangerous 36" 
Much Less Dangerous 14:% 

3. Limiting Activitl 
Because of Crime 

Yes 46%* 
No 54% 

4. Neighborhood Crime 
Trend 

Increased 32%* 
Decreased 7% 
About the Same 50% 
Don't Know 11% 

5. Evaluation of 
£]Ujce Performance 

Good 37%* 
Average 46% 
Poor 17% 

* May not add to 100% due to rounding n = 1500 
Source: Paradise University, Survey Research Center, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP B) 

STAFF REPORT 
ON 

ATTRITION RATE OF CASES IN CHAOS CITY 

A recent article in the Chaos Rag has brought attention to the problem of 
crim'2s conmitted by i ndivi duals who, while arrested, have never been brought 
to trial. Specifically, the Rag's article concerned a man who was arrested 
three separate times for burglary, but each case never reached the court. 
Most 'recently the man was captured after he had shotgunned an elderly couple 
to death as he robbed their small grocery store. There was less than $150 in 
their cash register. At the request of the Mayor this staff report has been 
prepared to provide background on this problem. 

, 
A quick analysis of available data in~icates that in 1977, the Chaos City 

case drop-out rate from the poi nt of arrest to court fi ling was hi gh for 
felony cases. Of a tota) of 2~899 adults arrested for a felony there were 
1,421 feloriY cases filed. In other words, there were about twice as many 
arrests as filings. A one-to-one ratio between filings and arrests is 
unrealistic, but a one-to-two ratio seems excessively high. (See Table I.) 

Table 1. Chaos City Arrests and Case Filings, 1977 

Total Arrests, 
18,230 

'Adult FelonY'----District Court Felony 
Arrests Ffl ing 
2,899 1,421 

Adult Misdemeanor 
1,710 

Arrests -{

District Court Misdemeanor 
Fi 1 ing 

'10,482 Municipal Court Misdemeanor 
Ffl ing 
5,087 

, -{District Court Felony 
Filing 
235 

uve!1f1e Felony 
Arrests 
2,169 Referred to Juvenile 

Court 
1,025 

, -{District Court Misdemeanor 
Fil ing 
196 

uvenile Misdemeanor 
Arrests 
2,680 Referred to Juvenile 

Court 
1,316 

Source: Chaos City police Dept., 1978 
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MAJOR EAERCISE: CHAOS CITY 
(GROUP B) 

Cases are frequently dropped because either the victim refuses to 
prosecute or the DA does not accept the case because of insufficient 
evi dence. Sane of the disparity between arrest and fi1'l ng rates can be 
attributed to multiple cases involving the same suspect or several suspects 
involved in the same filing, and does hot necessarily represent poor quality 
arrests. However, with evidence problems apparent in 46% of the cases which 
the DA refused to prosecute, the quality of case preparation by the 
investi9atdr or the arresting officer may represent a legitimate problem 
area. (See Table 2.) 

Table 2. Reasons for DA Case Refusal, 1977 

Reason for Refusal .J!.. _%-
Evidence Problem 
Inadmissable evidence 252 25 
Unavailable physical evidence 50 5 
Insufficient physical evidence 161 16 

Total m 40% 
Witness Problem 
Unable to locate 40 4 
Related/friend of offender 30 3 
Witness story/credibility 70 7 
Reluctant to get involved w/system 30 3 

Total m Ii% 

Prosecutorial Merit 
Multi-case disposition 60 6 
Off1 ce poli cy 30 3 
Diversion program 242 24 

Total 332 33% 

Unknown 40 4 

TOTAL '005 100% 

Source: Chaos City District Attorney's Office, 1978. 
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~#g~pEXERCISE: CHAOS CITY a) _ 

What is ~ven m d 
disposition of ore isturbing than the nu 
filings;n 1977 c: ses adult felony after fili mber of cases dropped is the 
dismissed than trf~~ actually tried. About ~~~ ~n1y 10% of the felony 
persons out of 145 • Of those tried only 41% tlmes more cases were 
of convictions were convicted. In the were convicted that . 
convic~ions onlyg~~~!tnf~~a: accounted for ~~%s~1e~~~ien of the totalSn~ber 
and gUl1ty pleas out of ' or 7%. (See Table 3) A t conVictions and trial 
rate. over 1421 filings rep ota1 of ~5 convicti 

resents only a 62% conViction ens 

Table 3. Chaos City Arrests 
, Felony F;lings d 

an Case DispOSitions, 1977 

[
Not Convf ct~d - 85 J : ~f~~~f!~ rs-

r-Trfals_ 'Of s 
145 ----.I., ConVicted: 'smfssed fn Trial 

AI: Trfal - 60 

r-Convf cted: 
As Charged - 347 I-Guflty Plea ___ .. 

825 
-Convfcted: 

lesser Felony - 302 

r-Ffled ___ -I 
1,421 

-Convfcted: 
Mfsdemeanor - 176 

~Ofsmfssed 
284 

Adult Felony Arrests __ 
Z,89!! 

~B:ferred Prosecutfon 

-Pendfng 

Source: 

.... Not FOed 
1,478 

99 

-{

OA Refusal 
1,605 

Vfctfm Refusal 
- 473 

Chaos Cfty OaTS Syste~, 1978 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

STAFF REPORT 
ON 

CRIMINAL RECIDIVISM AMONG ADULT OFFENDERS IN CHAOS CITY 

The failure of our criminal justice systems' rehabilation components is 
suggested by a recent study released by Paradise University's Criminal Justice 
Research Center. Their study revealed that over a two year follow-up period, 
a sample of 250 felony offenders were rearrested at the rate of 48% and 
reconvicted at a rate of 30%. Among the 48% who were rearrested at least 
once, the mean number of rearrests was 2.7. Rearrest rates were found to be 
higher among certain types of offenders (such as but'glars) than other crime 
categories (such as assault). (See Table 1.) 

Priginal 
~ommitment 
bffense 

~ssault 

Rape 

Robbery 

Burgl ary 

Theft 

Total 

Table 1. Two Year Recidivism Rates 
for Adu'lt Offenders in Chaos City 

Number of Not 
Cases Rearrested Rearrested Reconvicted 

40 10 (25%) 30 (75%) 6 ( 15%) 

25 4 (16%) 21 (84%) 4 (16%) 

61 32 (52%) • 29 (48%) 17 (28%) 

75 44 (59%) 31 (41%) 25 (33%) 

49 30 {61%} 19 (39%} 22 {45%} 

250 120 (48%) 130 (52%) 74 (30%) 

No 
Reconvictions 

34 (85%) 

21 (84%) 

44 (72%) 

50 (67%) 

27 (55%} 

176 (70%) 

Source: Paradise University, Criminal Justice Research Center, 1978 

There is concern in the Chaos City criminal justice community about the 
recidivism problem. The Chief of Police has publicly stated that relatively 
few offenders account for most serious felony arrests in Chaos City. He 
further contends that these "career criminals" are frequently not convicted 
or, if convicted, given sentences that are too light. There is general 
concern among the judges about the effectiveness of their sentencing 
practices. The issue of whether length of sentence affects recidivism has 
repeatedly been raised. 

The Chief Probation Officer feels that offenders are less likely to 
recidivate if given employment and related support services When released. He 
also feels that the sentencing recommendations made by his staff on the 
pre-sentence report are based upon socio~economic and other background 
characteristics of the offender are good predictors of recidivism, and that 
judges should follow these recommendations more consistently. 

The probation officer has found in a follow-up study of the Paradise 
University Recidivism Study that when the court closely followed his 
recommended sentence, only 40% af the offenders were rearrested compared to 
60% when his report was not followed at all. (See Table 2.) 
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~JOR EXERCISE: CHAOS CITY 
lGROUP C) , 

Table 2. Influence of Pre-Sentence Report on Rearrests, 1977 

Pre-Sentence Report 

Offender Status Not Followed -r nfl uenced Closely Followed 

Rearrested 60 40 20 

~ot Rearrested 40 60 30 

,~otals 100 100 50 

Total 
-~ 

120 

130 

250 

Source: Chaos City, Chief Probation Officer, Dep~rtment of Corrections, 1978. 
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MAJOR EXERCISE: CHAOS CITY 

MAJm EXERC I SE 
DATA SET 
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(GROUP A) 

Table A-1. Chaos City 1977 Census Data 

(HOUSING UNITS II % I . I POPULATION CHARACTERISTICS I 
Single Family 73,500 49 SEX II % 

Two-Four Plex 26,800 18 Male 171,500 49 

Apartment 49.700 33 Female 178,500 51 

TOTAL 150.000 100 

~OMMERCI~L ESTABLISHMENTS I I AGE II % J 
II 

Under 5 28,600 8 
Gas Stations 165 

5-14 62,900 18 
Drug Stores 51 

15-19 31,900 9 
Schools 133 

20-34 73,800 21 
Grocery Stores 140 

35-64 114,000 32 
Hotel/Mote ls 131 

65-over 38.500 12 -Department Stores 82 

Bars/Restaurants 301 
I RACE II % I Factory Buildings 253 

White 245,000 70 
Office Buildings 4050 

Black 101,000 29 
Banks 98 

Other 4.000 1 
Other 3596 

IHOUSEHOLD INCOME LEVEL # % I 
Below $5000 16,500 11 

$5000--6999 18,100 12 

7000--9999 26,800 IS 

10,000-14,000 43,800 29 

15,000-24,999 28,200 19 

25,000 + 16,600 11 

Source: Chaos City Planning Department Estimates, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) " 

Table A-2. Chaos City, Neighborhood Data, 1977 

~HARACTER- CITY NEIGHBORHOOD ISTICS TOTAl ILtNIKAl WESTSIDE UNIVERSITy PARK WASHINGTON 

Popul at; on 350,000 65,000 90,000 50,000 80,000 65,000 
Geog. Size 70 sq.mi. 5 22 10 18 15 
~ousing 150,000 25;000 40,000 25,000 36,000 24,000 Units 

Canmercial 9,000 3,000 2,000 1,000 2,500 500 Estab 1 ishments 
( 

lMed i an Income 11,400 9,100 12,900 14,200 6,000 21,500 Households . 
'.l: Minority 30% 54% 1% 2% 86% 1% 

Source: See Table A-1. 

Table A-3. 197~-1977 Census Data for Chaos City 

tATEGORY 1971 1972 1973 1974 1975 1976 1977 
Popu1 ati on 250,000 270,000 300,000 310,000 330,000 340,000 350,000 
Housi'ng Units 90,000 100,000 115,opO 120,000 135,000 140,000 150,000 
~OI11I1erci a1 
~stab1ishments 

5,300 5,800 . 6,300 7,300 8,000 8,600 9,000 

.. 
Source: See Tab1e.A-1. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A~4. Chaos City, Reported Crime Data, 1971,,·1977 

CRIME CATEGORY 1971 1972 1973' 1974 1975 1976 

Resi denti al 4100 4000 4900 6000 5800 6800 
Burg1 ary 

~anmercia1 540 600 650 700 1000 1500 
Burg1 ary 

• 

Cmmercia1 250 300 360 500 550 600 
Robbery 

Street Robbery 300 350 450 600 850 1000 

Assault 2600 2800 3100 3200 3500 3400 
(Incl. Rape) (101) (98) (97) (110) (92) (120) 

~uto Theft 3800 3700 4000 4100 3900 3800 

~ota1 11 ,590 11,750 13,460 15,100 15,600 17,100 

Source: Chaos City Police Department, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

,.. 

/ 
/ 

Table A-5. Chaos City, Publ1ic Opinion Survey, 1977 

I 
, 

SURVEY NEIGHBORHOOD 
RESPONSE CENTRAL ~lESTSIDE UNTVERSITY PA~K 

Neighborhood 
Safetl 

Very Safe 10% 15% 23% 4% 
Reasonably Safe 31% 46% 39% 29% 
Somewhat Uns af e 31% 18% 26% 36% 
Very Unsafe 28% 21% 12% 31% 

Safetx Com~ared to 
Other Neiahborhoods 

Much More Dangerous 2% 1% 1% 3% 
Som ewhat More 11% 8% 4% 12% 
Dangerous 

33% 39% 48% About the same 43% 
Less Dangerous 32% 40% 39% 31% 
Much Less Dangerous 12% 18% 17% 6% 

Limiting Activitx 
Because of Crime 

Yes 56% 45% 41% 47% 
No 44% 55% 59% 53% 

Neighborhood Crime 
Trend 

Increased 42% 38% 47% 10% 
Decreased 3% 7% 4% 8% 
Same 39% 42% 37% 71% 
Don't Know 16% 13% , 12% 11% 

Evaluation of 
Police Performance 

Good 26% 49% 39% 13% 
fl.verage 49% 40% 52% 54% 
Poor 25% 11% 9% 33% 

n=248 n=402 n=251 n=360 

Source: Paradise University, Survey Research Center, 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-6. 1977 Residential Burglary Characteristics 

MONTH OF OC,f,URENCE 

January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

TIME OF DAY 

Day (6AM-6PM) 
N 1 ght (6PM-6AM) 
Unknown 

PLACE OF ENTRY 

Front 
Side 
Back 

TYPE OF ENTRY 

Force 
No Force 

TYPE OF TARGET 

Single-Family Dwelling 
Two-Four Plex 
Apartment 

JL 
138 
145 
133 
141 
179 
204 
218 
231 
169 
174 
138 
130 

JL 
542 
709 
749 

JL 
720 
860 
420 

JL 
1460 

540 

.r. 
1080 
380 
540 
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7.1 
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10.2 
10.9 
11.6 
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..L 
27.1 
35.5 
37.5 

..!.. 
36:0 
43.0 
21.0 

..L 
73.0 
27.0 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-6. - Continued 

PROPERTY LOSS VALUE 

0 
1-99 
100-199 
200-299 
300-399 
400-499 
500-599 
600-699 
700-799 
800-899 rOO-

999 
lOOO + 

L ..L 
261 13% 
82 4% 

319 16% 
378 18% 
220 11% 
203 10% 
162 8% 
101 5% 

99 5% 
83 4% 
58 3% 
34 2% 

..... 
TYPE OF ENTRY BY TYPE OF STRU~TURE 

TYPE OF ENTRY SINGLE TWO-FOUR PLEX APARTMENT 

Unforced 

Window 5% 7% 5% 
Door w/o key 13% 17% 18% 
Door w/ key 2% 4% 13% 

Total 20% 28i 36% 

Forced 

Window 34% 28% 23% 
Door 46% 44% 41% 

Total mI 'ffl 64i 

.. 
n=1080 n=380 n=540 

Source: Chaos City Police Department, 1978 
(Based on a sample of 2000 police reports) 
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MAJOR EXERCISE: CHAOS CIl! 
(GROUP A) 

, " 

.V/ Table A-7. 1977 Commercial Burglary Characteristics 

I 

MONTH OF OCCURRENCE L L 
January 65 7.2 
February 74 8.2 
March 61 6.8 
April 82 9.1 
May 73 8.1 

" I 

t", ! 
,I , 
, I 

I 
I 

June 89 10.0 
July 91 10.1 
August 73 8.1 
September 66 7.3 W October 81 9.0 
November 74 8.2 (J) 
December 71 7.9 -

) 

TIME OF DAY L ..!... U 
a: Day (6am-6pm) 76 8.5 

Night (6pm-6am) 652 72.4 W 
Unknown 172 19.1 >< 

i, ) 

I 

PLACE OF ENTRY L ..!.. W 
Front 361 40.1 a: Side 256 28.4 
Back 247 27.4 0 Other/Unknown 36 4.0 

TYPE OF ENTRY # ..L 
-, 
« Force 760 84.5 

No Force 140 15.5 ~ 
I » 

TYPE OF TARGET L 1-
Gas Stati on 61 6.8 
Drug Stot'e 10 1.1 
School 34 3.8 

\ r) Grocery Store 27 3.0 
Hotel/Motel 31 3.4 
Department Store 5 .6 
Bar/Restaurant 33 3.7 
Factory 36 4.0 
Offi ce Building 220 24.5 
,Other 443 49.2 

I . I 
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MAJOR EXERCISE: CHAOS CITY 
,(GROUP A) 

Table A-7. - Continued 

PLACE AND METHOD OF ENTRY BY TYPE OF TARGET 

Vl..ALI:. JI" tNIH' 

TYPE OF TARGET Front Side Back Other/Unk. 

Gas Station (n=61) 27 22 9 3 

Drug Store (n=10) 4 2 3 1 

School (n=34) 7 22 4 1 

Grocery Store (n=27) 14 5 5 3 

Hotel/Motel (n=31) 27 1 2 1 

Department Store (n=5) 3 1 1 -
Bar/Restaurant (n=33) 13 2 18 -
Factory (n=36) 7 16 12 1 

Office Building (n=220) 79 63 75 3 

TYPE 
Force 

60 

10 

27 

25 

4 

5 

30 

27 

168 

Source: See Table A-6. (Based on a sample of 900 police reports) 
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MAJOR EXERCISE: CHAOSCITY 
(GROUP A) 

Table A-B. Street Robbery, 1977 

TYPE 

Personal 
Purse-snatch 
Business 

MONTH OF OCCURRENCE 

January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 

TIME OF DAY 

Mi dni ght-9i11J 
,9am-3pm 
3pm-Mi dni ght 

LOCATION 

Street 
Parki ng Area 
Alley 
Other 

VICTIM SEX 

Male 
Female 

VICTIM AGE 

Juvenile (-18) 
Young Adult f18-29~ 
Older Adult 30-64 
Elderly (65+) 

" ' 

.JL 
502 

73 
25 

.JL 
41 
49 
40 
60 
47 
58 
42 
57 
62 
40 
55 
49 

.JL 
95 

132 
373 

.JL 
443 

55 
49 
53 

.JL 
263 
337 

..L 
91 

127 
238 
144 
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MAJOR EXERCISE: CHAOS CITY r " 

(GROUP A) , . 

Table A-8. - Continued t~' }\ l MAJOR EXERCISE: CHAOS CITY 
:f (GROUP A) , , 

Table A-9. Commercial Robbery Characteristics, 1977 :.r tJ;.. 
1 1: INJURY LEVEL JL ..L ;~ 

It MONTH OF OCCURRENCE ..L ..L None 391 64 
Inj ur y-no hospital izati on 186 31 ~' [ January 29 8 
Injury with hospital izati on 23 4 

~ 
February 32 9 '. , 

'" ; t
1 

March 28 8 
I,:: April 29 8 

FORCE LEVEL JL .! May 18 5 
~" June 17 5 

No threat 113 19 'i July 25 7 1,.' 
Threatened, no force used 126 21 l~~ August 15 4 
Bodily force only 323 54 W I.: Septeniler 26 7 
Weapon used 38 6 

CJ) t October 49 14 
\. November 46 13 ,., December 36 10 W - !.\ I 

U lP~ TIME OF DAY L ..L CJ) ,to 

a: 3i 
t~· 

INJURY LEVEL BY VICTIM RESISTANCE I Midnight-6am 43 12 -
W I 

6am-noon 44 13 U INJURY LEVEL COOPERATIVE VICTIMS RESISTANT VICTIMS ; c Noon-6pm 81 23 
None 272 119 ,X I. 6pm-mi dn i ght 182 52 a: (' 

110 
1~~ 

W At least some 99 W ((~;'" TYPE OF WEAPON L ..L TOTAL 371 229 { , '" 
f ,;. 

X '"",;:.0-

J 
Gun 278 79 a: Knife 31 9 (Estimates based on a sample of 600 police reports) 1'. } LU Source: See Table A-S. Others 18 5 

0 None 23 7 

. TYPE OF TARGET .JL ..L a: -, 
4: Grocery Store 48 14 O. 1, 1 Gas Stati on 63 18 

~ 
Drug Stote 19 5 -" Bar IRe st.au rant . 17 5 

4: Bank 6 2 
I HI')te 1 /Mote 1 14 4 

Other 183 52 ~ 
LEVEL OF FORCE * % 

Weapon visible, not used 251 n 
(i Physical force only 42 12 

I 
1-)' Weapon used 57 16 

~:, 
INJURY .JL ...!.. 

I ,No injuries 304 87 
r- . Minor injury only 24 7 

t: Hospital treatment 22 6 

'.1 M E-46-PARTICIPANT GUIDE Source: See Table A-6 • (Estimates based on a sample of 350 police reports) . ;'( 
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MAJOR EXERCISE: 
(GROUP A) 

CHAOS CITY 

Table A-10. Assaults (includin Sexual Assaults 

MONTH OF OCCURRENCE L ..!.. 
Janual'y 143 8 
February 131 7 
March 137 8 
April 142 8 
May 168 9 
June 148 8 
July 141 8 
August 146 8 
September 166 9 
October 139 8 
November 165 9 
December 174 10 

TIME OF DAY L ..!.. 
.2am-10am 253 14 
10am-6pm 451 25 
6pm-2am 1096 61 

TYPE OF WEAPON L ..!.. 
Gun 325 18 
Knife 305 17 
Other 361 20 
None 809 45 

INJURY LEVEL ..L ..!.. 
None 593 33 

• I Minor 559 . 31 
Treated and Released 485 27 
Hospitalized 163 9 

VICTIM-OFFENDER RELATIONSHIP L ..!.. 
Strangers 631 35 
Non-strangers 1169 65 

. 
VICTIM AGE ...L ..!.. 

Under 18 361 20 
18-24 558 31 
25-34 467 26 
35-44 180 10 
45-64 194 11 
65 + 40 2 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Table A-10. - Continued 

VICTIM CHARACTERISTICS BY TYPE OF ASSAULT 

VICTIM SEX, 

Male 
Female' . 

VICTIM~ 

Under 18 
18-24 
25-34 
35-44 
45-64 
65 + 

Source: See Table A-6. 

STRANGER TO STRANGER 

474 
157· 

89 
201 
187 

41 
95 
18 

NON-STRANGEf{ 

503 
666 

272 
357 
280 
139 

99 
22 

(Estimates ba~ed on a sample of 1~0 police reports) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP A) 

Tabl e A-11. Auto Theft Characteristics, 1977 

TYPE OF VEHICLE 

Auto 
Trucks 
Motorcycle 
Other 

TYPE OF PREMISE 

..L 
869 

51 
73 
7 

JL 
Parking Lot 432 
Street Adj ace:"t 
toR~i~n~ . H8 

Other Residential Street 119 
Owner's Garage or Dri veway 77 
Other 154 

LOCATION OF KEYS JL 
In owner's possession 789 
In car 77 
In ignition 64 
Other 70 

NEIGHBORHOOD WHERE 
VEHICLE RECOVERED 

Central 
Westsi~ 
University 
Park 
Washington 
Recovered out of city 
Not recovered 

.JL 
186 

61 
103 
474 

14 
84 
98 

-.L 
87 
5 
7 
1 

% 

43 

22 
12 
8 

15 

-.L 
79 
8 
6 
7 

..L 
19 
6 

10 
47 
1 
8 

10 

Source: See Table A-6. (Based on a sample of 1000 polic~ reports) 

M E-50-PARTICIPANT GUIDE 

;t I 

w 
en -u 
a: 
w 
X 
w 
0: 
o 
~ 
~ 

u 

I 

( ) I 
,._,,_, ( i I 

• 1 

(I 

I,,···.··.· j,:.' 

" 

j, 

; . 
} l I; 

~ 

I, j 

:, ) 

) 

" 

() 

MAJOR EXERCISE: CHAOS' CITY 
(GROUP B) 

B. Attrition Rate of Cases in Chaos City 

Table B-1. Chaos City, Adult Felony Case Processing Statistics 
-

1973 1974 1975 1976 

Adult Felony Arrests 1423 2089 2569 2609 
. Fil ed 968 1253 1387 1291 

Tri al s 125 144 166 116 
Trial Convictions 54 72 78 50 
GUilty Plea 565 711 807 803 

As Charged 241 290 340 340 
Lessor Felony 183 212 260 280 
Mi sdemeanor 141 209 207 183 

Court Dismissals 182 270 273 223 
Deferred Prosecutions 31 48 46 61 
Cases Pendi ng 65 00 95 88 

Not Fil ed 455 836 1182 1318 
DA Refusal 278 668 827 817 
Victim Refusal 177 168 355 501 

1977 

2899 
1421 
145 

60 
825 
347 
302 
176 
284 

68 
99 

1478 
1005 

473 

Source: Chaos City OBTS System, 1978. (Includes homicides, rape, burglary, 
assault and theft) 
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·MAJOR EXERCISE: CHAOS CITY 
TGR"OUp B) 

Table B-2. Chaos City Arrests, Felony Filings and Case 
Dispositions, Violent and Prop~rty Crimes, 1977. 

VIOLENT PROPERTY 
Adults Felony Arrests 725 2174 Fil ed 463 958 Tri al s 94 51 Trial Convictions 36 24 Guilty Plea 205 620 As Charged 65 282 Lesser Charge 85 217 Misdemeanor 55 121 Court Dismissals 114 170 Deferred Prosecutions 17 51 Cases Pending 38 61 Not Filed 262 1216 DA Refusal 102 903 Vi ctim Refusal 160 313 

,Source: Chaos City OBTS System, 1978 

Table B-3. 1977 UCR Disposition Data 

VIOLENT PROPERTY BOTH 
Adu1 ts Charged 36,725 132,651 169,376 Guilty - As Charged 17,191 92, 190 109,381 Guilty - Lesser Charge 4,497 9,811 14,308 Acquitted or Dismi ssed 15,037 30,650 45,687 

~~U~~~~iO~~I, UCR, 1978. (Based upon 2566 cities - 1977 estimated population 
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MAJOR EXERCISE: CHAOS CITY 
{GROUP B} 

Table B-4. Reasons for DA Case Refusal, 1973 and 1977. 

1973 1977 
Reason for Refusal , :\ , 
Evidence Problem 

Inadmissable evidence 43 15 252 
Unavailable physical evidence 13 5 50 
Insufficient physical evidence 38 14 161 

Total 94 3if 46! 

Witness Problem 

Unable to locate 8 3 40 
Related/Friend of offender 10 4 30 
Witness story/Credibility 48 17 70 
Reluctant to get involved w/system 15 5 30 

Total Sf 29 m 
prosecutorial Merit 

Multi-case disposition 22 8 60 
Offi ce po 1 icy 19 7 30 
Divers i.on program 34 12 242 

Total 75 27 332 

Unknown 
28 10 40 

Total 278 100% 1005 . 

Source: Chaos City District Attorney's Office 1978. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP B) 

Table B,-5. Chaos City Criminal Justice System Staffing 

1973 1974 1975 1976 J977 

District Attorners 
(Staff Attorneys 

8 9 10 11 11 

Judges 15 15 20 20 20 
, 

Police Officers' 386 386 396 400 420 (Uniformed Offiers) 

Source: Chaos City, Office of the Budget, 1978 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-1. Two Year Cohort Study of Recidivi!sm 
By ~e1ected Characteristics and Original Commitment Offense 

Origi na1 NlI11ber Rearrested Not Reconvi cted 
Canmitment of Cases Rearrested 
Offense 

,. 
Assault 40 10 (25%) 30 (75%) 6 (15%) 

Rape 25 4 (16%) 21 (84%) 4 (16%) 

Robbery 61 32 (52.5%) 29 (47.5%) 17 (27.9%) 

Burg1 ary 75 :t4 (58.7%) 31 (41. 3%) 25 (33.3%) 

Theft 49 30 (61.2%) 19 (38.8%) 22 (44.9%) 

Total 250 120 (48%) 130 (52%) 74 (29.6%) 

NlI11ber of NlI11ber Rearrested Not Reconvicted 
I)rior Felo~ of Cases Rearrested 
Arrests (N 
including 
that which' 
resu1 ted in 
original 
commi tment ) 

None <r 85 ·31 (36.5%) 54 (63.5%) 15 (17.6%) 
Nc)ne Known 

One 72 32 (44.4%) 40 (55.6%) 18 (25%) 

Two 41 23 (56.1%) 18 (43.9%) 14 (34.1%) 
.. 

23 15 (65.2%) 8 (34.8%) 9 (39.1%) Three 

F.our 13 9 (69.2%) 4 (30.8%) 8 ('61.5%) 

Five 7 4 (57.1%) 3 (42.9%) 4 (57.1%) 

Six' or 
More 9 6 (66.7%) 3 (33.3%) 6 (66.7%) 

Total 250 120 (48%) . 130 (53%) 74 (29.6%) 

. . 
M E-55-PARTICIPANT GUIDE 

w 
en -L) 
a: 
LU 
X 
UJ 

ex: 
o --, 
c;:( 
~ 

, 



.. 

MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-1. Continued 

History of Number 
Substance of Cases 
Abuse 

Alcohol 
Abuse 
History 75 

Drug Abuse 
History 55 

Comb; nat; on 23 

None 97 

Total s 250 

Post-Rel ease. Number 
Emplo)1Tlent of cases 
Status (2 
months after 
release) 

Employed 
Part-time 43 

Employed 
Full-time 142 

Unemployed 65 

Total 250 

Total number Number 
of jobs I of Cases 
during 2-year 
foll Ow'-up 

None 42 

One 83 

Two 71 

Three or 
more 54 

Total 250 

Rearrested Not 
Rearrested 

34 (45.3%) 41 (54.7%) 

27 (49.1%) 28 (50.9%) 

13 (56.5%) 10 (43.5%) 

46 (47.4%) 51 (52.6%) 

120 (48%) 130 (52%) 

Rearrested Not 
Rearrested 

20 (4.6.5%) 23 (53.5%) 

57 (40. 1%) 85 (59.9%) 

43 (66.1%) 22 (33.9%) 

120 (48%) 130 (52%) 

Rearrested Not 
Rearrested 

28 (66.7%) 14 (33.3%) 

29 (34.9%) 54 (65.1%) 

34 (47.9%) 37 (52.1%) 

29 (53.7%) 25 (46.3%) 

120 (48%) 130 (52%) 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-l. Continued 

Average Annual Number 
Income L eve 1 of Cases 
During Foll ~up 
Peri ad 

$2,000 45 

$2,001 -
$4,000 91 

$4,001 -
$6,000 59 

$6,001 -
$8,000 31 

$8,001 -
$10,000 20 

$10,000 4 

Total' 250 

Number of known Number 
Resi dences of Cases 
Our; ng Fol1owup 
Peri ad 

One 87 

Two 
I 

91 

Three 49 

Four or 
More 23 

Total 250 

Rearrested Not 
Rearrested 

23 (51. 1%) 22 (48.9%) 

45 (49.5%) 46 (50.5%) 

29 (49.2%) 30 (50.8%) 

14 (45.2%) 17 (54.8%) 

9 (45.0%) 11 (55.0%) 

o (0%) 4 (100%) 

120 (48%) 130 (52%) 

Rearrested Not 
Rea.rrested 

35 (40.2%) 52 (59.8%) 

42 (46.2%) 49 (53.8%) 

26 (53. 1%) 23 (46.9%) 

17 (73.9%) 6 (26.1%) 

120 (48%) 130 (52%) 
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MAJOR EXERCISE: CHAOS CIIY 
(GROUP C) 

Tab1 e C-1. Conti nued 

Sex and Ethnic Number 
Background of Cases 

White Male 94 

Other Mal e 61 

White Female 63 

Other Female 32 

Total 250 

Age Number 
of Cases 

18 - 21 62 

22 - 25 49 

26 - 29 31 

30 - 33 33 

34 - 37 20 

38 - 41 36 

Over 42 19 

Total 250 

Type of Number 
Sentence of Cases 
Received 
Under Previ ous 
Offense 

Probati on 72 

Less Than 
One Year 123 

Greater 
Than One 
Year 55 

Total 250 

-

Rearrested Not Reconvicted 
Rearrested 

... 
47 (50%) 47 (50%) 30 (31.9%) 

34 (55.7%) 27 (44.3%) 20 (32.8%) 

24 (38.1%) 39 (51.9%) 16 (25.4%) 

15 (46.9%) 17 (53.1%) 8 (25%) 

120 (48%) 130 (52%) 74 (29~6%) 

Rearrested Not Reconvi cted 
Rearrested 

37 (59.7%) 25 (40.3%) 22 (35.5%) 

29 (59.2%) 20 (40.8%) 17 (34.7%) 

16 (51.6%) 15 (48.4%) 11 (35,5%) 

22 (66.7%) 11 (33.3%) 11 (33.3%) 

6 (30%) 14 (70%) 5 (25%) 

8 (22.2%) 28 (77.0%) 6 (16.7%) 

2 (10.5%) 17 (89.5) 2 (10.5%) 

120 (48%) 130 (52%) , 74 (29.6%) 

Rearrested Not Reconvi cted 
Rearrested 

25 (34.7%) 47 (65.3%) 17 (23.6%) 

61 (49.6%) 62 (50.4) 37 (30. 1%) 

34 (61.8%) 21 (38.2%) 20 (36.4%) 

120 (48%) 130 (52%) 74 (29.6%) 

Source: Paradise University, Criminal ,Justice Research Center, 1978 ' 
M E-58-PARTICIPANT GUIDE .-

~ , , , 

---' 

~\ 'I Ii' I 

U ~~ j 

*' '§l( 
i~ ,I' 
li. 
~,~: , 

r 0' 

f, ,~ 

( ) 7' 
ft I ~ 
~:" ",~ 

~, '() I t 

~ 
~; 
'i ! 

(I 
If.\ 
f; lI' 

i 
If. 
f' 
l 
~,., 

t, 

f 
j 

w 
en f . -

'~' - ·1, U t • !I" ff,' 

a: 
f w 

X t 

) (1"'> I I~ 
" ~J J 

I ) 

W .\ ' . '. ~ , 
~.' 

a: 
0 (lj ,) 

-, 
<{ 
~ } 

I 
I 

(J 
1 

,J 

: .1 , I 
, 

) ($ ; , 

(--) J (D 
! 

'I 
I 
J 

~l 

(1 
r I 

" 

i 

MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-2. Multiple Rearrests by Original Commitment Offense 

Number of , 
OriQinal Commitment Offense 

Rearrests 
(Two-year 
Follow-up) Assault Rape Robbery Burglary Theft 

None 30 21 29 31 19 
One 5 2 , 8 10 4 
Two 3 1 7 14 4 
Three ---- ---- 8 11 9 

Four 2 ,. -- ... - 4 5 6 
Five ..... _- 1 5 4 7 

N = 40 N =.25 N = 61 N = 75 N= 49 

Source: See Table C-l. 

Table C-3. Type of Rearrest by Original Commitment Offense 

Type of 
Rearrest Assault Rape Robbery Burglary 

~ 
Theft 

Rape 1 1 ---- 2 ----
Robbery 5 1 55 2 6 
Assault 2 2 7 1 8 
Burglary ---- 4 20 81 19 
Fe 1 ony Theft 9 ---- 3 13 59 
M-j sdemeanor 2 1 2 11 5 
Victimless ---- ---- ---- 1 .. _--

Total Rearrests* 19 9 
Total Original 

87 111 9,8 

Cases N = 40 N = 25 N = 61 N = 75 N == 49 

. 

, 

*The number of rearrests is greater than 120 since the average recidivist is 
rearrested 2.7 times. 

Source: See Table C-1. 
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MAJOR EXERCISE: CHAOS CITY 
(GROUP C) 

Table C-4. Chaos City Felony Arrest Statistics 

Number of 
Prior 1973 1974 1975 1916 
Adult 
Arrests fI % fI % * % fI % 

0 726 51% 1002 48% 1156 45% 1096 42% 

1 313 1122% 397 19% 437 17% 391 15% 

2 157 11% 251 12% 308 12% 261 10% 

3 85 6% 167 8% 206 8% 130 5% 

4 71 5% 84 4% 128 5% 287 '11% 

5 43 3% 104 5% 180 7% 235 9% 

6+ 28 2% 84 4% 154 6% 209 8% 

Total 1423 ~OO% 2089 100% 2569 100% 2609 100% 

* 
1160 

464 

406 

145 

174 

290 

260 

.2899 

Note: This table reflects the distribution of all felony arrests for the 
years from 1973 through 1977. 

1977 

% 

40% 

16% 

14% 

5% 

6% 

10% 

9% 

100:1 

Source: Chaos City OBTS System, 1978. (Includes homicides, rape, burg1ar1y, 
assault and theft) 
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CRIMINAL JUSTICE TRAINING CENTER 
WASHBURN UNIVERSITY . 

A SELECTED BIBLIOGRAPHY IN 
CRIMINAL JUSTICE PLANNING, ANALYSIS, & EVALUATION 

The material presented herein does not represent an 
exhaustive search of the literature •. This bibli~­
graphy is developed as a supplement for .fu~t~er In­
formation concerning specific areas by lndlvldua1s 
participating in the Criminal Justice Tra~ning Center 
programs. The bibliography is separated lnto three . 
major areas: criminal justice planning, analysls 
and evaluation. These three program areas have b~n 
sub-categorized for ease of reference and corr~l~tlon 
with the three programs offered through the Crlmln~l 
Justice Training Center. Originally prepared by Mlchael 
Agopian for the Criminal Justice Training Center at 
the University of Southern California, Los Angeles, 
California, October, 1978. 
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A SELECTED BIBLIOGRAPHY FOR CRIMINAL JUSTICE PLANNING, ANALYSIS & EVALUATION 
\ 

PLANNING PROCESS 

Buchanan, G., Horst, P. & Scanlon, J. "Improving Federal Evaluation Planning", 
Evaluation, Vol. 1, No.2, 1973. 

Chelimsky, E. liThe Need For Better Data to Support Crime Control Policy", 
Evaluation Quarterly, Vol. 1, No.3, August, 1977; pp. 439-474. 

Ewing, B. "Criminal Justice Planning: An Assessment", Criminal Justice 
Review 2, Spring, 1976, p. 121-39. 

Ewing, B. "Planning, Management and Crime Control in the District of 
Columbia: in Final Report, Conference on Cities, May, 1971. 

Law Enforcement Assistance Administration. The Law Enforcement Assistance 
Administration: Partnership for Crime Control, Washington, 1976. 

McLauchlin, G. "LEAA: A Case Study in the Development of the Social 
Industrial Complex", Crime & Social Justice 4, Fall-Winter, 1975, 
p. 15-24. 

Morris, N. & Hawkins, G. The Honest Politician's Guide to Crime Control, 
University of Chicago Press, Chicago, IllinOiS, 1970. 

Navasky, V. "Law Enforcement: The Federal Role", background paper for 
report of the 20th Century Fund Task Force on the Law Enforcement 
Assis~ance Administration, New York, McGraw-Hill, 1976. 

Serrill, M. "LEAA" Corrections Magazine 2, June, 1976, p. 3-29. 

Skoler, D. "Comprehensive Criminal Justice Planning - A New Challenge". 
Crime and Delinquency 14, July, 1968, p. 197. 

U. S. Conference of Mayors. Criminal Justice Program of the National League 
of Cities, A Workbook on Standards and Goals: The Police Function, 
January, 1975. 

U. S. Conference of Mayors. Criminal Justice Program of the National League 
of Cities, £riminal Justic~ Standards and Goals: A Local Approach, 

March, 1974. 

National Advisory Commission on Criminal Justice Standards and Goals, 
A National Strategy to Reduce Crime, Washington, D.C., USGPO, 1973. 

President's Commission on Law Enforcement and Administration of Justice, 
Task Force Report: Crime and Its Impact - An Assessment, Washington, 
D.C., USGPO, 1967. 
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President's Commission on Law Enforcement and the Administration of 
Justice The Challenge of Crime in a Free Society, Washington, 
USGPO, '967. 

PROBLEM IDENTIFICATION & DEVELOPING A PLAN 

Arn, L., Baker, W., & Del Duca, L. How to Diagnose What's Wrong With 
The Criminal Justice sastem in Your State ~~d What ,to Do About I~ -, 
The Role of The Update Comparative AnalyslS, AmerlcanBar Assoclatlon, 
1800 M Street, N.W., Washington, D.C., 20036, 1977. 

Berkowitz F. liThe Community Assessment Approach to Criminal Justice 
Planning: An Alternative Model". California Department of Youth 
Authority, Sacramento, California. April, 1974. 

Blake, G., Gibbons, D., Thimm, JI., & Yospe, F. Criminal Justice Planning -
An Introduction, Englewood-Cliffs, Prentice-Hall, 1977. 

Cohn, A. (ed.) Criminal JustiCE! 'Planning and Development Vol. 4, Beverly 
Hills, Sage Publications, 1977. 

Gardiner, J., & Mulkey, M. Crime and Criminal Justice Policy, Massachusetts, 
D. C. Heath, 1975. 

Gass, S. "Models in Law Enforcement and Criminal justice", Environmental 
Protection Agency, Washingt.on, D.C., 1974. 

Glaser, D. Strategic Criminal Justic~ Planning •. Crime & Delinquency Issues, 
N.I.M.H. Center for Studies of Crlme and Dellnquency, 1975. 

Gray, B. Crime Specific Plannin~ - An Overview, National Technical Informatior 
Service, Springfield, Va., 1 73. 

Hoffman, M. "Criminal Justice Planning". American Society of Planning 
Officials, Planning Advisory Report No. 276, January, 1976. 

Hovey, H. The p"anning, Progral1111ing, Budgeting Approach to Government 
Decision Making, New York, Praeger Publishers, 1968. 

Howlett, F. & Hurst, H. "Systems Approach to Comprehensive Criminal Justice 
Planning", Crime and Delinquency, Vol. 17, No.4, 1971, pp. 355-372. 

Hubert, G. Urban Crime and Urban Planning, Vol. 1, National Technical 
Information Service, Springfield, Va., 1969. 

Introductory Reading Mater-jals On Plannin~ and Research Units in Police 
Departments, New York, McGra'fl- Hi", 1 67. 

Kerder, H., & Friel, C. "Planning·Under the ()nnibus Crime Control and Safe 
Streets Act", Federal Probation, Vol. 33, No.3, September, 1969, 
pp. 29-32. . 

Kiritz, N. Program Planning and Proposal Writing. The Grantmanship Center$ 
Los Angeles, California, Issue No. 3. 
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Klein, M., Korbin, S., McEachern, A., & Sigurdson, H. "System Rates: 
An Approach to Comprehensive Criminal Justice Planning". Crime and 
Delinguencx 4, ~~~ober, 1971, pp. 355-372. 

Law Enforcement Assistance Administration, Planning and Designing For 
Juvenile Justice, Washington, USGPO, 1972. 

Law Enforcement Assistance Administration, Planning Guidelines and Programs 
to Reduce Crime, Washington, D.C., 1972. 

Leach, E. "A Plan for Meaningful Justice", Crime Prevention Review, October, 
1974, p. 67. 

Michael, D. On Learning to Plan - And Planning to Learn, San Francisco, 
Jossey-Bass, 1973. 

Munro, J. "Intersystem Action Planning: Criminal and Noncriminal Justice 
Agencies", Public Administration Review, July-August, 1976, pp. 390-397. 

Murphy, M. "Long-Range Planning, Strategic Weapon Against Crime" FBI Law 
Enforcement Bulletin, October, 1963, p. 15. ' 

Murphy, P. "Disuse, Misuse, and Lack of Anaiysis in Criminal Justice 
Planning". in Braunstein and Kamrass, Operations Resear'ch in Law 
Enforcement, Justice and Societal Security, pp. 13-14. 

Nanus, B. "A General Model for Criminal Justice Planning", Journal of 
Criminal Justice, Vol. 2, 1974, pp. 345-356. 

Nanus, B. & Perry, L. "A Planning Oriented Measure of Crime and Delinquency", 
Journal of Criminal Justice, Vol. 1, No.3, Fall, 1973, pp. 259-263. 

OINeil, Bykowski, & Blair. Criminal Justice Planning, San Jose, California, 
Justice Systems Development, 1976. 

Payne, R. "Cr ime-Or i ented P 1 ann i ng and Program Development" ~ in Ober 1 ander 
Quantitative Tools For Criminal Justice Planning, OPe cit. pp. 235-240.' 

Riecken, H. et al., Experimentation As a Method for Planning and Evaluating 
Social Innovations, New York, Seminar Press, 1975. 

Schmid, C. "Urban Crime Areas, Part I" American Sociological Review, Vol. 25, 
No.4, August-October, 1960, pp. 527-542. 

Sigurdson, H., Carter, R., and McEachern, A. "Methodological Impeidments To 
Comprehensive Crimin~l Justice Planning" Criminologist, 9, August-November, 
1971, pp 248-267. 

U. S. Conference of Mayors. Criminal Justice Program of the Nat'ional League 
of Cities, Criminal Justice Planning: Five Alternative Structures, 
November, 1976. 

U. S. Conference of Mayors, Criminal Justice Program of the National League 
of Cities, Criminal Justice Planning: The Coordinating Council, November 
1976. ' 
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Wilson, O. Police Planning, 2nd ed. Illinois, Charles C. Thomas, 1962. 

SURVEYING 

Cohen A. "Multiple Factor Approaches" in The Sociology of Crime and 
D~linauencx, ed., M. Wolfgang, L. Savita, & N. Johnston, New York, 
John iley & Sons, 1962. 
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National Criminal Justice Information and Statlstlcs Servlce, 
Washington, D.C., 1977. 

Gottfredson, D. & Bonds J. A Manual For Intake Base Expectancy ~c9ring, 
Sacramento, Califor~ia Department of Corrections, 1961. 

Harris, C. & Stollmack, S. "Failure-Rate Analysis. in Cor~ectional Systems l
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in Braunstein & Kamrass, Operational Research ln Law Enforcement, JustJce, 
and Societal Security, pp. 143-154. 

Inciardi, J. & McBride, D. "Victim Survey Res~a~ch: Imp~ications For 
Criminal Justice Planning". Journal of Crlmlnal Justlce, Vol. 4, 1976, 
pp. 147-151. 

Kau, J. & Rubin, P. "New Estimates of the Determinants of Urban Crime". 
Annals of Regional Science, Vol. 9, No-l, March, 1975, pp. 68-76. 

Kish, L. Survey Sampling. New York, Wiley, 1967. 

Rosenberg, M. The Logic of Survey Analysis, Basic Books, New York, 1968. 

FORECASTING 

Ayers, R. Techno10gx, Forecasting, and Long Range Planning, McGraw-Hill, 
Englewood-Cliffs, New Jersey, 969. 

Dackey, N. Delphi'. Rand Corporation, Santa Monica, California: 1968. 

The 

Encel, S. et al., The Art of Anticipation: Values and Methods in Forecasting, 
New York, Pica Press, 1975. 

Gordon, T. "The Current Methods of Futures Research", in The Futurists, ed. 
A. Toff1er, New York, Random House, 1972. 

Martino, J. Technological Forecasting for Decisionmaking, Elsevier, New York, 
1972. 

Sullivan, W. & Claycombe, W. Fundamentals of Forecasting, Virginia, Reston 
Publishing, 1977. 
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ANALYSIS 

INFORMATION MANAGEMENT 

Brounstein, S. & Kamrass, M. Operations Research in Law Enforcement, Justice, 
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Buck, G. (ed.) Proceedings of the National Symposium on Criminal Justice 
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SEARCH, Sacramento, California, 1970. 
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RELATING CONCEPTS 

3.2 
1. Chaos City's Criminal Justice 

System's response to vehicle 
theft is the same as the 
national and state response 
to vehicle theft. 

• 

WORKSHEET 
WALK-THROUGH BJ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

• 

. 

a. The clearance rate for vehicle 
theft in Chaos City is the 
same as the national clearance 
rate. 

b. The clearance rate for vehicle 
theft in Chaos City is the 
same as the clearance rate for 
the State of Paradise. 

• • 

RELATING MEASURES 

1) The percentage of vehicle thefts 
cleared by arrest in Chaos City 
is tpe same as the percentage 
cleared by arrest nationally. 

1) The percentage of vehicle thefts 
cleared by arrest in Chaos City 
is the same as the percentage 
cleared by arrest in the State 
of Paradise. 
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RELATING CONCEPTS 

3.3 Auto theft is a less serious 
crime than other property 
crimes. 

WORKSHEET . 
WALK-THROUGH B~ PART B 
CONSTRUCTING HYPOTHESES 

( Contiii~~~) 

RELATING VARIABLES 
.".~ 

a., The net dollar loss for vehicle 
th~ft is less than that for 
r~sidential burglary. 

b. The recovery of stolen cars in 
Chaos City is higher than the 
national recovery rate. 

c. (Because of the costs of auto 
theft to victims, auto theft is 
a more serious problem than the 
net dollar loss suggests.) 

RELATING MEASURES 

) 

1) The reported dollar value of 
unrecovered vehicles is less 
than the reported value of 
unrecovered burglary property. 

1) The percent of cars recovered 
in 'Chaos City is greater than 
the percent of all cars 
recovered nationwide. 

1) (The reported dollar value of 
unrecovered vehicles, the 
replacement costs for stolen 
cars and increased insurance 
premiums are greater than the 
reported value of burglary 
property. ), 
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3.4 
1. 

" 

3.4 
2. 

• • 

RELATING CONCEPTS 

The magnitude of auto theft 
varies by geographical area 
of the city. 

, 

The magnitude of auto theft 
varies by p~rking environment. 

• 

• .t\ 
<JJ) 

• 

WORKSHEET 
WALK-THROUGH BI PART B 
'CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The frequency of auto theft 
varies by' area of the city. 

b. The risk of auto theft varies 
by area of the city. 

a. Auto theft from parking lots and 
garages is greater than from 
open streets. 

RELATING MEASURES 

1) The riunmer of auto thefts varies 
by the city's planning 
cOl1Jllunities. 

1) The proportion of autos stolen 
to autos registered varies by 
the city's planning communities. 

1) The percentage of auto thefts 
from parking garages and lots is 
greater than the percentage of 
auto thefts from streets. 
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RELATING CONCEPTS 

3.5 Auto theft is deterred by . 
reducing the opportunity to 
vehicles. 

WORKSHEET 
WALK-THROUGH B~ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. locking'autos deters auto theft. 

b. Autos with improved security 
systems are stolen lass often 
than vehicles without improved 
security. 
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RELATING MEASURES 

1) locked cars are stolen less 
often than unlocked cars. 

, 

1) 'For vehicles manufactured after 
the implementation of Standard 
114 the percent that are stolen 
is less than the percent stolen 
of autos manufactured before 
the implementation of Standard 
114. 
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WORKSHEET 
WALK-THROUGH B~ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

• • • 

RELATING MEASURES 

3.6 Characteristics of motor a. The rate of vehicle theft is the 1) None provided. 
vehicle theft. same for all vehicles • 

.. b. The rate of vehicle theft from 1) The percent of trucks, motor-
parking lots is the same for all cycles and cars stolen from 
vehicle types. garages and lots is the same. 

c. The recovery rate is the same 1) The percent of stolen trucks, 
for all types of vehicles. motorcycles and autos recovered 

is the s'ame. 
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RELATING CONCEPTS 

3.7 The majority of vehicle 
sU'spects. 

3.8 Auto thieves are young. 

( 

WORKSHEET 
WALK-THROUGH B~ PART B 
CONSTRUCTING HYPOTHESES 

(Continued) 

RELATING VARIABLES 

a. The majority of auto theft 
suspects are amateur thieves. 

a. More auto theft suspects are 
juveniles than adults. 

b. More persons ~rrested for auto 
theft are under 21 than over 
21 years of age. 

WALK-THROUGH 

r ' 

" 

"' 

• 

RELATING MEASURES 

1) Because most stolen vehicles 
are not resold or stripped, 
most suspects are amateur 
thieves. 

1) The percentage of juvenile auto 
theft suspects is greater than 
the percentage of adult auto 
theft suspects. 

I} The percentage of persons under 
21 arrested for auto theft is 
greater than the percentage of 
persons over 21 arrested for 
auto theft. 
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Good analysis is indispensable to the development and implementation 
of effective programs for improving criminal justice and reducing crime. 
Practitioners know that they must rely on analysis of crime and the 
criminal justice system problems they face to design programs and 
policies and that the chances for a rational allocation of the system's 
scarce resources are enhanced when the relevance of the data to the 
problem at hand is clearly apparent. A powerful tool at the 
practitioner's disposal is the data collected, analyzed and utilized 
throughout the decision-making process. 

The expertise of analysts, planners, evaluators, statisticians, and 
of greatest importance, people who have had direct personal experience 
with state and local criminal justice analysis and planning processes 
have been tapped by the Law Enforcement Assistance Administration (LEAA) 
to develop and deliver a Criminal Justice Analysis Training Course. 

LEAA has developed other training courses in Planning, Program 
Development, Evaluation and Management. The design of these programs of 
instruction is intended to form a comprehensive and complementary package 
for the assistance of state and local criminal justice agencies. 

The purpose of this Text is to provide materials that complement and 
suppo,rt the Ana lysi s Course and that can be used as a reference by 
criminal justice students and professionals. The material presented is 
organized to para'llel the sequence of the course modules. 

The Criminal Justice Analysis curriculum is the product of over a 
four-year effort on the part of numerous practitioners, academicians, and 
professional organizations. This development process was divided into 
four phases. During the initial phase, the curriculum development effort 
was coordinated by Abt Associates. Five pilot offerings of the course 
were delivered by the State University of New York at Albany and were 
evaluated by the American Institutes of Research. Considerable 
assistance in the early planning stages of this project was provided by 
the National Conference of State Criminal Justice Planning 
Administrators, National Association of Criminal Justice Planning 
Directors, Criminal Justice Statistics Association, the National League 
of Cities/U.S. Conference of Mayors, and the National Association of 
Counti es. 

During this initial phase of course development, overall direction of 
the curriculum and delivery of the pilot offerings was a cooperative 
endeavor within LEAA. Primarily involved were the Office of Planning and 
Management, the National Criminal Justice Information and Statistics 
Service, and the l'ra,in'ing Division of the Office of Operations Support. 
Leonard Oberlander of the Office of Planning and Management and Marianne 
Zawitz of the Statistics Division monitored the first phase of the 
project • 
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The second phase involved the course's reV1S10n and was directed by 
LEAA's Training Division, Office of Operations Support. Richard Ulrich, 
Director of the Training Division was project monitor during this 
revision phase with the support of John Moxley. The revision of the 
material was also ,assisted by the formation of an Advisory Group. This 
group of practitioners provided critical judgement in further developing 
and improving the curriculum. During this stage the revision was 
undertaken by Abt Associates with the assistance of the University of 
Southern California Criminal Justice Training Center under the 
supervision of Robert Carter who piloted the revised curriculum. Rebecca 
Wurzberger of the Criminal Justice Training Center at University of 
Southern California, coordinated its delivery. The preparation of the 
revised material was significantly aided by support and contributions 
made by the LEAA-sponsored Training Center system: in particular, Robert 
Stonek - Un'iversity of Wisconsin at Milwaukee; H.G. Weisman, and Craig 
Fraser - Florida State University; Robert Ga1atti Northeastern 
University; Robert Carter, Rebecca Wurzberger, and Tom Esensten -
University of Southern California; and Theodore Heim, Lyle Newton, and 
Allen Beck of Washburn University. 

The third phase of the project involved the assimilation and delivery 
of these materials by the five Criminal Justice Training Centers. The 
treatment of this material by additional faculties and repeated 
deliveries contributed significantly to the understanding of the course 
materials and the needs of the criminal justice comllunity. This formed 
the basis for pha.se four of the project in which the f'ina1 set of course 
revisions were made. 

Phase four of the project proved to be a two a.nd one half year effort 
under the leadership of the Washburn University Criminal Justice Training 
Center. The Project Director was Ly1 e Newton and the management and 
technical direction was provided by Allen Beck. 

During this fourth phase, the "finalization," of what had then evolved 
into a major Criminal Justice research project, all five of the Criminal 
Justice Training Centers, their staffs, course participants, faculties, 
and a broad cross section of the nation's criminal justice analysts 
provided major contributions to the study. During this last phase LEAA 
monitorship was provided by Richard Waters at the Training DiviSion, and 
major contributions to content and coordination were provided by Richard 
Ulrich. 

From the beg i nn i ng the person who conce i ved, 1 abored and created the 
Criminal Justice Analysis Course was it's author, Seth Hirshorn. 
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INTRODUCTION 

I. Purpose and Approach 

The purpose of this text is to set forth the basic elements of 
criminal justice analysis in a manner useful to those who have direct 
responsibility for getting information to decision makers in a timely, 
accurate, and useful way. This text is an introduction to analysis. It 
presents, ina systemat i c framework, a set of sk ill S \.', too 1 s, and 
knowledge which has demonstrated application in criminal justf~e analysis. 

The text does not· focus on abstract statistica'i techniques or on 
theoretical nuances in the meaning and use of the concepts of criminal 
ju.'~tice. It does focus on the use of anaylsis in criminal justice 
decision-making and covers the imp~rtant technical and methodological 
pro\)lems which analysts face in prac·tice. This text is designed so that 
the reader must consider, for each technique or method, how and at what 
point it fits into the larger analytic structure and process. Examples 
and graphics have been included to facilitate the reader in this task. 

In this text the requirements of abstract analysis and those of 
real-world decision-making coalesce. "Do;ng" analysis that is useful to 
decision-makers involves decisions and compromise. One aim of this text 
is to clarify these decisions and issues that frequently arise in 
performing an analysis. Another aim is to promote an attitude of 
openness and candor about the strengths and weaknesses of the information 
products that result from analysis. 

II. Audi ence 

The text has been developed for staff of criminal justice 
agencies and students of criminal justice who are interested in or who 
are required to provide information in support of criminal justi~e 
decision-making. These are people at the state and local levels, 1n 
legislatures, executive agencies and courts who are responsib'le for 
developing and presenting data and information, reports and plans to 
criminal justice officials. Typical of this intended ::ldience are: 

• staff of criminal justice planning agencies preparing state 
and local plans and performing evaluations, 

• police agency staff responsible for developing crime analyses, 
• court planners who must analyze case flows and the costs ,of 

court operations, and 
• research staff of correctional agencies who provide 

stati.3tica1 studies of inmates, costs and facilities. 

Such staff are clearly 'disparate in terms of their prior analytic 
education and criminal justice experience, and yet all share a need for a 
strong analytic foundation. This text has been designed to provide a 
reference to the basic analytic skills frequently used in criminal 
justice analysis for staff who do not have a strong methodological 
background. It also was designed to provide to experienced analysts, who 
are new to the field of criminal justice, ,an orientation and overview to 
some of the concepts and topics in criminal justice analysis. 
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III. Themes 

The three themes which integrate the materials presented in this text 
are analysis as a process, analysis as a set of tools and analysis as a 
set Ilf skills. Theme one, al1alysis as process, invo'lves four steps: 1) 
problem identification and specification; 2) data selection and 
collelctiory; 3) e~tractio~ of inf~rmation from data; and 4) persuasive 
presentatlon of lnf ormatl on. ThlS text emphasizes the generation of 
problem statem~nts which are useful in the larger decision-making 
process. In thlS sense the process of analysis is neither abstract nor 
an ac~demic exe~cise, but a significant influence on decision-making. 
The flrst step ln the process of ana'lysis, problem identification and 
specification, 'i:: critical to the achievement of this influence 
Following are dv':,)itions of concepts which are central to this first 
step: 

Problem: Any present or future condition or situation which is 
unacceptable or whicb offers an opportunity for new achievement 
and is theoretically susceptible to planned intervention. 

Problem Specification: The identification of concerns; 
elaboration of concepts, variables; and measures; and postulation 
of hypotheses. 

Problem Statement: A written document or oral presentation which 
comprehensively describes the nature, lIIIagnitude, seriousness, 
rate of change, persons affected, and spatial and temporal 
aspects of a problem using qualitative and quantitative 
in~ormation. It. identifies the nature, extent, and effect of 
~ystem response; makes projections based.on historical 
lnferences; and rigorously attempts to establish the causes of 
the problem. 

The process of moving from the identification of a .problem to a 
we~l-reasoned and ~learly presented problem statement is a major theme of 
thlS text and of lmportance to the criminal justice decision-maker. The 
quali~y, cost and timeliness of an analysis are among the factors that 
con~r~bute ~o problem statements being perceived as valuable aids in 
declslon-maklng. The process outlined in this text will hopefully be 
useful in their preparation. " 

T~e.second theme of this text views analysis as a set of tools that a 
practltl~ner can. use to collect and organize data and to interpret and 
present lnformatlon. The text emphasizes the proper application and use 
of basic research and statistical tools. "" 

The third them~ focuses attention on analysis as a set of skills 'that 
a~e ,.used by the. pr~t~tioner. to assi.st. in meeting agency objectives 
wlthln a~ organlzatlon S soclal, polltlcal and economic environment. 
These Skllls involve managing analyses in an efficient and effective 
manner. They include the ability to develop analysis plans and implement 
analyses that are timely, within resource constraints, and responsive to 
the needs of the decision-makers. 
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IV. Value of Analysis 

. ~hy do analysis? The ideal of an informed decis'ion-making process 
lS~ ~n part, the rationale for the systematic application of analysis to 
crlmlnal justice problems. Yet, decision-making involves more than the 
pro~u~ts of analysis--also involved are the subjective feelings of the 
declslon-maker(s) and the political and ideological factors that weigh 
heavily in .criminal justice decision-m,aking. A premise of this text is 
that r.educlng the d~cision-maker.'s uncertainty a~d providing a strong, 
competlng,. al.ternatlVe perspectlVe to the subJective and political 
factors wlll lmprove the performance of the criminal justice system and 
contribute to the reduction of crime. 

There are three components to the argument supporti ng the conduct of 
analysis: 

• the unique tasks and procedures in criminal justice planning 
requ ire ana lys i s; 

• analysis, and the role of the analyst, is a generic part of 
decision-making; 

• federal and state statutes and guide"lines require that 
analysis be performed. 

A. Analysis and Planning 

.One definition of a "plan" is a detailed formulation of a program of 
actlon. As practiced across the U.S., criminal justice planning appears 
to have at least four major additional defining characteristics in that 
it is: 1) future ori ented; 2) change ori ented; 3) goal ori ented; and 
4) can be characterized as a process. Planning may be defined as the 
ord~rly, systematic, and continuing process of bringing anticipations of 
the future to bear on current decision-making. 

Many times criminal justice planners receive a call or get a request 
for an immediate response to a question or problem. Such II cr isis ll 

planning often implies responding in an ad hoc manner to a natural or 
man-made disaster and, in criminal justice administration, usually 
involves dealing w~th the operational problems of line agencies. 

More typically, however, planning is performed in a one-year time 
fr~me corresponding to the agency's or jurisdiction's budget cycle. 
One-year planning is usually closely tied to the on-going problems and 
projects of the jurisdiction and results in an Annual Report. Over time 
the process becomes increasingly repetitive and highly structured. In 
contrast, mi ddle-range pl anni ng may ; iwol ve a f'ive to ten-year pl anni ng 
hor i zon wh i 1 e 1 on~I'-range P 1 ann i ng may extend the planner's hor i zon beyond 
ten years and as far out in time as a, specific problem, issue, or need 
may require. 

A second characteristic of planning is that it is change oriented. 
There are two important dimensions of change appropriate to criminal 
justice: the size or magnitude of thfe planned change and the rate of 
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change. Incremental cha~ges, such as a shift in labor resource 
allocations, require a different type of planning effort than do more 
massive and fundamental changes, such as the decriminalization of certain 
statutes. Nonetheless, given an existing situation and a proposed 
change, large or small, a planner's responsibilities include: 

• formul ating an accurate statement of the problem( s) facing a 
c()tm1unity; 

• iderltifying preferred alter'native remedies~ and 

• considering what specific impacts such alternatives might 
have on these problem(s) and the community's environment. 

The rate of proposed changes is an equally important consideration. 
For example, crime reduction objectives are usually qualified by the rate 
cons i derat ions of "by when" or "how soon." 

A th'jrd major characteristic of planning is that it is 
goal-oriented. The development and prioritizing of goals and objectives 
are important planning activities. For example, the Urban High Crime 
Reduction, Program funded by the Illinois Law Enforcement Commission 
established three major goals for local projects: 

1) To reduce burgl ary and stranger-to-stranger crime 
through rat i ana 1 ana lysi sand systematic goa l-or i ented 
planning, development and implementation; 

2) To evaluate the vari.ous approaches undertaken by th~ 
program and the possible replications elsewhere in the 
state; and 

3} To increase coordination between police, courts, and 
corrections officials in policy development and 
decision-making at the local level. 

A review of local, regional, or state criminal justice planning 
documents would reveal similar sets. of goals. Making such objectives 
operationally meaningful and establishing priorities among these goals, 
however, are equally important activities. 

Finally, as illustrated in Exhibit i-l, planning may be 
conceptualized as a process consisting of a sequence of more or less 
discrete activities and tasks. At the center of this process is a 
rationalistic view of criminal justice decision-making which involves a 
pl anni ng- acti on-eval unti on seq uence. The in iti al seven steps of the 
general pl anning prc)cess model--from preparing for pl anning through 
identifying alternative courses of action--comprise the "planning" steps 
of this process. Sel~cting the preferred alternatives, planning for 
implementation, and actually implementing the plans comprise the "action" 
component. Finally, monitoring and evaluating progress is the 
"evaluation" step in the process. 

The relationship between planning and analysis is revealed in the 
following ways: 1) in the types of decisions to be made and 2) in the 
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completion of specific steps of the process model. The decisions which 
an agency has to make are decisions about which criminal justice problems 
merit attention, what the best approaches to treating these problems are 
and who the appropri ate agents are to carry out selected approaches. On~ 
contribution to structuring decisions which comes from analysis is the 
identification and statement of problems. Another contribution is the 
development of strategies for dealing with those problems. Indeed, 
analysis may playa role in virtually every step of the planning process 
b~cause impli cit in the formul ati on . of strategies is some consi derati on 
of why--based on analysis of data--a strategy can reasonably be expected 
to work and 'what resources are needed t<) make it work. 
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B. Analysis and Decision-Making 

Above all, analysis should be decision-oriented.1 This link to 
criminal justice decision-making makes knowledge of analysis a basic 
job-related skill. Many students of government and public 
decision-making have comnented on this fundamental relationship. John 
Dewey, for instance, perceived between "problem identification!! and 
"solution," four successive steps decision-makers go through: 1) 
specification of difficulties and immediate pressures; 2) analysis of 
the problems and their basic dimensions; 3) a search for alternative 
solutions; and 4) consideration of the cOnsequences of each 
alternative. 2 More recently, models of public decisions, while 
becoming more elaborate, have nevertheless continued to emphasize the 
central place of analysis in the decision-making process. Kepner and 
Tregoe defined the \rational manager at least, in part, as a person who 
constantly screens his/her environment and assesses problems in terms of 
their perceived causes. Analysis is, again, central to the role of the 
rational manager. 3 Allan Easton has written that the first steps in 
decision-making are recognizing a need for change and diagnosing the 
problem. Diagnosis, according to Easton, is a ten step process requiring 
the analyst to: 

1) Identify desired state and compare with actual, 

2) Identify and enumerate symptoms and clues, 

3) Diagram system - times and places of symptoms, 

4) Review any recent changes in the system 
structure, process or environment, 

5) Prepare state-of-affairs tables 

• What is happening? 

• Wher'e? 

• When? 

• How much? 

• Are the symptoms stable or varying? 

6) Prepare a list of tentative hypotheses, 

7) Arrange hypotheses by simplicity and test them, 
simplest first, 

8) Eliminate hypotheses, modify them with new 
evidence, 

9) Continue until hypotheses fit all facts, 

10) Test hypotheses for va1idity.4 
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Many other authors have similiar1y placed analysis at the center 
decision-making and considered scientific method the foundation 
analysis. 

Such an applied methodology requires: 

1) Reliance upon "an open, explicit, verifiable, 
self-correcting system." It is important that 
analysis be replicable by other analysts. 

2) Objectivity, personality and other irrationali­
ties have no room in analysis. "The truth of a 
scientific proposition is established by logical 
and empirical methods common to the profession as 
a whole." 

3) Proper test; ng of hypotheses. There is no one 
method applicable to problems of both the 
physical and social sciences. 

4) Appropriate use of quantification.5 

of 
of 

,Oyer ~he past fift~en years the use of analysis in 
dec~slon-makl~g-management sClence, , operations research, systems analysis, 
P011~Y, analysls and program evaluatlon--has drawn considerable attention and 
Cr1t~c,sm. Churchman has identified the critics as the "humanists ll and the 
'~ant1-~lanner,s.:' ,Analysts, according to the humanist's view, are too na}"row 
1n thelr defln1tlon of problems, rarely capturing humanistic values in their 
search, through the data. If the humanists do 'not believe the procedures of 
analyslS can capture the human dimension, they at least place some value in 
the concept of analysis. 

'''Not th t' 1 so e an, -p anners.... The most comnon 
variety is 'Mr. Experience." He/she believes that 
experience in the organization, combined with natural 
ability, native intelligence and personal leadership 
beats, (analysis) every time. This may be true 
occaslona1ly but, it would be a difficult contention to 
"prove" either way. 

A somewhat more serious version of anti-planning is 
held by the "Skeptic. II The Skeptic is a rel ativist who 
asks if anything is really 'true.' While skepticism 
suggests good questi ons, it does not provi de good answers. 

Still another proponent of anti-planning is the 
"Determi n i st." The Determi n i st argues that any system is 
the result of various, often unidentifiable, social 
forces. (Determinists) basically argue thilt systematic 
decision-making is not a reality in public bureaucracies 
and attempt to describe the policy-making process as it 
really is: incremental, fragmented, unanalytic, limited 
and disjointed. From this viewpoint, however 
determinism is a statement of fact not an argument 
again~t (analysis).6 ' 
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Analysis, it seems, is one of many factors than inform and influence 
criminal justice de.cision-making. These factors effect specific 
decisions in various ways and with varying impacts. Because most 
decision-making is inherently uncertain and public decisions require a 
careful balancing of technical, political, and other factors, the 
responsibility of the bureaucrat, and specifically, of the analyst, is to 
see that timely, relevant, and understandable information is available to 
the decision-maker. This is the place of analysis in decision-making: a 
salient and competing influence. The role of the analyst in this context 
is to maximize the impact information has on decisions. 

C. Analysis and Federal/State Funding Requirements 

The Ju sti ce Improvement Act of 1979 e 1 imi nated the comprehens; ve 
planning requirement for funding and replaced it with a significantly 
different lIapp1ication.1t As part of an "application" for federal funds, 
each applicant is now requited, among other things, to prepare a "crime 
analysis." This latter term is not explicitly defined in the 1979 Act; 
however, section 402(b) states that an analysis of the criminal justice 
problems wittiin the State, to be based on input and data, is required; 
and, further, that a total and integrated analysis of the criminal 
justice problems is to be prepared. A review of the crime analysis 
provisions of the 1979 Act concluded that the preparation of a "crime 
analysis" is a central feature of state and local applications.? 

The content of formula grant applications under the 1979 Act, and 
specifically, the meaning of "cdme analysis" is partially addressed in 
the published (draft) rules of 'the Formula Grant Program which appeared 
in the Federal Register, January 14,1980 (pp. 2808-2827). Following is 
the relevant excerpt from these rules appropriate to the new state 
council activities: 

"(b) Identification of priority problems, (1) 
Analysis. (i) State Councils shall conduct an 
analysis of crime and delinquency problems and 
criminal and juvenile justice needs within the 
State. The State's analysis must be based upon input 
and data from all eligible jurisdictions, State 
agencies, the judicial coordinating committee, and 
citizen and neighborhood and community groups. It 
must address the problems and needs of all components 
of the criminal and juvenile justice system, and 
provide a clear and logical basis for the priority 
problems and programs set forth in the comprehensive 
State application. 

(ii) Entitlement localities also shall conduct an 
analysis of the crime and delinquency problems and 
criminal and juvenile justice needs within their 
jurisdictions. This analysis must be based upon 
input f.rom all participating local governments and 
citizen and nei ghborhood and community groups. The 
entitlement analysis must address, at a minimum, the 
problems and ne'Jds CJ't those aspects of the crimi Ilal 
,justice system for which it has responsibility, and 
provide a clear and logical basis for the priority 
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problems and programs set forth in the entitlement 
application. ' 

(iii) The product of the analysis is a series of 
brief written problem statements set forth in the 
application for those problems that are priorities 
and for whi ch program5 are proposed. 

(2) Priorities. Priorities are problems that have 
been i dent i fi eel by ana ly sis and t'ank ed in terms of 
their importance or emphasis. As part of the 
application process, they are used to indicate those 
problem ,areas of greatest concern and to provi~~ 
guit1:.r1ce for the submission of applications from 
State agencies, local governments, and non-profit 
organiz at; ons. 

A similar process is to be performed by ~ach entitlement jurisdiction: 

(iiI) Entitlement area pri orities. (A) Priorities 
established by entitlement jurisdictions are to be 
consistent with State priorities unless good! cause 
for inconsistency can be shown by analysis of local 
needs (see ~ 31. 401). ' 

(B) Inconsistency is defined here as the inclusion 
of a priority not established and published by the 
State Councilor the inclusion of a priority 
substantively in conflict with a priority established 
by the Counc i 1 • 

(3) Product. (i) The product of the analysis is a 
seri es of br i ef wr itten statements set forth in the 
application that define and describe the priority 
problems. These statements are to be organized by 
the 23 eligible Section 401 purposes or by any other 
scheme and cross-referenced to these purposes. 

(ii) A problem statement, as used herein, is 
defined as a written presentation which 
comprehensively describes the magnitude, seriousness, 
rate of change, persons affected, and spatial and 
temporal aspect.s of a problem using qualitative and 
quantitative information. It identifies the nature, 
extent, and effect of system response, makes 
projections based on historical inferences and 
rigorously attempts to establish the origins of the 
problem. 

Finally, the proposed format of the state application is as follows: 

.... t 

Standard format fQl' C0'!!Prehensive 
State Appl;cat1on 

Area: Key to purposes set forth in Section 401(a) 
Problem statement: Statement of problem, including 
an indication of its priority 
Program: Description of program developed to deal 
with the problem stated above 
1. Title 
( Description 

." 
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a. Objectives 
b. Activities Planned 
c. Budget 
d. Rel ati onship to Simil ar Programs 

3. Expl anati on of Adherence with Effectiveness 
Criteri a 

4. Performance Indicators 

Note--there may be more them one problem statement 
for each area. Similarly, there may be more than 
one program for each prior~lty problem. 

In many respects the process and products just identified are derived 
from and/or arc consistent, with the materials contained in this text. 
The reader will find in the text a comprehensive reference on what a 
problem statement is, how it should be prepared, and most importantly, 
how data analysis may effectively be USE!d in preparing such statements. 
The skills, tools and information presented will, hoepfu1ly, be used by 
state and local practitioners in the 'de~'e10pment of federa.1, s~a~e, ~nd 
local funding applicati,ons, -thereby he1p1ng to assure the 1dent1f1cat10n 
of significant problems and relating policies and program deSigns to 
these problem statements. 

V. Roadmap 

The definition of analysis as a process to inform criminal justice 
decision-making is used to organize the text. Exhibit i-2 is a disp~ay 
of this process emphasizing: 1) a focus on the problem formulat10n 
appli cati ons of analysis as di sti nct from strategy development or 
eva luati on app1 i cati ons; 2) movement from ambigious concerns to 
well-documented problem, statements which are a product of the process; 
3) the focus of the process on informing and influencing decision-makers. 

Exhibit i-3 outlines the text relating each of 'seven chapters to 
different components of the. analysis process. There is an eighth 
chapter which concludes the text, covering the management skills 
require~ in planning and conducting analyses. Th~ exhibi~ is constructed 
in the form of a flowchart, and such I flowcharts are used at the 
conclusion of each chapter to sumnar'ize and review material. A flowchart 
is a graphi'c representation in which symbols are used to r~p~es~nt 
operations, decision points, direction of movement, etc. In Exh1b,t 1-3 
rectangles are used to present an instruction or information; 
diamond-shaped figures indicate decision points--places where the user 
must make choices; and arrows are used to indicate the direction of the 
flow. 

13 
. , 



, . 
it f 

EXHIBIT i-2 

PROBLEM ANALYSIS 

A PROCESS TO INFORM 
DECISIONS 

PRESENTATION 

OF PROBLEM 

STATEMENTS 

DATA 
INTERPRETATION 

• Selection 
• Calculation 
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./ "'_.... , 

,. CONCERN I~~~ , , " 
" IDENTIFICATION '~ 

, ' I 

" ..... __ .. -...... -~'"'''''' ," -"- .. ' 
PROBLEM 

SPECIFICATION 

• Concepts 
• Variables 
• Measures 
• Hypotheses 

Measurel1nent 
Collection , 
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ORG'ANIZATIONAL CHART: AN INDEXING OF CHAPTER 
CONTENT TO THE COMPONENT OF THE 

ANAL YTIC PROCESS DISCUSSED 

Concern 

Problem 
Specification 

~ __ Y:..;;.;es~_~ Descriptive 

~ Methods 

Y~~4 Comparative 
~,Methods 

Inferential 
Methods 

Legend: 

Presents Information 
or 

InstrUction 
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The Criminal Justice Analysis Text is divided into three parts. 
Throughout the text, the· hypothetical conmunity of Chaos City is used to 
provide examples of problems and to illustrate steps in the analysis 

·process. Chaos City has a popul ati on of about 250,000 and though it is 
Y'epresented as a city which is typical of other cities of its size, there 
was no intention to depict precis€Jly the conditions of any actual city. 

Part One examines some of the basic considerations that are central 
to the conduct of analysis. Chapters 1 and 2 present an approach to 
analysis that has been developed out of the mainstream of our scientific 
traditions and the compara.tively ne\,i.' field of study--the policy 
sciences. The reader will find in this materi'al an organization, 
structure, and procedure for undertaking 'analyses and the systematic 
development of data sources in the criminal justice field. 

Part Two presents, by example, descriptive, comparative, and 
inferential methods that have demonstrated wide applicability to criminal 
justice problems. Throughout this portion of the text the emphasis is on 
the selection of appropriate mathod(s) for a specified problem, the 
mathematics of the method(s), and the correct interpretation of resul ts. 
In Chapter 3 a problem involving the analysis of robberies in the 
hypothetical conmunity of Chaos City is introduced and used to illustrate 
the descriptive methods discussed in the chapter. Chapter 4 cav~rs 
methods that are frequently used to compare. two variables. These methods 
range from the construction of rates, indices and seriousness scales, to 
the development and interpretation of cross classification tables and 
scatter diagrams. Chapter 5 presents selected inferential statistics 
used to indicate association and relationship between variables. Also 
treated is the topic of least squares regression, a method frequently 
used for making point estimate predictions. Chapter 6 extends the 
discussion of methods to their application to system problems and system 
data: A number of techniques are examined for describing and comparing 
system data. A study of a hypothetical court backlog problem is used to 
focus the presentation. 

Part Three of the Text treats the management and presentation skills 
that are essenti a1 if analyses are to make a difference. Chapter 7 
explores the procedures and issues surrounding effective oral and written 
presentations. In the final chapter a management approach to planning 
and conducting analyses is discussed. This approach summarizes and draws 
upon the foundat~on provided in the preceeding chapters. 
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. llTher.e are many useful references on flowcharting techniques 
ma1n1y ~r1ented to computer programming applications including: Thomas 
J. Schr1ber, Fundamentals of F10wchartinq (New York: John Wiley and 
Sons,. Inc., 1969) and Mario V. Farina, Flowcharting (Englewood Cliffs: 
Prent1ce-Ha11, 1970). The development of flowcharts for this text was 
suggested by. the. application of flow charts developed by Thad R. 
Harshbarger 1n h1S book, Introductor Statistics: A Decision Ma 
Approach~ 2n~ ed. (New York: Macmi an Pub ishing Co., 97 and an 
excellent qU1~k re~erence mon~gr~ph developed at the Institute for Social 
Rese~rc~, UnlVers.1ty of M1ch1gan entitled A Guide for Selecting 
ita:1S~lca1 Techn1 ues for Anal zin Social Science Data (Ann Arbor: 
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CHAPTER 1 

PROBLEM SPECIFICATION 

I. How Problems are Specified 

A. Problem Specification Process 

Analysh usually begins with a question or observation--yours or one 
that is given to you. These need to be challenged, explored and 
understood in terms of related issues and their probable consequences. 
While these may be raised by an inductive process, e.g., the observation 
of a dramatic change in the present situation 01" a significant shift in 
public opinion, the analyst uses deductive reasoning to develop an 
accurate and comprehensive explanation of the situation. The opening 
chapter presents a deductive approach to elaborating and refining such 
questions and observations into well specified problems. 

Problem specification is the identification of related concerns; 
elaboration of t'elevant concepts, variables, and measures; and 
construction of hypotheses to help organize the analysis. In many 
respects these initial steps of analysis are the most confusing, time 
consuming, and important. They help to establish an understandable 
structure, to provide direction and to give meaning to subsequent 
analytic tasks. However, there is much wheel-spinning and many false 
starts during problem specification. After a great deal of consultation 
and deliberation, what initially appeared to be a critical problem may 
take on less importance and be repl aced by a new set of issues. The 
problem specification approach described in the following pages is 
des'igned to make the analyst's initial encount.er with a criminal justic!: 
problem as productive as possible, helping to reduce the inevitable 
frustrations of doing analysis, and hopefully resulting in products that 
get seri ous consi derati on in ·the dec isi on-making process. 

B. Identification of Concerns r 

How are decisions made about which issues are to be studied? What is 
an analyst's role in developing such an agenda for his/her agency? And 
why are some criminal justice problems not analyzed at all? Intuitive 
answers to such questions are usually of two types--the obvious and the 
complex. On the one hand, it seems obvious that most analysis agendas 
are established by the directives of an agency administrator or a 
po 1 it i ca 1 1 eader (s) • On the other hand, dec i s i on-mak i ng processes in 
most criminal justice agencies are complex involving a variety of 
individual, organizational, and political influences. Consequently most 
criminal justice analysts tend to take a problem as given and are rarely 
involved in participating in setting their own agenda. In th'is section 
the process by which concerns are identified and the role of an analyst 
in developing his/her agency1s analysis agenda are considered. 

Statements of concern are the starting po'int in problem 
specification. A concern is the set of vague and frequently ambigious 
hunches and/or attitudes about aspects of crime and the criminal justice 
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system. Typical of such hunches are statements such as: 

• 

• 

• 
• 

"It seems to me that there has been a substantial 
increase in crime in our city." 

"According to the newspaper, our senior citizens 
and handi capped resi dents are the most frequent 
victims of crime." 

"In my neighborhood people are scared to leave 
the'lr homes at night." 

"The police in our city have done very little to 
combat the recent crime wave. 1I 

Such statements are usually undocumented, may be the resul t of a 
single incident or experience, and involve beliefs and intuition ,~s much 
if not more than facts. These expressed concerns need to be elaborated 
bv the analyst into a series of related questions. For example, the 
first statement about a rise in crime could be elaborated lnto the 
following questions: 

• 
• 

What are the trends in crimes in the city and in 
each nei ghborhood? 

How do these crime trends compare to other cities 
in the state and nationwide among comparable size 
cities? 

The second statement concerning the victims of crime might be 
addressed by asking the following questions: 

'/ I 

• 
• 

• 

Wh i ch groups in the popu 1 at i on are most 1 i ke ly to 
be victimized? 

What is the relation between victimization and 
education' age, marital status, home ownership, 
and residential stability of the victims? Do 
these relationships vary by type of crime? 

Are people who are victimized by one type of 
cr'ime more likely to be victimized by another 
type of crime? 

The fear of crime hunch might be developed into these questions: 

• 
• 

• 

How safe do residents believe their neighborhood 
and city are during the day and at night? 

Do residents believe their nei ghborhood and city 
are safer or more dangerous than other places? 

Have resi dents 1 imited or changed their 
activities because they are afraid of crime? 
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• What types of individuals or groups are more 
likely to express f~ar of crime? Are the 
differences in fear large or small? 

• Is fear of crime higher or lower among persons 
who oW'll their homes rather than rent, or who have 
more or less education? Are these differences~ 
if any, due to income differences? 

The final statement concerning police performance could be elaborated 
into the following questions: 

• How do resi dents of the city rate the performance 
of the local police? 

• Do people who think that crime is getting worse 
seem to blame the police? 

• Are victims more likely than non-victims to 
dislike the police? Does this vary by race and 
income?l 

As a second eXCIIlple consider the following concerns identified during 
the Kansas City Preventive Patrol Experiment which "was designed to 
measure the impact routine patrol had on the incidence of crime and the 
public's fear of crime:"2 

• The ability of police departments to conduct 
soc i a 1 exper iments wh i ch address cu rrent and 
projected issues of concern. 

• The ways in which existing resources (time. 
manpower, finances, etc.) can be identified and 
used in developing new police strategies and, 
specifically, ways in which manpower can be 
developed and employed to the best advantage. 

• The ways of accurately assessing what police 
officers do in the field and of measuring the 
imp~ct of their activities upon the community. 

• The deve 1 opment. at the 1 i ne 1 eve 1 , of cr iter ia 
by wh i ch po 11 ce off i cers can measure work 
performance. 

• The ability of police departments to define their 
roles in both the criminal justice system and the 
communities of which they are a part, and to 
communicate these roles accurately to the various 
publics the department serve. 

• The rel ati onship of po lice effectiveness to these 
issues. 
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In contrast to the previous set of concerns, these are expressed in a 
more objectified manner--as statements of need. In this case, needs for 
various types of information. Still these concerM hck specificity and 
are implicitly based on attitudes or hunches about poHce work. 

There is a second important characteristic of most concerns in 
criminal justice. The process of generating such concerns usually 
results in differing conclusions, points of view and even political 
conflict. Such conflict means that if analysis of concerns is to occur, 
they must be placed on an Hanalysis agenda. II This agenda consists of 
lithe (concerns) receiving ~ctive and serious consideration by (the 
analyst)."3 The source of new concerns and the process by which the 
analysis agenda is developed are major issues, since all concerns cannot 
be analyzed and prioritizing of concerns must occur. 

At any particular point in time the analysis agenda will consist of 
mostly "old" concerns, perhaps one or two new issues, and is usual"ly more 
in the minds of the analyst and agency administrator than in a formal 
document. The Hold" concerns are those topics which, because of some 
process such' as budgeti ng or pl anni n9, routi nely become the focus of 
attention. O'Jd concerns may arise also from the periodic swing of the' 
crime statistics or of the criminal justice pendulum. New concerns must 
fi ght for a pl ace on the agenda and consequent ly are more often the 
resul t of unanticipated events whi ch have the appearance of requiring 
immediate attention. 

Within the context of new and old concerns and the setting of the 
analyst's agenda, style takes on importance. Analytic styles may be 
identified by behavior of the analyst in regard to (1) advocacy of 
concerns and (2) participation in agenda setting. 4 A variety of styles 
may be described by the interaction of these two factors. (See Exhibit 
1-1). One type of analyst avoids controversy and the advocacy of 
issues. Reactors (1,1 style), when confronted wit.h a high risk issue 
expressed by a superior in the organization, generally indicate the 
problematic aspects of doing an analysis, preferring to focus on the 
softer issues. They are consequently inoffensively unresponsive. A 
Reactor would prefer to have no analysis agenda at all. Problem-seeking 
(9,9 style) analysts assume that because of their specialized and 
technical skills they are more knowledgable about the criminal justice 
concerns facing the cOl11T1unity. They also have a great deal of autonomy 
in their work. ,Consequently Problem Seekers are heavily involved in 
setti ng their own agendas and in advocacy of concerns. Advocates (9,1 
style), in contrast, may be avoided or blocked from participation in 
agenda setting either informally due to personal conflicts or formally by 
the rules and regulations of the organization. Advocates emphasize the 
elablDrati('n and expansion of the administration's statements of concern. 
They tend to view themselves as agents of these decision-makers and tlv~ir 
primary responsibility as implementation and not the development of heW 
analytic topics. Housekeeping Analysts (1,9 style) are setters of their 
own agendas; however they avoid controversial issues and advocacy. 
Housekeepers tend to be removed from the major decision-making process 
and organizat,i onally isolated from the leadership of an agency, focusing 
on the routi ne and requi red IIhousekeepingll tasks, such as preparing the 
Annual Report. 
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EXHIBIT 1-1 

A SUMMARY OF ANALYTIC STYLES 

High Advocate 
Style 

Problem-Seeking 
Style 

(I) 

c ... 
Q) 
u 
c 
0 

CJ 
'too 
0 

> u 
ca 
u 
0 
> 
'a 
<t 

9 

8 

7 

6 

5 

4 

3 

2 

1 

(9,1) 

Reactive 
Style 
(1,1) 

Pragmatic Style 
(5,5) 

(9,9) 

House-Keeping 
Style 

Low 
(1,9) 

Source: 

1 
Low 

234 5 6 789 

Partif.:ipation in Agenda Setting 

High 

Adapted from Robert R. Blake and Jsne S. Mouton, 

The Managerial Grid (Houston: Gulf Publishing 
Company, 7964) p. 70. 
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In the middle is a pragmatic style (5,5 style) in which the analyst 
has a major part in setting the ag.enda and does not avoid advocating new 
concerns. However, the extent and type of participation and advocacy is 
heavily influenced by other participants and by the pragmatist's 
assessment of each situation. 

These sty1es are not suggested in a prescriptive manner. Most 
analysts exhibit characteristics of more than one type, but the analytic 
sty1e may play a significant part in identifying concerns and 
establishing the agency's analytic agenda. Once such an agenda exits, 
the next step is to elaborate each statement of concern into its 
component concepts, variables, and measures. 

C. Generation of Concepts 

A concept is defined as a distinguishable component found or 
expressed within a statement of concern. Exhibit 1-2 is a statement 
about crime trends in Chaos City. The concern expressed in this 
statement is that vi 01 ent cr imes are i ncreasi ng in the commun i ty at an 
alarming rate. Within this concern and expressed in the statement are 
several concepts, ;lncluding (1) "incidence of violent crimes" and (2) 
"rate of change in the incidence of violent crimes." This statement also 
illustrates an alternative definition of the term concept, i.e. "a 
concept expresses an abstracti on formed by general izations frcm 
particulars. "5 The concept "incidence of violent crimes" is developed 
by generalizing from the specific homicide, assault, and robbery rates. 
(See Chart in Exhibit 1-2) 

These two definitions are examples of the difference between an 
inductive and deductive approach to analysis. Inductive reasoning is 
initiated by examination of the data and the particulars and from these 
developing a sense of patterns, trends, and rel ati onshi ps. In contrast 
deductive reasoning begins with an understanding of a concern and 
invol ves exami ning presumed patterns, trends, and rel at; onships agai nst 
data. 6 

Additional examples of concepts are implied in the questions 
pertaining to the fear of cr1me presented 1n section B above. 
Specifically, the questions about the police involve the concept of 
police operations and perceptions of police operations. The questions 
about residents' fear of crime pertain to the concepts of (1) 
"percepti ons of nei ghborhood safety, II (2) "groups that are affected by 
fear of crime," and (3) lithe consequences of fear of crime." 
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EXHIBIT 1-2. 

CONCERNS AND CONCEPTS: STATEMENT OF 
CRIME TRENDS IN CHAOS CITY 

Historically, aggravated assault and. homicide rates in this. area 
have been relatively low, and these cr1mes have not been cons1dered 
serious problems. By contrast, the rate of robbery has always been 
quite high; more observers have consistently identi~ied robbery as the 
jurisdiction's most serious crime problem. Analys1s of recent trend 
data however indicates that the city's assault rate has shown 
dram~tic incr~ases over the last several years. The significance of 
th is trend is exacerbated by recent si gns that the homi cide rate is 
now responding to the increase in assaults. Fortunately, the assault 
increase has, according to police statistics, come primarily in 
assaults which involve knives and blunt instruments. Since these are 
1 ess often f ata 1 than fi rearm assau 1 ts, the homi ci de rate has not yet 
risen as rapidly as the a~sault rate. Shouid firear~ ass.ault~ resume 
their traditional proport10nal role, however, the C1ty 1S llkely to 
suffer a very substantial increase in homicides. 

PROPORTIONAL INCREASES IN ASSAULT,HOMICIDE 
AND ROBBE~Y IN CHAOS CITY BY YEAR 
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The following list of concepts have broad applicability in 
development of many criminal justice concerns: 

• Magnitude: Size, extent and/or importance of a problem. 

• 

• 

• 

• 

Rate of Change: 

Temporal Aspects: 

Comparison of a problem in an earlier period 
of time to a later period. 

Cyclical nature or seasonality of the 
problem. 

i 
Seriousness: Amount of hat'm a problem inflicts on a community 

or person. 

Persons Affected: Considerations of the Victim, Offender 
and/or Public related to the problem. 

•. Spatial Aspects: The geography of the problem. 

• Administration: The organization, policies, goals and 
standards of the relevant criminal justice 
agenci es. 

• System Operations: The inputs, performance and outputs of the 
relevant criminal justice agencies. 

Consi der the statement in Exhibit 1-3. Ident·ified in the margins are 
some of the concepts from the above 1 i st. The concern expresse~ by the 
statement is that there is a need to address the rape problem ln Chaos City. 
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EXHIBIT 1-3. 

CONCERNS AND CONCEPTS: RAPE IN CHAOS CITY 

Persons 
---Aff ected 

Social agencies have always given too little attention __ 
and too little understanding -- to the victims of rape. 
The results have been both that many, perhaps most, rapes 
are never reported to 1 aw enf orcement agenci es and that 
Victims, scared by the callousness of the system, are un- Current 
willing to testify in court, thereby minimizing the poss- __ ,_System 
ibilities of convicting the offender. Chaos City recently Operations 
witnessed a s.eries of grotesque and highly publicized rapes. 
Although the overall rate of reported rapes does not seem Magnitude 
higry for the city, these specific incidents have gal-
vanlzed citizen interest and have led to the formation Admini-
of a citizen law enforcement task force; al.ready this strati on 
group has raised sufficient funds with the community to 
give it some stability and to allow it to formulate a 
series of pilot proposals. Thus, the city presents an 
excellent environment for testing innovative approaches 
for im rovin the treatment of ra e victims ana increas­
ing the convlctl0n rate ln the prosecutl0n 0 rape 
offenders. 
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The difficulty in moving from concerns to concepts is a major barrier 
in the conduct of analysis. The field of criminal justice has not yet 
reached a point in development where there are well-defined and 
standardized concepts. The debates -over the meaning of recidivism, 
delinquency, deterrence, and performance are indicators of this problem. 
Nevertheless, the careful development and use of concepts is an important 
objective. Precision in the use of concepts greatly enhances 
communi cati on and the transmi ssi on of knowl edge. (In Chapter 6 a set of 
system-related concepts are defined and used in conducting an analysis of 
court backlog problems.) 

Concerns and their related concepts are familiar to the criminal 
justice administrator and to politicians with an interest in criminal 
justice. Most legislation and administrative regulations are written at 
this level of problem specification. Most political debates over 
criminal justice issues occur at the conceptual level. It is the 
analyst's responsibility, in addition to elaborating and bringing some 
prec i s i on to these terms, to operat i ona 1 i ze c~mcepts into the; r 
respective variables and measures. This topic is the subject of the next 
·secti on. 

D. Elaboration of Variables 

Analysts do not study concepts directly; what analysts essenti ally 
study are variables. A variable is a characteristic, trait, attribute, 
or event having more than one possible value. For example, type of 
weapon can take on three possible values -- knife, gun, or none; sex 
offender may take on two possible values; -- male or female; while age of 
offender may take on a 1 arge number of different values. Variables are 
often directly observable while concepts are not. Presented in Exhibits 
1-4 and 1-5 are data that have been collected as a result of a concern 
over robberies in Chaos City. In .Exhibit 1-4, three concepts rE!lated -to 
this concern are i dentifi ed: characteri stics of the ()ffender; 
characteristics of the crime; and characteristics of the victim. Fifteen 
robberies are displayed, ten that occurred in August and 5 in September. 
In Exhibit 1-5, the first column presents a list of 15 variables -- six 
rel ated to offender characteri sties, fi ve rel ated to crime 
characteristics, and three related to victim characteristics. 
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EXHIBIT 1-4. 

CONCEPTS AND VARIABLES: ROB6ERY DATA SET 

concept: Characteristics of Offenders 

Variables: Age 
Sex 
Race 
Education 
Employment Status 
Pri or Record 

Concept: Characteristics of the Crime 

Variables: Type of Weapon 
Time of Day 
Place of Arrest 
Type of Robbery 
Place of Occurrence 

Concept: Characteristics of the Victim 

Vari abl es: Age 
Sex 
Value of Stolen Property 
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EXHIBIT I-S. 

VARIABLES AND MEASURES: ROBBERY DATA SET 

Variable 
Age 
Sex 

Race 

Education 

Employment Status 

Pri or Record 

Type of Weapon 

Time of Day 

Pl ace of Arrest 

Type of Robbery 

Pl ace of' Occurrence 

Age of Victim 
Sex of Victim 

Value of Stolen Property 

;t i 

Measure -- Description and Codes 
Age of Offender at Arrest 
Sex of Offender 

M. Male 
F. Female 

Race of Offender 
W. White 
B. Bl ack 
1. Indi an 

Last year of school completed by 
Offender 
Employment'Status of Offender 

U. Unemployed at time of arrest 
E. Employed at time of arrest 

Offender has prior criminal record 
Y. Yes 
N. No 

Type of Weapon 
K. Knife 
G. Gun 
N. None 

Time of day robbery occurred 
(A=A.M., P=P .M.) 

Part of metropolitan area Offender was 
arrested 

S. Suburban area 
C. Central City 

Type of Robbery 
1. R?bbe~y.and attempted robbery 

wlth lnJury 
2. Robbery without injury , 

T 3. Attempted robbery without injury 
ype of place where robbery Occurred 

1. Hi ghway 
2. Commercial House 
3. Gas or Service Station 
4. Chain Store 
S. Residence 
6. Bank 
7. Miscellaneous 

Age of Victim 
Sex of Victim 

M. Male F. Female 
Dollar Value of Stolen Property 
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These examples illustrate an important distinction between variables 
that is useful in specifying a pl~oblem. Variables malY simply categorize 
behavior or traits; they may rank categories, in the order of their 
seriousness or desirability; or they may quantify the trait or behavior. 
The first type of variable simply divides behaviors or traits into 
categories which are exhaustive and mutually exclusive. This type of 
variable is called a categorical variable or a nominal measure of the 
trait or behavior.7 (The relationship of measures to variables is 
elaborated in section 5, below.) In Exhibit 1-5, each offender is 
classified as either male or female, and a single offender cannot be both 
sexes. Other categorical, variables in Exhibit 1-5 include race of 
offender, employment status, prior record, type of weapon, place of 
arrest, place of occurrence, sex of victim, and time of day. The second 
type of variable simply rank orders the categories of nominal measure. 
Type of robbery~ in Exhibit 1-5, is a variable in which categories of 
robbery are ranked from the most serious type of robbery, with a value of 
1, to least serious type} with a value of 3. A third type of variable is 
a continuous variable which "orders values over a specified r'ange"8 
but in this case the values are quantifiably comparable to each other: 
In the rank ordered variable, for example, though robbery of type 1 is 
more seri ous than robbery of types 2 and 3, the numbers are used only to 
differentiate one category from another. In a contirluous variable, 
however, like age of the victim, a category with a value of 36 is twice 
that of a category with a value of 18. Other examples of continuous 
variables in Exhibit 1-5 are age of the offender and the dollar value of 
stolen property. 

Problems of basic interest in criminal justice analysis are those 
indicated by the following variables: type of crime, unacceptable rates 
of crime, fluctuations in crime rates, etc. Frequently, an analyst is 
concerned with the ways -jn whi ch certain crime vari ables fl uctuate from 
time to time or from pl ace to pl ace in his/her city. It may be noted 
that over the period of several years, some crimes have higher rates 
during certain months of the yea~--such crimes as auto theft--while other 
crimes, such as commercial robberies, appear constant throughout the 
year. Why do these crimes either vary or remain constant? 

'l; 

In criminal justice analysis, variables relating to the types and 
rates of crime are typically considered dependent variables; that is, the 
value which a (dependent) crime variable assumes is thought to be 
influenced by the values assumed by otheY' kinds of variables--such as 
season of year, climate, unemployment rate, population growth, or the 
changing age compositi on of the popul at; on. 9 The other vari abl es which 
seem to i nfl uence the types and rates of cr ime are ca 11 ed independent 
variables. Independent variables help to explain or to 8redict the 
values which are likely to be assumed by dependent variables.1 

./ 

To summar'!ze;, A si ngle concept may be made observable through' one or 
more variables. , A single variable may have a level of measurement which 
is categori cal, rank-ordered, or conti nuous. That same vari able may al so 
be either 'Independent or dependent. (And as will be noted in greater 
detail in section F, below, a vi..triable which ;s independent may also be 
classed in a th.ird way--as descriptive or causal.) 
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E. Elaboration of Measures 

A measure is defined as an observable qualitative or quantitative 
indicator used as a standard for description or comparison. Measures of 
the variables in the Robbery Data Set were presented in Exhibit 1-5. 
Measurement is the procedure of classifying "cases" (the unit being 
analyzed, be it "robberies" as in Exhibits 1-4 and 1-5, or "respondents" 
as in a victimization survey) into well defined categories of a 
vadable. Exhibit 1-6 presents the specific values of each variable 
identified in Exhibit 1-5. 

There are
i 

generally, two types of problems associated with 
meaSUl"ement: the accuracy of the measures used in an analysis and t~e 
meaning of the classifications selected. Measurement accuracy 1S 
considt~red in Chapter 2. Assigning meaning to the classifications used 
requires the adoption of a rule by the analyst. "A Y'ule is a guide, a 
method, a conmand t.hat tell s us what to do." An example of a measurement 
ru 1 e wh i ch ran k orders is: II Ass i gn the numera'l s 1 through 5 to 
individua.ls according to how nice they are. If an individual is very, 
very nice, let the number 5 be assigned. If an individual is not nice at 
all, let the number 1 be assigned. Assign to individuals between these 
limits numbers between these limits."l1 In Exhibit 1-5 the rule used 
to measure the variable "employment status" was: "Assign a lUI to all 
offenders who are unemployed at the time of their arrest and an lEI if 
they are employed." The val idity of the measure U or E, of course, 
depends upon how employment or unemp 1 oyment are defi ned. Just as there 
are "good" and "bad" definitions of employment, for example, there are 
good and bad measurement rul es and good and bad measures • Val i dity will 
be discussed in greater detail in Chapter 2. 
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EXHiBIT 1-6. 
VARIABLES AND VALUES,\ DATA SET·Of 15 ROBBERY INCIDENTS 

OCCURRING IN AUGUST AND SEPTEMBER 

August 

• 

September 

~Ro~b~b~er~y~In~c~id~e~n~ts~' __________ ~I __ ~2~ __ ~3 ____ 4~ __ ~5 __ ~6~~7, __ ~8~ __ 9~~1~0 __ ~11~~1~2 ___ 1~3~_~14~~1~5 __ 
Selected Offender 
Variables 

Age 

Sex 

Race 

Education 

Employment Status 

Prior Record 

Selected Crime 
Variables 

Type of Weapon 

Time of Day 

Place of Arrest 

Type of Robbery 

Place of Occyrrence 

Selected Victim 
Characteristics 

Age 

Sex 

25 

M 

I~ 

8 

U 

Y 

K 

7p 

S 

2 

3 

30 

M 

26 

M 

W 

10 

U 

Y 

G 

8p 

S 

2 

2 

41 

F 

32 

F 

W 

12 

E 

N 

N 

5p 

S 

3 

3 

45 

F 

41 

M 

W 

12 

E 

N 

G 

5p 

C 

1 

4 

22 

M 

24 

M 

B 

6 

U 

Y 

16 

M 

B 

10 

E 

N 

K K 

la lOp 

C C 

1 1 

3 

61 72 

M M 

Value of Stolen Property 100 350 0 100 na o 
*For explanation of variables and values see Exhibit 1-5 
Source: Hypothetical data. 

" 

21 

M 

B 

7 

E 

Y 

G 

2a 

C 

1 

2 

49 

F 

75 

19 

M 

B 

6 

U 

N 

G 

2a 

C 

2 

3 

31 27 

M M 

6 

U 

N 

N 

1a 

C 

2 

6 

W 

o 
E 

N 

G 

3a 

C 

2 

2 

27 

M 

W 

12 

E 

Y 

G 

3p 

C 

2 

3 

81 25 35 62 

F M M M 

30 

F 

W 

12 

E 

Y 

N 

la 

S 

2 

5 

65 

F 

17 

M 

B 

10 

U 

Y 

G 

2p 

C 

2 

2 

19 

M 

B 

12 

U 

N 

20 

M 

W 

12 

E 

N 

K K 

1a 8a 

C S 

1 3 

·1 1 

35 72 60 

M M F 

25 4000 150 75 600 1500 65 o 
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In specifying a problem the analyst should be aware of these issues 
and work toward developing measurement procedures that are based on sound 
measurement rules, that are ~consistently applied, and that have measures 
which are fully defined. A central element of problem specification is 
that for a single concept there will usually be several variables to 
select from and that for each variable there are many possible measures. 
The ana lyst I s wor k is to i dent i fy these a 1 tern at i ves and to make cho ices 
most appropriate to the nature of the problem. 

F. Postulating Hypotheses 

Hypotheses are, statements asserti ng a re 1 ati onship betweeri two or 
more concepts, varlables, or measures. A major distinction between a 
concern and a hypothesis 'is that hypotheses are testable and 
consequently, may be an effective tool of the analyst. Questions 
(concerns) such as "are older people more likely to be robbed than young 
people?" and "do burglars strike at the hOines of the wealthy more often 
than at the homes of the poor?" are not directly testable. The analyst 
must develop and test one or more hypotheses impl'led by such questions. 
For example, the analyst might test to see if the robbery rate is higher 
a~ong t~e elder1~ than among younger residents, and if burglary rates are 
h1gher 1n wealthler areas of the city than in poor areas. 

\ 

One way of describing the relationship between the variables in a 
hypothesis is by indicating which are independent and which are 
depe~dent, as ,noteq briefly in section D above. The relationship is more 
preclse1y, de:lned lf one can further categorize the independent variables 
as descrlptlVe or causaL Thus, if burg1 ary rates (the dependent 
v~riab1e) vary in association with the wealth or povet"ty of areas of the 
:lty (the lnde~endent ,variable), it is important to know that the 
lndependent varlab1e, ln this hypothesis, is considered descriptive 
rather than causal. 

Many hypotheses in criminal justice analysis are of a descriptive 
type in which no causal relationship is implied. Such statements as 
"crime has increased in Chaos City between 1975 and 1979" and "the crime 
rate in Chaos City is higher than in Gotham City" are descriptive 
hypotheses. The for~er is a statement relating crime and time, while the 
1 at~er r~l ate~ cnme and areas. They are subject to empirical 
verlficat~on" l.e:, they are testable. However, it is a severe stretch 
of the lmaglnatlon to suggest that either the passage of time or 
~eography produ~es crime; rather a change in time and place (the 
lndependent varlables) may be merely associated with a change in the 
pattern of crime. 

Causal hypotheses, in contrast, do assert that a change in one 
variable produces or results in a change in another variable. Consider 
the following conclusions of three evaluation studies: ' 

• A study of intensive police patrol in the evening 
indicated that the crimes inhibited by the patrol 
were displaced to the afternoon. 

• A study of the i nsta 11 at i on of burgl ar alarms in the 
commercial area of one city lndicated that the 
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i nsta 11 ati on 1 ed to a decrease in commerci alburg 1 ary 
but a simultaneous increase in residential burglary. 

A study of the effect of improved street 1 i ghti ng 
showed that night robberi es decreased as a resul t of 
improved 1 i ghti ng, but the data suggested that street 
crime moved to new geographic locations and into 
residences and commercial establishments.12 

Implied in the first statement is the causal hypothesis that intensiv8 
police patroling reduces the incidence of crime. In the second statement 
the implied causal hypothesis is that the installat-ion of burglary alarms 
in commercial facilities reduces commercial burglary. The last statement 
implied the causal hypothesis that improved street lighting reduces crime 
in an area. All three studies imply another causal hypothesis: 
10caliz~d and targeted crime prevention efforts displ ace rather than' 
prevent crime. 

Causal thinking is a complex but an important aspect of 
analysis. As Robert Dahl puts it, "policy-thinking is and must be 
causality thinking."13 Formal conditions under which causality may be 
consi dered have been '\ 1Jentifi ed by Mari 0 Bunge. These standards have 
been developed to address the question as to when it is' reasonable to 
apply causal hypotheses. That is, when is the use of causal relations 
valid? These conditions include: 

(1) That the process in question can be regarded as isolated. 
(2) Reciprocal actions do not exist. 
(3) That the antecedents and the consequents be uniquely 

connected to each other, i.e. when each effect can be 
consi dered as foll owi ng (not necessarily in time) 
uniquely from a fixed cause. 14 

Such conditions are viewed more as ideals; in practice, causal hypotheses 
often deviate from these stand~rds without great harm. 

"Strict and pure causation works nowhere and never. 
Causati on works approximately in certain processes 
limited both in space and time -- and, even so, only in 
particular respects. Causal hypotheses are no more (and 
no less) than rough" approximate, one-sided 
rE!constructions of detel~mination; they are often 
entirely dispensable, but they are sometimes adequate 
and indispensable. ' 

To put it otherwise: in the external world there is 
al ways a wi de cl ass of processes the causal aspect of 
which is so important in certain respects and within 
1 im; ted contexts that they can be described as causal-­
although they are never exactly and exclusively 
causal."15 
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Blalock presents an interesting surnnary of the major objections to such 
causal thinking. These objections include: 

(1 ) 

(2) 

(3) 

(4) 

Causal relations are essentia'lly working assumptions or 
tools of the (analyst) rather than verifiable statements 
about rea 1i ty. 
Causal relations are really only applicable to 
completely isolated systems. 
There seems to be no systematic way of knowing for sure 
whether one has located all the relevant variables. Nor 
do we have any foolproof proced~,;res for deciding which 
var'iables to use. 
And that no two events are ever exactly the same.16 

Each of thr;se objections, and indeed many others, to causal thinking 
i nd i cate t' ~e importance of the ana lyst -- his or her own vi ews of 
reasonable.fless and completeness. The rules and procedures identified in 
this chapter for specifying a problem are an aid in causal thinking, as 
are many of the stati sti cal procedures whi ch follow. However these 
"techniques do not solve any of the common-sense difficulties ab~)ut 
maki ng causal inferences. Such techniques may help organize or arrange 
the data so that the numbers speak more clearly to the question of 
causality -- but that is all (these) techniques can do. All the logical, 
theoretical, and empirical difficulties attendant to establishing a 
causal relationship persist no matter what (technique) is applied. 
IThere is, I as Thurber moralized, Ino safety in numbers, or in anything 
else l

."17 

II. Summary 

In this opening chapter the logical foundations and central concept 
Qf analysis have been presented. Problem specification has been defined 
as essentially a deductive process involving (1) identification of major 
concerns, (2) el aborati on of rel ated 'concepts, vari ables, and measures, 
and (3) the generation of hypotheses. Exhibit 1-7 s.urnnarizes this 
process. 

'. 
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EXHIBIT 1-7 

CHAPTER 1 SUMMARY: PROBLEM SPECIFICATION 

No 

, Ves 

. , 
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identify 
Concerns 

Elaborate 
Concepts, 
Variables, 
Measures 

Postulate 
Hypotheses 
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Problem specification depends on an analyst's style and his/her 
ability to develop hypotheses pertinent to real concerns. Hypotheses 
are a powerful tool that provide direction and focus to our analyses 
and, through observati on and measurement, are di '('ect ly testab le~ 
Other approaches to knowledge such as beliefs, intuition or the use of 
authority inform analyses but are not testable directly. The purpose 
of hypothesizing is not to stifle creativity, nor are hypotheses 
suggested as an alternative to beliefs, intuition and authoritative 
pronouncements. These compliment each other and interact in the 
conduct of analysis. 

The differences between and uses of inductive and deductive 
reasoning are rarely obvi'ous to the analyst. Let a model be defined 
as a simplified representation of the real world. Consider the 
following description of the model-building process: 

Step 1: Observe some facts. 
Step 2: Look at the facts as though they were the end 

res ul t of some unknown process (model).' Then 
speculate about the processes that might have 
produced such a result. 

Step 3: Then deduce other results (implications or 
consequences or predictions) from the model. 

Step 4: Then ask yourself whether these other 
implications are true and produce' new models if 
necessary. 18 

The first three steps exemplify inductive reasoning. Step 4 applies 
deductive logic to validate the model. Discovery in this instance, and 
good analysis generally, involves both inductive and deductive 
reasoning. A criminal justice analyst might begin an analysis with a set 
of questions posed b~y a decision-making group, generate the implied 
hypotheses, and ehborate the concepts, variables, and measures. After 
collecting and examining data and testing his/her hypotheses, some of the 
hypotheses may be rejected, a few accepted and most reformulated for 
testing. In reformulating and subsequently retesting the hypotheses 
based on observations and data, the analyst has shifted from deduction to 
inductive reasoning. 

An ana lyst 's ab 11 i ty to measure and to obta i n data to be used in 
testing hypotheses is essential to t~~ conduct of an analysis. The 
process for elaborating concerns into ... ",ncepts, variables, and measures 
is d iffi cul t. In practi ce,. it is the quality of the measures used that 
is of greatest importance. Good measures are relevant and adequate 
expressions of the concerns which initiate the process of problem 
specification. In the next chapter, the issue of what constitutes an 
accurate measure is considered, as are the sources of data typically used 
in criminal justice analyses and methods of collecting data. 
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IThese statements and research questions are. adapted. from 
Wesley O. Skogan and William R. Klecka, ~hel Fear of Cr1me (Wash1ngton 
D.C.: The American Political Science Assoc1at10n, 1977). 

2The Police Foundation, Kansas City Prev~ntive Pa~rol 
Ex~eriment: A T~f,hn~cal Report (Washington D.C.: The Po"ce Foundat10n, 
19 4), pp. v,. x,,, -1 V • 

3George C. Edwards .and Ir:a Sharkansky, The Policy 
Predicament: Makin and 1m lement1n Pub11c Polic {San Francisco: W.H. 

reeman an ,;ompany, , pp 

4The discussion of analytic styles was strongly inf1uenced .b{ 
two sources· Robert R. Blake and Jane Srygley Mouton, The. anarerla 
Grid (Houst~n: Gulf Publish-ing Company, 1964), p. 10, and. M1chae Mon~ 
Harmon IIAdministrative Policy Formulation and the PubllC Interest, 
Public'Administration Review (Sept./Oct., 1969): 486. 

5Fred N. Kerlinger, Foundations of Behavioral Research, 2nd 
ed. (New York: Holt, Rhinehart and Winston, 197'3), p. 9. 

6Earl R. Babbie, The Practice of Social Research (Belmont, 
Calif: Wadsworth Publishing Company, 1975), pp. 30-35. 

7Babbie, The Practice of Social Research, p. 89. 

8Kerlinger, Foundations, p. 39. 

9Herman J. Loether and Donal.d G. McTavish, Descriptive and 
Inferential Statistics: An Introduct10n (Boston: Allyn arid Bacon, 
1976), p. 26. 

10Ibid The issue of causality is more fully discussed in the 
section (If) o~ hypotheses. See also Hubert ~. Blal?ck, .Jr., Causal 
Inference in NOn-eXjerimental Research (Chapel H111: Un1Verslty of North 
Carolina Press, 196 ), pp 27-30. 

11Kerlinger, Foundations, p. 428. 

Cause 

14Mario Bunge, ,Causality 
Press, 1959), pp 335-338. 

15Ibi d. 
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16Blalock, Causal Inference, pp 1l~14. 

17Edward R. Tufte, Data Analysis in Politics and Policy 
(Englewood Cliffs: Prentice-Hall, 1974), p. 5. 

18Charles A. ·Lave and James G. March, An Introduction to 
Models in the Social Sciences (New York: Harper and Row, 1975), pp. 
19-20. 
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CHAPTER 2 

DATA SYNTHESIS 

Review of Problem Specification 

The results of specifying a problem are the identification of 
concerns, the elaboration of concepts, variables, and measures, and a 
list of tentative hypotheses. In Exhibit 2-1 a, preliminary specification 
is presented involving a concern raised about the rehabilitative effects 
of a vocational counseling program for ex-offende¥'s. Part A identifies 
the concern; Part B elaborates some of the concepts, variables, and 
measures re'lated to it; and Part C is a list of the initial hypotheses. 
As discussed in Chapter One, the logical relationships between concepts, 
variables, and measures involve important decisions made by the analyst. 
To organize the decision process, the charts presented in Exhibits 2-1 
and 2-2 help make these choices explicit and facilitate a comprehensive 
assessment of the work product. In Chapter Two, several factors useful 
in refining and assessing the process of problem specification are 
discussed. These factors include: (1) the accuracy of the measures 
selected; (2) the adequacy of the selected hypotheses; and (3) the 
availability of data needed to test the hypotheses. 

Criteria to consider in assessing the quality or accuracy of the 
proposed measures are presented in section I of the chapter. This 
involves a consideration of validity and reliability. Validity is the 
extent to which a measure is an adequate reflection of the concept being 
considered. The validity of crime statistics has been questioned because 
these statistics may not be one-to-one reflections of events.1 Some of 
the factors that influence the validity of crime and criminal justice 
system measures are discussed, and methods of testing validity are 
noted. Reliability refers to the stability of a measure resulting from 
the use of the same measuring procedure at two different points in time 
or ,among groups of similar items at the same time. For example, in the 
problem specified in Exhibit 2-1, assume that a program participant is 

'interviewed by several intake c1erks on the first day of his/her 
participation and that "employment status" 'j,s ascertained by more than 
one clerk, though the same measure and procedures are used by the clerks 
to determi ne th i s i nf ormat ion • The~e may be con s i qerab 1 e var i at ion in 
the participant's responses to the clerks, if his/her memory fails from 
one interview to the next or if he/she does not interpret the term 
unemployed in the same way each time asked about his/her status. The 
greater the variability in responses due to such factors, the less 
reliable the measure. Some of the factors that influence the reliability 
of a measurement process and practices to follow in measuring crime and 
the criminal justice system that will help reduce reliability problems 
are presented. 
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Part A: Concern 

-~------- ----------

Exhibit 2 - 1 
Problem Specific,ation 

Is vocational counseling contributing to ex-offenders' rehabilitation? 

Part B: Elaboration of Concepts, Variabl es and Measu~. 

CONCEPTS 

Recidivism 

Economic Security 

• 

VARIABLES 

Rearrests 

MEASURES 

Number of days b~tween re­
ease ana rl0at'rest clear-

ances on rearrests by crlme 
type • 

...;R.;.;;e;;.;c.;;.o;.;.nv.;..i;;.;c;...;t..;.i..;.;on...;s~ ____________ PTO be develoRedi 

-Beincarcerations { ITo be develoRed) 

No. of days unemployed 
~loyment Status since release. 

No. of jobs held Slnce 
re ease. 

_I_n_c_0Il_1.e _____ , __________ { (T~ be developed) 
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RELATING 
CONCEPTS 

i 1) Improved economic 
I security reduces the risk 
~ of recidivism. 
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RELATING 
VARIABLES 

Improvement in employment 
status reduces the risk of 
r(;,~\rrG'st 

. 
Improvement in income 
reduces the risk of rein-
carceration 

, 

• 

RELATING 
MEASURES 

1) The more days unemployed 
since release the greater 
the frequency of rearrests 
among exconvicts 

2) The fewer jobs held since 
release reduces the fre-
quen~y of rearrests among 
exconvicts. 

! 1) (To be Developed) 

2) 



A second consideration in improving a problem specification is the 
overall assessment of the hypotheses. Pat't C of Exhibit 2-1 identifies 
some hypotheses for the concern about vocat i ona 1 counse 1 i ng. An 
assessment of these hypotheses should consider: (1) the accuracy of the 
measures sel ected; (2) the importance of each hypothesis to 
decision-makers; (3) the testability of each hypothesis; and (4) how 
comprehensive the set of hypotheses is in terms of the stated concern. 
These topics are covered in section II of the chapter. 

,A third consideration in revising and improving a problem 
specification is the availability of the required data. The feasibility 
of an analysis is, in large part, a determination that the required data 
exist and are accessible or they can be collected with available 
resources and in sufficient, time to be useful to decision-makers. In 
most analyses, the data collection effort consumes more resources and 
time than any other component of the pt'oceS$. Consequently, the 
concluding sections (III and IV) of the chapter present: (1) an 
inventory of existing crime· and criminal justice system data sources; (2) 
a discussion of data collection methods; and (3) guidelines for planning 
a data collection effort. 

The outcomes of assessing measures, assessing hypotheses, and 
determining the feasibility of data collection may be substitute 
measures, reformulated hypotheses and, perhaps, a redefinition of the 
concern. These considerations are preceded in the analysis process by 
the development of a preliminary problem specification; they result in a 
detailed problem specification and the development of a related data 
base. These are the basic foundations for the conduct of analysis. 

I. Measurement Accuracy 

A. Vali dity 

Assuming that a concept can be measured, the analyst needs to be able 
to assess the quality of the selected indicator. Such an assessment 
should consider the extent to which a measure is an accurate reflection 
of reality. For example, to what extent do the questions on a community 
survey questionnaire . actually measure II fear of crime"? Does a 
supervisor's rating of an employee adequately measure job performance? 
Are official crime statistics gOOd measures of its incidence? Many 
factors influence the validity of a measure; two that are particularly 
common .in criminal justice studies are (1) the lack of agreement on 
operational definitions of concepts and (2) inadequate research deSigns. 

Developing an operational definition requires agreement on the 
measurement rules and the method of observati on. Such agt'eement may be 
confined to your office or involve the use of a state or national 
standard sueh as Uniform Crime Reports (UCR) definitions or those 
developed by LEAA for national data col1ection. 2 If the analyst and 
colleagues agree that "fear of crime" is to be defined as lithe percentage 
of resi dents who beli eve their neighborhood is very unsafe," this is an 
operational definition. Many of the key concepts used in criminal 
justice analysis lack such definition and much work has been done and 
arguments entered into over definitions of recidivism, deterrence, 
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i ncapacitati on, performance, and productivity. An effort at defining 
performance, productivity; and other concepts used in system analysis is 
presented in Chapter 7. The ability to agree on operational meaning for 
key measures influences pet'ceived validity. "Without agreement, the 
analyst would be lost in a sea of conflicting value judgments populated 
'by creatures of various uncoordinated private wor1ds."3 . 

The selection of a research design also effects the validity of a 
study's findings. Perhaps one of the most provocative criminal justice 
stud i es in recent years was the work of Robert Mart i nson. 4 He ac;sessed 
evaluations of many offender rehabilitation programs conducted prior to 
1966. One criterion of his assessment was how valid the fi'ndings of each 
study were. Validity in the evaluation context is the degree of 
confidence an analyst has that it was the program that caused the 
observed impact. on the offender population and that the value of this 
impact can be explained.5 Martinson argues that the choice of research 
design directly affects a study's validity. Specifically, "true" 
experiments, in which the analyst has most control over the pbservation 
and measurement of behavior, and over· the types and levels of treatment 
received, produce most valid measures. Ex Post Facto designs, in which 
observation and measurement occur only after exposure to the program, are 
the weakest des;gnyielding the least valid measures. A simulated 
research design consisting of pre-tests on one group of subjects who have 
not participated in the program and post-tests on a second group of 
subjects who have not participated represents a mi ddle ground. The 1 ack 
of equivalence in the pre- and post-test groups and the lack of control 
exerted by the analyst cause simulated designs to produce less valid 
findings than "true" experiments according to Martinson. A high 
proportion of the evaluation studies reviewed by Ma~tinson were not 
"true" experiments.6 

There are many ways of testing the validity of a measure. Some tests 
are based on compari ng an observed i ndi cator to some standard of its 
Irea1" value. For example, face. validation involves a subjective 
appraisal by the' analyst of a measure's apparent consistency with the 
analyst's view of its "real!! value. Does the measure make sense? Face 
validity can be enhanced by using multiple judges ~uch as others in the 
office or a panel of experts. 

A second test of validity involves comparing a measure with some 
other measure known to b.e valid. For example, in one study the analysts 
tested the validity of self-reported deviant behavior by comparing 
interview responses to polygraph findings. 7 In the following 
paragraph, a study is described in which self-reported narcotic addiction 
was val'idated using chemical analysis of a urine specimen for each 
respondent: 

In this investigation, noninstitutionalized addicts' 
responses to questi ons regardi ng a number of topics were 
obtained in a situation where, according to Ball (1967), 
interviews were conducted by a highly competent and 
experienced interviewer with considerable knowiedge of the 
addicts' subculture and of lower-class slum neighborhoods, 
who made it cl ear to the addicts that nothing was to be 
reported to the police. These data (which Ball implies 
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were collected under maximally positive conditions) were 
then validated against such outside criteria as FBI 
records and urine specimens. The validation procedures 
revealed that about 20 per cent of the addicts reported 
their first arrests incorrectly and 30 per cent gave 
invalid reports of their criminal histories. Both of 
these reports were validated by FBI data, which may, of 
course, in themselves be inaccurate. However, the use of 
a chemical analysis of a urine specim@~, which is regarded 
as the most valid physical means of ascertaining current 
opiate use, revealed that 29 per cent of those using 
heroin denied such to the interviewer.8 

Such external criteria are frequently not available or are too costly to 
be used and alternative tests of validtty ~re necessary. 

A thi}"d test of validity is to compa,~e the observed measure to 
measures of the same concept developed in other studies by different 
methods. Sellin and Wolfgang compared their index of crime seriousness 
to simil ar inde>tes reported in previous studies. By demonstrating the 
simil arity of their index to these other measures of crime seriousness, 
they concluded that the index was a reasonably valid indicator of the 
concept.9 A similar validation test involved a comparison of UCR data 
and victimization survey estimates of crime. The purpose of this study 
was to assess lithe extent to which the Wes-Skogan Uniform Crime Report's 
'crimes known' figures reflect the underlying distribution of 
victim-defined crime in local conmunities."10 l'he validation test was, 
in part, to compare the UCR data in several cities to victimization data 
for the same cities on two crimes -- robbery and auto theft. 

A fourth validity test is to compare intuitive, a priori assumptions 
about the measure to the observed values of the measure. For example, 
Sellin and Wolfgang assumed that crimes involving harm, loss, or damage 
would have higher seriousness scores than crimes involving no harm, loss, 
or damage. This assumption was confirmed by their survey findings. 

{l. final test of validity is based on a perspective that the measuY'e 
represents to a greater or lesser extent the con~ept being studied. 
Sellin wrote in 1931 that "the value of a crime for index purposes 
decreases as the distance from the crime in terms of procedure 
increases."ll At that time the police furnished the most valid 
measures of crime according to this criterion. 12 Today, however, soml~ 
researchers suggest that victimization surveys provide a more valid 
magnitude estimate of crime. Exhibit 2-2 presents victim-reported 
estimates and police-reported measures for selected offenses in eight 
cities of the U.S. The, victim reported measure appears to be twice the 
magnitude of the UCR data.13 " 
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EXHIBIT 2-2 

POLICE-REPORTED VERSUS VICTIM-REPORTED 
CRIME IN EIGHT CITIES 

By Offense 
Rape 

Police-Reporteda 
3,090 

24,095 
34,274 

119,984 
60,714 

101,085 
65,966 

409,208 

Victim-Reportedb 
6,600 

37,600 
78,100 

325,600 
140,700 
259,500 

Aggravated assault 
Robbery 
Burgl ary 
Larceny $50+ 
Larceny $50 
Auto theft 65 700 

913: 800 Total, all offenses 

aFBI Uniform Crime Reports 
bLEAA National Crime Panel Survey 
Source: LEAA Newsletter, U.S. Department of Justice, 3 (March, 1974), p.1. 

However, similar comparisons presented in the National Academy of 
Science's assessment of the National Crime Surveys (NCS) concluded, in part, 
that even victim··reported crime measures such as those in Exhibit 2-2 only 
represent a porti on of serious crime, for fi ve reasons: " 

1. 

2. 

3. 

4. 

5. 

'. 

Certain serious crimes are not covered by the NCS, e.g. 
white collar crimes such as shoplifting and vandalism 
and violent crimes such as homicide und child 
molestation. 
The different juri~dictional bases of the UCR and NCS 
data make inter-city comparisons difficult. (See the 
discussion of reliability.) 
NCS estimates are affected by the exclusion of "series" 
offenses for certain crimes such as assault and personal 
thefts. 
Sampling error and response bias limit the accuracy of 
the NCS. For example, young, bl ack males are 
under'represented in the NCS sample. (See the discussion 
of reliability.) 
Certain crimes are significantly under-reported in the 
NCS, e.g. personal thefts and assaults.14 

Consequently, it would appear that only a porti on of all serious crimes 
are represented in either pol ice-reported or vi ctim-reported crime data. 
This type of validation, in which a measure represents only a portion of 
the underlying concept suggests that multiple indicators should be used 
to describe a particular coneept. 15 
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B. Re 1 i ab i 1 i ty 

The assessment of a measure's quality must consider reliability as 
W(=!11 as validity. A particular measurement procedure or indicator is 
r~11able to the extent it yields results which are consistent from one 
tlme to another or from one group to another. Bathroom scales and 
~ardsticks are traditional measurement devices used to illustrate this 
1 ssue: 

An ordinary wooden yardstic~ will give approximately 
t~e s~me 1 ength each ~ ime if the same obj ect is measured 
Wl th 1 t a number of tl mes. If the yard st i ck were made of 
an elastic material, its results would not be so 
reliable. It might say that a chair was twenty inches 
high one day, sixteen the next. Similarly, if it were 
made of a mater i a 1 that expanded or contracted great ly 
with changes of temperature, its results would not be 
reliable. On hot days it would say that the chair was 
shorter than on cold days. In fact, the choice Cif wood as 
a material for yardsticks is in part a response to the 
problem of reliability in measurement, a problem certainly 
not confined to the social sciences. Wood is cheap 
rigid, and relatively unresponsive to changes i~ 
temperature. 16 

If an analyst wants to collect data on court backlog, a major problem 
that ~eeds. to ,be dealt with is incomparability; court backlog is 
determlned In dlfferent ways in different jurisdictions. The data on 
c~urt baeklogs may be of dubious reliability since they are compiled in 
dlfferent ways, unless a statewide convention has been developed to 
report backlog. Typically, no such conventions have been developed. 

A sec,ond source of i ncomparabil i ty may be the i nstabi 1 ity of the 
measure ltself. F~r example, certain measures, such as a judge's 
~orkload, are not llkely to vary much over time. Shifts of 30% or more 
ln a single mon~h would more likely indicate a change in measurement 
procedures than ln workload. However, the seriousness of criminal cases 
before~!~~ court is likel¥ to fluctuate considerably and rapidly, so that 
c~mpar' .. Uf1s of. case senousness separated by a significant passage of 
tlme are not llkely to be reliable. 

A ,third so~rce of i~compal~ability may be substantial changes in 
reportlng practl ces overtuile. For example, the Uniform Crime Reports 
whi~h have been pU~l,ishe~ since 1933, have been affected by changes in 
pollce ag~ncy partlclpatl0n, by the way in which crime is recorded by 
local pollce departments, and by the manner in which crime is categorized and aggregated.17 

Another type of re 1 i abi 1 ity problem is the erl"or that is inherent in 
any, m~a~urement . process. ,Suchman identifies five major sources of 
rellab1l1ty error ln evaluatl0n studies that are due to random or chance 
f~~tors: ' 

1. .Subject reliability - the subject's mood, motivation, 
f at1 gue 1 and so on - may momentar i ly affect his physi cal and 
mental health and his attitudes and behavior in relation to 
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public service programs. When such factors are of a 
transi ent nature, 'they may produce unsystematic changes in 
his responses. 
2. Observer reliability - the same personal factors will 
also affect the way in which an observer makes his 
meas urements. These observer factors wi 11 not on ly tend to 
affect the subject's reactions, but also the observer's 
interpretation of the subject's responses. 
3. Situational reliability - the conditions under which the 
measurement is made - may produce changes in results which 
do not reflect "true" changes in the population being 
studied. If the variation in the evaluation situation is 
systematic, one could then, of course, make valid deductions 
about the effect of the evaluation situation upon one's 
measure. However, if such variation is random, then these 
situational factors will not generate any constant bias-­
which perhaps could be corrected to produce valid results. 
but rather wi 11 generate unsystemati c re,sponses which 
produce unreliable results. 
4. Instrument reliability - all of the aforementioned 
factors will combine to produce an evaluative instrument of 
low rel i abi 1 ity. However, certain specifi c aspects of the 
instrument itself may affect its reliability. ~oorly worded 
questilJns in an interview, for example, especially those 
which are ambiguous or double-barreled (i.e., having two 
meanings), may lead to a random variation in responses. 
5. Processing reliability - simple coding or mechanical 
errors when they occur at random or in an unsystematic 
manner also mqy lead to a lack of reliability.1S 

There are two tests often used to assess a measure's reliability. 
The "Test-Retest" procedure is based on the fact that a measurement 
procedure repeated under similar circumstances should yield similar 
results if the procedure and indicator are reliable. For example, the 
initial administration of a performance evaluation instrument in a police 
department results in a rank ordering of patrolmen. If the second, third 
and subsequent ratings tend to result in similar rank orders, then the 
instrument may be cons i dered re 11 ab 1 e. A second test of re 1 i abil i ty is 
based on the assumed equivalence of t\'{o different sets of indicatm"s used 
to measure the same concept. The "Split-Half" technique assumes, ~or 
example, that if the 20 traits identified on the performance evalua~10n , 
instrument, can be divided into two groups of ten, each group would Y1eld 
comparable results in terms of measuring performance. 1\ the t~o groups 
of ten traits are equivalent, the measurement procedure 1S cons1dered to 
be reliable. 19 

II. Assessi ng Hypotheses 

After eva 1 uat i n9 the accuracy of se 1 ected measures, a second step in 
reviewing an initial ';problem specification is to assess the list of 
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hypotheses that were developed. Each hypothesis should be exami ned in 
terms of the following: 

• Can the variables be measured? 
• Are the measures accurate? 
• Is there data to support the measures? 
• Is the hypothesis testable? 
• Is the hypothesis important? 
• Is the set of hypotheses comprehensive? 

Following is a brief discussion of each of these issues. 

A. Can the variables be measured? 

A cOnlnon problem in generating hypotheses is the inclusion of value 
statements in the initi al problem specification. Such value statements 
are not measureable and should either be reformulated or eliminated from 
the list of hypotheses. Words to be on guard for include "should, II 
"ought," "worse," and "better." For example, 

• Juvenile felons are no better than adult felons. 
• The county and city should consolidate their police departments. 

These are value judgments and need to be rewritten into measurable 
hypotheses such as: 

• Juvenile felons tend to be as dangerous as adult felons. 
• A conso 1 i dated po 1 i ce dep artment is 1 ess cost 1y than the combi ned 

costs of the independent city and county departments. 

While it may be difficult· operationally to define "dangerous" and 
"costs," at least they lend themselves to measurement, and are ther'efore 
better hypotheses. 

B. Are the measures accurate? 

Each measure should be assessed in terms of its validity and 
reliability. If there is a choice, use indicators from standard sources 
which are comparable. Check the definitions being used for each measure 
agai'nst standard defin iti ons from nati onal sources or previous studi es. 
Measures that hav~ apparent reliability or validity problems should be 
tested, if possible, and substitute measures or multiple· indicators 
developed from other sources should be used. 

C. Are there data to support the measures? 

There are two aspects to this issue: first, are there existing 
measures that are readily available' which support the hypotheses; 
secondly, can data be co 11 ected with available resources and in 
sufficient time to be useful to decision~makers. The last two sections 
of this chapter cover these topics in depth. Clearly, hypotheses for 
which data do not exist, or for which data cannot be obtained should be 
eliminated or revised. 
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D. Is the hypothesis testable? 

A hypothesis should be related to available techniques useful for 
testing the acceptability of the statement. Exhibit 2-3 il1ust:ates some 
of the re1ati onships between types of hypotheses, characteristlcs ,of the 
population being studied, and the appropriate types of statlstical 
methods.20 
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EXHIBIT 2-3 

TYPES OF TECHNIQUES FOR TESTING VARIOUS HYPOTHESES 

Single Case Po~ulation or Census 

1. Measurement of one 2. Measurement of one 

variable on one case. variable and des-

cription only. 

4. Measurement ~~1d list- 5. Comparison and in-

ing of two or m.ore ference about rela-

variables taken on a tionships among two 

single case. or more variab18s. 

Source: Adapted from- Philip J. Runkel and Joseph E. McGrath 
Research on Human Behavior. (New York: Holt, 
Rinehart and Winston, Inc., 1972 ) p. 29 • 
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Sample 

3. Measurement and in-

ference concerning 

one variable. 

6. Comparison and in-

ference of rela-

tionships among two 

or more variables. 
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The first cell of Exhibit 2-3 requiires only measurement and 
comparison. For example, hypotheses may be asserted as questions or 
statements: 

(1) How much money was spent for law enforcement in Chaos City in 
1978? 

(2) What does the mayor feel is the mos1: important criminal justice 
problem? 

(3) Law enforcement expenditures increased in Chaos City between 1977 
and 1978. 

The first and second questions require only ii single observation for one 
case. The measure in the fi rst hypothes'is is the 1 aw enforcement 
expenditure in 1978 and the single case is Chaos City. In the second 
hypothesis the measure is the percei ved most important crimi nal justi ce 
problem and the mayor is the single case. The third hypothesis 
illustrates the change in a single case (Chaos City) on a single variable 
(1 aw enforcement expenditure) over time (19n~1978). Hypotheses 1 and 2 
simply require measurement, while the 3rd requires comparing two or more 
observations. Techniques for performing suc/'1l comparisons are presented 
in Chapter 4. 

The second cell represents hypotheses involving the measurement of 
all cases in a finite population on a s'ingle variable. A finite 
population could be counties in the state, states in the country, months 
in the years, offenders arraigned during the month of July or downtown 
businessmen in Chaos City. The "case" for each population would be 
count; es, states, months, offenders, and ·downtown busi nessmen, 
respectively. While the number of cases may vary dramatically, e.g. 12 
months, 50 states, 250 downtown- bUSinessmen, only one variable is 
measured for all the cases. 
For example, 

(4) How many narcotic addicts were arraigned in Chaos City Court 
during the month of July? 

(5) Downtown businessmen in Chaos City feel that shoplifting is a 
major crime problem. . 

(6) What was the average total criminal justice expenditure for all 
states in 1978? 

(7) What was the average monthly workload of the Chaos City court 
during 1978? 

(8) The average total criminal justice expenditure for all states 
increased between 1977 and 1978? 

In hypothes is #4 the var i ab 1 e of interest is the presence or absense of 
narcotic addiction clmong arraigned offenders. The ~ is the arraigned 
offender and the population is all arraigned offenders during the month 
of July in Chaos City. In hypothesis #5 the variable to be measured is 
the perceived magnitude of the shoplifting problem; the case is the 
downtown businessman; and the population is all downtown DiiSlnessmen. 
The variables, cases, and populations are similarly defined for 
hypotheses #6 and #7. In each of these hypotheses the appropriate 
treatment of the data is with the descriptive methods presented in 
Chapter 3, e.g. measures of central bmdency and vari ation. Hypothesis 
#8 requires the use of descriptive and comparative techniques presented 
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in Chapter 4. The variable in hypothesiS #8 is total criminal justice 
expenditure between 1977 and 1978; the case is each state; and the 
population ;s all states. 

Sampling and statistical inference are requ'ired to test the type of 
hypothesis entered in the third cell of Exhibit 2-3. These hypotheses 
involve making generalizations about a population based on a sample of 
cases rather than on all of the cases of the population. For example, 
one m~ want to know: 

(9) What percentage of Chaos City residents indicate that they 
are very afraid of street crime? 

(10) What is the average annual income of adult felons arrested 
in Chaos City? 

(11) The percentage of Chaos City residents who were very 
afraid of street crime decreased between 1977 and 1978. 

Obtaining a measure of each of the variables in these three hypotheses 
for every resident of Chaos City or for every adult felon arrested in 
Chaos City, would-be too expensive and impractical. One way of obtaining 
the necessary information at lower cost is to select a sample of cases 
and use them to represent findings for the entire population of residents 
or of adult felons. In order for this approach to venerate the quality 
of information needed, it is necessary to select the sample so that each 
case in the population sampled has kno\lm chance (probability) of being 
included in the sample and so that the procedures for deciding which case 
to include are unbiased procedures (such as flipping a coin). (Sampling 
is discussed in greater detail in section III, D of this chapter.) The 
informati on obtai ned from the cases i ncl uded in the sample provi de a 
basis for making inferences about what the findings would be for the 
entire' population. If the sample is appropriately selected, it also will 
be possible to estimate the degree to which sample results are likely to 
differ from the results which would have been obtained if all the cases 
in the population had been included. 

In hypotheses #9 the population to be sampled from is all Chaos City 
residents; a case is each resident respondent; the variable to be 
measured is the~r of street crime; and the sampling procedure might be 
to randomly sel ect 500 resi dents from the city's telephone di rectory for 
a telephone interview. In hypothesis #10 the popu'lation is all adult 
felony arrestees in Chaos City; a case is each adUlt felony arrestee; the 
variable to be measured js their annual income; and the sampling 
procedure might be to select fey' measurement 1 in every 10 adult felony 
arrestees for the first week in each month for one year. 

Chapter Fhe covers selected topics in statistical inference. 
However, it does not cover the estimation of a population parameter given 
a sample value of the parameter. (A parameter is, for example, an 
average or proportion).21 Hypothesis #11 involves comparing an 
estimated population parameter at two points in time. Such a test of 
difference is not treated in Chapter 5 and usually requires the 
application of analysis of variance techniques.22 
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otheses are treated in the second row of Exhibit 
- • e our cell there is only on b ' , 

values of two variables. For example, e case e1ng exam1ned for 

(12) The age, of the Mayor of Chaos City is related to his or her 
(13) p~rceptlon of the most important criminal justice problem 

Dld th~ amoun~ of total city expenditures and law enforc~ment 
expendltures ln Chaos City increase between 1977 and 1978? 

These" like hypotheses #1-#3 (cell 1) '1 
com f ' slmp y require measurement and parlson 0 two or more variables. 

Hypotheses in the fifth cell '1 ' 
strength of relationships between vari~br~s~e F~~s~~~~fe,the nature and 

(14) Wh~t i s ~he re 1 ati ons hip between sentence 1 en th and 
~~lme CS~trlodus~ss for all convicted juvenile fe'ons in 

( aos } y urlng ?uly and August? 
15) There 1S a rel atl onship between the total crime index 

l
and total law enforcement expenditures for all states l'n 

970 and 1978. 

These hypotheses are simi 1 ar to thos' 11 

~~~:~~:~: tgom~~~~i~~e i ~~~rm~ti ~n ,a~o~t 1~hece.re1a1i o~~~~~t b~~~~e~t t~! 
relationships are presented inl~~~~~~~~a1 a~~c~~lqUeS for assessing such 

Th~ last cell of Exhibit 2-3 is similar to the 3rd 
~~~:~!~O~ that these ~ypotheses involve implied causal c~~iat~~~~hfph; 

wo or more varlables. For example, 

(11°7'") T () T~e age of residents affects their fear of street crime 
Che ave~age annual income of adult felons arrested in 

~os Clty seems to irlfluence the seriousness of the 
crlmes committed. 

(18) ~id p~osecution expenditures have a declinin 
lnlclretaStlng effect on the incidence of serious crime; f~~ 
a s a es change between 1971-1976? 

~~~t:;;h~i\~eds ~sef~l in assessing such relationships are introduced in 
and other multi va;i ateOWmee~e;odSpog~Ulbaetylo' °nn

d 
tehstimati on, ana,lysis of vari ance 

e scope of thlS text.23 

dete;~i ~~d~~~lh:rhe a t:i:ta:~~~:YSh~Ul ~ gypothesisd an an~lyst wi 11 have to 
of the i nformati on gai ned from the sam~l~ccePT~ or r,eJecte~ on the basi s 
partial guide for considering th·d e prevlou~ dlScussion is a 
decisions.~4, If a h me 0 s useful In aiding such 

f~~~l ~~s t~~~~l~~e. pr~Z~~~h!~S :~~t ~;:~~:t;. ~ \ ~~~ nta~le~ah.r lYIf t~ ~;~ot ~~~1~ 
assistance should be ht If 1 ar 0 t e analyst, expert 
hypothesis should be r:~~ied ·or eli~~~~te~S.sistance is not available, the 
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E. Is the hypothesis 'important? 

A final consideration in assessing a hypothesis is its importance. 
Importance here is used in reference to the decision-makers -- what will 
they be interested in? How central is the hypothesis to their concerns? 
Ass~m~ng that a findin'g should be accepted, what value has it for the 
dec1 s.' on-maker? Though the analyst may make subjecti ve judgements about 
the 1nterests ?f ~ey ~ecision-makers the k.e~ factor in determining the 
value of a f,nd1ng 1S the analyst's ab,l,ty to isolate and define 
vari~bles which can be manipulated through programs and policies. It is 
of l't~le use.to demonstrate. the relationship of a variable to the crime 
rate, lf the lndependent varlable cannot be manipulated through programs 
an~ policies •. It is ~f little use to demonstrate a relationship to the 
crlme rate, ~f the lndepende~t v~riable is not subject to planned 
ct!ange., Stud1es of ~he rel~tl0nshlp between crime and either police 
d1s~r~tl0n or sentencl~g POllCY, both of which may be influenced by 
decls1o,n-makers, are llkely to be more effective than studies relating 
the crlme rate to popul ati on density. Ori enti ng hypotheses to be more 
tractable requires both a theoretical understanding of the concern and a 
knowledge of the decision-making process. 

F. Is the set of hypotheses comprehensive? 

, ,Once ~ach hypothesis has been, scruti nized as just discussed and a 
revlsed l1St of hypotheses has been prepared, a final assessment should 
be perfo!'med. This m~ans to revi ew the list comprehensively, (not each 
hypothesls .onea~ a t,~e) and consider the scope and coverage provided. 
In conductwg thls re~l ew the seven concepts introduced in Chapter One 
(p. 6), should be.cons~dered. I"! an ~rea such as system operations has 
~een ~gnored., flll 1n the llSt wlth an additional hypothesis(es) 
lnvolvlng thlS concept. If the list is unbalanced i.e. has too many 
hyp?t~eses in a spec;~ic area, eliminate duplicat~s and' fill in with 
addlt,?nal hypotheses 1n the other areas, if necessary. It should be 
~mphas~zed that t~r~ugh~ut the analysis pr?cess, a problem specifi cat; on 
lS subject to mod1flcatl0n. For example, 1f data proves un'lvailable, or 
test results are ambiguous, the analyst should adapt the specification to 
this new informati on •. 

III. Data Sources 

A. Alternative Data Sources 

, A wealth of data is available in the criminal justice field. 
However~ the major problems facing the analyst are (1) how to select 
appropr1ate data ~ro~ eXisting s~u\ces, (2) identifying what new data are 
needed, (3) deslgnlng an eff1clent and effective data collection 
procedure, an,d, (4) assessing the quality of the obtained data. A useful 
wa~ of organlz1ng t~e m?ss of data available in criminal justice is to 
thlnk of data needs ln SlX major categories: 

• Victim-Reported Crime Data 
• Pol ice-Reported Cl'irne Data 
• Public Opinion Data 
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• Demographic Data 
• ' System Data 
• Juvenile Data 

Victim-Reported Crime Data, the first category, provi de.s data to 
answer one of the questions most often asked, "How much crime is there in 
this community (or state)?" Such data are usually obtained from 
victimization surveys which ask citizens about recent situations in which 
they have been vi ctims. Data on some crimes such' as ki dnappi ng (which 
occur too rarely to be effect'ively picked up by surveys.) must come from 
official (i.e., Police-Reported) data sources such as. the Uniform Crime 
Reports (UCR). Clearly, while such information is frequently referred to 
as "actual" crime data, the term is misleading since victim'ization 
surveys usually utilize samples rather than a complete census of the 
population of victims. 

Police-Reported Crime Data provide measures of the volume and type of 
crime reported to law enforcement agencies. UCR crime data do not 
reflect all crimes which have been commited. For example, "in a 1973 
national survey of crime victims, the reporting rate for simple 1 arceny 
was only about 18 per cent."25 

Pub 1 i c opi ni on data obtained from surveys and i nterv; ews are useful 
in answering questions such as "What crimes concern residents and 
businessmen most?" and "How well do citizens feel the criminal justice 
system is working?" 

Demographic data help answer the question, "How many people or 
businesses of various types are victims of crimes and· what are the 
characteristi cs of these vi ctims?" Demographic data are used in 
calculation of crime rates and to analyze the correlates of crime. 

Data on the crimi na 1 justi ce system are needed to answer questi ons 
such as, "How does the crimi nal justi ce system respond to reported 
crime?" and "Are system faci1 iti es and resources adequate to deal with 
the current level of offenses?" 

Juven i 1 e data are found i n all the other data categor i es, but are 
treated in this text as a separate category because of laws requiring 
speci al handl i ng of such data to ensure confi denti al ity. In additi on, 
the juvenile justice system is normally separated from adult facilities, 
as is the data collection apparatus. 

Data f rom each category also can be used i n many d i ff erent types of 
combi nati ons to answer a bY'cad range of general and specific questi ons. 
When combining different data sources, it is important to ask if the data 
sources are compatible. For example, do the data cover the same time 
period? Are the discrepancies between data sources so great as to make 
any findings questionable? The problem of compatibility is always 
troublesome when using different data sources, particularly in a field 
such as crimi nal justice where many different data bases are avail able. 

These six types of data may be consi dered secondary data. Secondary 
data are data that have been collected in conjunction with other analyses 
and are currently available in easily usable form. For example, 
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published U.S. Census reports containing populat.ion data are secondary 
data. So is a report on a victimization survey for a locality, or an 
annual police depar'bnent report sunmarizing crimes committed during the 
past year. Primary data are data which are not currentl available in 
easily usable orm. These ata must e obtalne t roug observatlon an 
,collection by such methods as surveying or interviewing or by developing 
a new data set from administrative records. 

B. Informati on Systems as a Data Resource 

A major data resource in many jurisdictions is the existence of a 
crimi na 1 justi ce i nformati on system. An i nformati on syste,n as used in 
this chapter refers to either (1) system designs which include 
specification of data elements (variables) which are not automated or (2) 
a system desi gn that i ncl udes data el ements and a seri es of computer 
programs, fully 'documented and available on request. An example of the 
former is the "State Judici al Information System" (SJIS) which represents 
a committee decision not to attempt to write a set of computer programs 
applicable to many states with varying information needs. Each of the 
participating states has arrived at its own solution, using as much of 
the SJIS system design as it desires. The National Trial Court 
Information System (GAVEL), like SJIS, is a system design which 
represents the ideas of a national committee of court administrators 
about which records are to be kept, about definitions of key variables, 
and about report formats. Various aspects of GAVEL have been 
incorporated into the Prosecutor Resource Management I nformati on System 
(PROMIS) but there is no GAVEL software package. SJIS and GAVEL 
represent individualized system designs which are not suitable for 
transfer to other jurisdictions, nor are they necessarily a ready source 
of data. 

In jurisdictions which have PROMIS, an excellent data source exists. 
PROMIS is a series of computer programs that serves a variety of 
functions in different organizational settings. It was developed 
specifically as a tool to (1) assist in allocating resources based on the 
importance of a criminal case, (2) to control scheduling and logistical 
problems, and (3) as a mechanism for monitoring the even-handness of 
discretion. It also is useful as a research and analysis tool, providing 
data and data manipulation capabilities where little or none existed 
prior to its implementation. PROMIS functions within the Coul-t System in 
Tall ahassee, Fl or; da; it is the nucl eus of the Rhode Isl and SJIS state 
Judicial Information System; the (JUSTIS) system of Milwaukee was built 
around PROMIS and serves the Court, the Prosecutor, the Sheriff, and the 
County Clerk. PROMIS is an operational system in over twenty cities and 
it is in various stages of transfer to over 100 other cities and 
states. 26 

Exhibit 2-4 illustrates these information systems. Also included are 
five nationally-sponsored data series that provide different types of 
data used in criminal justice analysis: the national victimization 
surveys, the Uniform Crime Reports, Offender-Based Transaction 
Statistics, Computerized Criminal History, and the Expenditure and 
Emploj111ent data series. The two systems identified 'that are operational 
are PROMIS and CMIS (formally known as OBSCIS-offender-based state 
Icorrectional information system). 
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POSSE, a police infonnation system for small size cities, and the 
Standardized Crime Reporti ng System (SCRS) are currently under 
developnent. SCRS indentifies specific data elements police need to 
collect. ABCR is a software program which classifies crime 
characteri sti cs into UCR, state statute, (NCIC), or any other 
classification. These secondary data sources and information systems are 
discussed in greater detail in section 5d below. 

C. Secondary Data Sources 

(At the end of the chapter Appendix A is a comprehensive list of LEAA 
Statistics Division Publications (FV's 1971-1980). These are a 
sUbstantial source of secondary data used in criminal justice analysis as 
discuss~d in this section.) 

1. Victim Reported Data 

The first nati onal vi ctimi zati on survey was conducted in 1966. In 
1972 the National Crime Surveys were initiated by LEAA and the U.S. 
Bureau of the Cens us. These surveys were desi gned to measure the extent 
to whi ch persons age 12 and over, househol ds, and busi nesses have been 
vi ctims of certai n types of crime, and to describe the nature of the 
criminal incident and the victims.27 The National Crime Surveys 
consisted of four survey efforts: 

(1) National Household Survey -- A sample of 60,000 households 
fran throughout the U.S., each interviewed at 6-month 
intervals~ This survey has been conducted continuously since 
July 1972. I 

(2) City Household Survey -- A sample of 10,000 households in 
each ·of 26 central cities was surveyed. In 1972-1973, 
surveys were conducted in the five largest cities -- New 
York, Los Angeles, Detroit, Chicago, and Phihdephia -- and 
the eight impact cities -- Baltimore, Cleveland, Dallas, 
Denver, Newark, Portl and, and St. Louis. In 1974, 13 
different cities were surveyed Buffalo, Cincinnati, 
Houston, Miami, Milwaukee, Minneapolis, New Orleans, Oakland, 
Pittsburgh, San Diego, San Francisco, and Washington, D.C. 
The initial 13 cities were resurveyed in 1975. After that 
date the City Household Survey was discontinued. 

(3) National Commercial Survey A sample of 39,000 
establishments fran throughout the U.S. which were 
interviewed at six month intervals beginning in July 1972. 
This survey was discontinued in 1978. 

(4) City Commercial Survey -- A sample survey of establisllnents 
located in the same cities used for the City Household Survey 
varied from 1,000 to 5,000 establisllnents. This survey was 
also discontinued in 1976. 

These Victimization surveys were designed to achieve two principal 
objectives: (1) provide in-depth and dynamic descriptive measures of 
criminal Victimizations and (2) provide measures that are useful for 
prob1e.m and policy-oriented analysis. The type of infonnation contained 
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in these surveys includes: 

• 
• 

• 
• 
• 

characteristics of victims failing to report crimes to 
police; d h' 
risk of victimization related to emograp lC 
characteristics of victims. such a~ rac:, sex, age, 
occupation, geographic locatlon, a~d .lncome, . 
consequences of victimization -- 1 nJ ur'y , medlcal costs, 
financial losses due to property loss, extent of 
property recovery, days lost from work; 
characteristics of offenders such as ag~, ~e~, a~d raced 
number of offenders involved in th~ V.lctlffilZatlon, an 
the offender's relationship to the vlctlm;and .. 
attitudes of respondents toward aspects of the crlmlnal 
justice system and crime. 

d d t 1• n crl'me and crimi nal justi ce analyses The uses of victim reporte a a 
are numerous. For exampl e: 

• Victim reported data provide a clearer picture of the 
magnitude of the crime probl em and factors rel ated ~o 
it with subsequent implications for changes need~d ln 
th~ criminal justice system to control or reduce crlm~; 

• Place and time of occurrence can suggest poll~e 
operati ons strategi es. For example, sane .geographl c 
areas (e g downtowns) may have substantlally m~re 
night-tim~ "c'rime and need additional police protectlon 
or street 1 ighti ng. . 1 ff t 

• Reasons for' not reporting can suggest specla e or.s 
to get vi ctims to report, and can suggest areas 1 n 
which increased system response may be necessary. 

• The cost of crime can be more accurately cal cul ated, 
permi tti ng more accurate studi es to be made of the true 
benefits and costs of exi sti ng or proposed programs and 

• ~r~i~~; ~~~f,~~sess·urvey data can suggest a~diti oryal 
elements of offenses that should be recorded ln pollee 
offense reports. . '. t t 

• Victimization survey data can pr?vlde an .,mpor an 
perspective on changes in rate of crlme over tlme. 

There has been much substantive .an.d m~thodological .cr1i~c~s! ~~ i~: 

rl~~i~~Z!~or";~r::a~· re~~~ ":t ~'fct~~~'ti':;e;;l:'~ ~~. "?;. ~:s .~;t~!;~ 
(2) certain crimes are not covered; (3) smal area an~ YSl 1 
racti ca 1 due to both pri vacy restri cti ons and the nature ,.of. the samp es 

~sed; and (4) sampling bias resulting in reliability and valldlty problems. 

A major diffi culty in obtai ni ng accurate crime data based ~n vi i~~~ 
reports is the need for recall. The recall problem was a frO~usch~Ck~ S were 
conducted in San Jose, California, where reverse reco . 
conducted. In reverse record checl~s, Pfe.~seosns _~~o t~:~e ;e:of~~~r~f~::J ~~ 
the pol i ce are sel ected from po 1 ce 1 Ck d t . the 
without being told how they. h~v~ b~en SeleC\~d -- sa~o ~o~~mlnestUdY 
accuracy of reported vlct'lmlzatlons. e 
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indicated that victimization data significantly underrepresent the actual 
amount of crime because of non-recall. 28 

The other three limitations described above are related to the survey 
procedure. Usually the number of 'respondents is too small to permit 
small- area (e.g., nei ghborhood 1 evel) analysis. Crimes whi ch occur rarely 
such as ki dnappi ng and skyj acki ng are not pi cked up accurately through 
sample surveys, and offici al reports must be used for this type of 
data.29 (See Exhibit 2-5 for a sllnmary of information on Victim 
Reported Crime Data.) 
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EXHIB IT 2 ... 5 

VICTIM REPORTED DATA, SUMMARY 
\ 

TYPE DEFINITION 

Victim Report- Indicators of 
ed Data types & 

magnitude of 
crime 

SOURCES 

• Nati onal 
crime 
surveys 

• Local 
victimizat-
i on surveys 
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USES 

• True picture 

• Magnitude 

• Correl ates 

II Impl i cati ons 
for change 

• Pl ace and 
time of 
occurrance 

• Operati onal 
strategies 

• Reasons for 
reporting 

• Costs of 
crime 

• Perspecti ves 
on data 
changes 

LIMITATIONS 

• Forgetting 

• Sanpling 
errors 

• Small Area 
limitations 

• No data on 
some rare 
crimes (e.g. 
ki dnappi ng 
homi ci de) 

• Popul ati on at 
risks rates 
are difficult 
to obtai n 

• U nre 1 i ab 1 e 
data on i n-
frequent 
crimes (e.g. 
f'ape) 
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2. Police Reported Data 

The data which are most readily available are based on police 
reported crime, or "crime statistics" as these data are sanetimes 
called. Crime statistics are the official records of reported offenses 
and arrests. The sour.ces for such crime data include: 

• local police department reports; 
• reports by Criminal Justice Planning Agencies or Statisical 

Analysis Centers; 
• State Uniform Crime Reporting Programs; 
• national data collected by the FBI available in the 

Uniform Crime Statistics (UCR) reports; and 
• crime-ori entated i nformati on systems -- SCRS and ABCR. 

a. Local Police Department Reports 

Reports surrmarizing local data may be the richest source of data on 
reported offenses and arrests. Many localities have developed their own 
reporting systems which record crimes of particular interest locally. 

b. State/Regional Criminal Justice Planning Agency Data 

The majori ty of states in the United States have one or more of the 
following state criminal justice-related agencies which collect statewide 
crime statistics: a state Criminal Justice Coordinating Council, a 
Statistical Analysis Center, or a UCR data collection program. These 
agencies will have the most complete crime data on a statewide basis. 

c. State Uniform Crime Reporting Programs 

In 1979 forty-fi ve states had a State UCR program and three state 
programs were under developnent. UCR state programs serve parti cul arly 
valuable functions including: 

• assistance in enacting laws requiring local UCR 
parti ci pati on; 

• collecting more information than required by the national 
program; 

• production of annual and some semi-annual publications; and 
• responding to local requests for data. 

Such programs have greatly increased reporting, through 
techni cal assi stance and trai ni ng fran contri buti ng agenci es and 
through the enforcement of mandatory reporti ng 1 aws. The outreach 
and audit capabil iti es of such programs have greatly improved the 
quality of UCR data. Such programs have produced more timely, 
frequent, and detailed analyses of the UCR data in their states than 
that avail abl e from the FBI. Many state programs capture much more 
than basi c UCR data (;.e., the i nci dent based systems of Oregon and 
South Carolina) which they feed back in analyzed form to 
contributors for use in management, planning, and evaluation. 
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d. National Uniform Crime Reports (UCR) 

The only reasonably comparative and consistent nati?nal data on cri~e 
is collected by the FBI and published as the Un,iform Cr1m,e Reports •. Th1S 
system was developed in 1930 under the ausp1ces of tne Internat1on~1 
Association of Chiefs of Police (IACP). The purpose o.f t.he UCR syst~ 1S 
to obtain data on a national basis for comparing the 1nc1denc~ of serlOUS 
crimes -- mainly those involving' physical violen~e. Pr10r to ~he 
develo\lllent of the UCR system in 1.930, no c~mprehens1ye s~stem or cr1me 
information on a national scale eX1sted. Th1S was pnmanly due to t~e 
fact that the crimi nal statutes vari ed so greatly from state to state 1 n 
terminology used to define criminal behavior. 

To overcome this problem a set of definitions for specific criminal 
acts was devised, following'a thorough exam;na~ion of all the current 
state criminal statutes. To reduce the potent1al volume of reporting, 
only "serious" crimes were included. The crimes which meet the FBI 
definition of "serious" include: 

• 

• 

• 

• 

• 

• 

Criminal Hanicide: (a) Murder and non-negligent manslaughter 
-- all willful felonious homicides as distinguished ~rom 
deaths caused by negligence (excludes attempts. to. ~111, 
assaults to kill, suicides, accidental deaths, Qt' JUst1f1.iJ,ble 
homicides). Justifiable homicides are limited t.o: 1) ~he 
killing of a person by a law enforcement officer 1n the llne 
of duty· and 2) the ki 11 i ng of a person in the act of 
cOll111itti~g a felony by a private citizen •. (b) .Mansl~iUgh~er 
by negligence -- any death which the pollce lnve~t1gatlon 
established was primarily attr;b~ta?le to gross negl1gence of 
some individual other than the vlct1m. . 
Forci bl e Rape: The carnal knowl edge of a female, forc1 bly 
and against her will in the categories of rape by force, 
assault to rape, and attempted rape (~xc~udes statutory 
offenses where no force was used and the vlctlm was under age 
of consent). , 
Robber l:: Stea 1 i ng or taki ng anythi ng of value t.rom the care, 
custody, or control of a person by force or vlolence. or by 
putting in fear, such as a strong-arm robbery, stlckups, 
armed robbery assaults to rob, and attempts to rob. 
Aggravated As'sault: Assault with i.ntent. ~o kill or for .the 
purpose of inflicting severe bod~ly 1nJur~ by shootlng, 
cutting, stabbing, maiming, poison1ng, scaldlng, or by. the 
use of acids, explosives, or other means (excludes slmple 
assalil ts). . 
Burgl ary -- Breaki ng or Enteri ng: Burgl ary, housebreak1 n9, 
safe-cracking, or any other unl awful entry of a s~ructure 
with the intent to commit a felony or a theft (lncludes 
attempted forcible entry). The UCR definition does ~ot 
include auto burglaries, burglary Of. moveables, or a w1de 
vari ety of such i nci dents as i ncl ude.d 1 n sane state statutes. 
Larceny -- Theft (Exce8t Motor V.eh.1c,le Theft): The unlawful 
taki ng, carryi ng, 1 eadwg, or r1 dwg . away of property from 
the possessi on or constructi ve posseSSlon Of another. . Th~fts 
of bicycles or .of autanobile accessor1es, sh?pllftl~g, 
pocket-picking, or any stealing of property or artlcle WhlCh 
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• 
is not taken by force and violence or by fraud (excludes 
embezzlenen.t, "t::on" games, forgery, or worthless checks). 
Motor Vehl cl t:. Theft: Unl awful taki ng or steal i ng or 
attempted theft of a motor vehicle. A motor vehicle is a 
self-propelled vehicle that travels on the surface but not on 
rails. Specifically excluded from this category are motor 
boa~s, construction equipnent, airpl anes, and farming 
equl pment. 

In January 1979, Congress required that the UCR add Arson to this list of 
serious offenses. A second recent change in the UCR was the decision no 
longer to report dispositional data. 

The UCR data have certain limitations. These include: 

• 
• • 
• 

incomplete reporting (not all jurisdictions participate in 
the reporting system, and not all participating 
j~r~sdictions supply all requested data); 
11mlted number of crimes reported; 
possible bias in individual locality data due to differing 
i nterpretati ons of reporti ng procedures or to changes in 
the local data collection system; and 
variable scoring practices and the lack of a clear 
rel ati onship between arrest and offense data. 

The major publications summarizing national UCR data are: 

• a "quarterly report" giving trend information on the Crime 
Index offenses (comparison of percent change between 
current time period and same period of the prior year and a 
fi ve-year trend); 

• all annual report entitled Crime in the United States 
summarizing crime on a natfonal basis by a ntl1lber of 
different breakdowns; and 

• Standarized Crime Reporting System (SCRS). 

. Crime ;eport~ng .systems were initially developed by police agencies 
slmp~y ?s lnvestl~at~v~ and prosecutorial aids. Use of police records and 
statlstlcs has slgnlflcantly expanded in recent years. Such data are 
used, for eXilTlple, for management deci si ons concerning the distri buti on 
Of. law enforcem~nt resources. On the other hand, utilization of 
crlme/event. report infonnation by non-police criminal justice analysts 
has been mlnimal. This under-utilization of police reporting systems is 
1 arge)y the consequence of unfamili arity with the range of data available 
and lnadeq~ate conceptualization and hypothesiz'ing about relationships 
between c~lm~/event report data and important current issues. The 1 ack 
of anal.r:~c lnterest .als.o .was partly due, in the past, to concerns over 
the V~lldlt.y and rellablllty of data produced by police agencies. The 
data lntegrlty problem, however, has been substantially reduced with the 
develoJlT1ent of Standardized Crime Reporting Systen (SCRS). 

SCRS is s.till in an early stage of developnent as a national system. 
~ ~am~ut~r-al~ed SC~S systen has been pilot-tested in a number of 
J~rlsdlctlons lncludlng the Durango, Colorado Police Department and the 
Clty of North Las Vegas. It has a significant potential for establishing 
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a basi c data base on crimi nal occurrences, parti cul arly when coupl ed with 
the concept of Attri bute··Based Crime Reporti ng di scussed below. The SCRS 
model is undergoing testing in five jurisdictions, four local police 
departments, and one state agency. The SCRS model includes these 
features: 

• geocodi ng; 
• alphanumeric identifiers for events and recording 

offi cers; 
• easy-to-use forms; 
• simplified paper flow; 
• trained collectors, processors, and users of data; 
• clearly-defined responsibilities for report review, 

approval, and audit; 
• uni,form criteri a for report taki ng, property valuati on, 

and offense cl assifi cati on; 
• thoroughly tested standardized data elements; and 
• case or event-ori ented recordkeepi ng. 

SCRS is in the process of establishing four basic report forms: 

• campl ai nt/dispatch report; 
• crime/event report; 
• follow-up investigation report; and 
• arrest report. 

Each form will contain data elements that allow it to be linked to 
other forms associ ated with the sillle crime or event. Such linkage is a 
critlcal component of SCRS, in that it allows ready access to all related 
records surrounding a criminal event. Furthermore, it supports the 
developnent of statistical information describing agency processing of 
cases. 

A variety of output reports can be created from an SCRS data base. 
Most are intended to provi de di rect support to departnent management, but 
they al so can be an important source of i nformati on for analysts • 
Included are offense, arrest, court disposition, property loss, and 
acti vity summari es. 

f. Attribute-Based Crime Reporting (ABCR) 

ABCR is a computerized methodology for categorizing crime based upon 
the uni que character,i sti cs of the crimi nal event. Usi ng thi s 
methodology, the specific attributes of each event are recorded and 
become the basis for producing the crime classification required not only 
by the i ndi vi dual agency but al so by others in the crimi nal justi ce 
community. Originally, ABCR was seen as a means to use a computer to 
assign events to the variety of crime classifications in use today (e.g., 
those of Uniform Crime Reporti ng, of the uniform offense cl assificati on 
used for NCIC/CCH, and of the appropriate state statutes). ABCR would 
allow for automatic translation from basic attributes to any of these 
crime classifications. In 1980, tests of ABCR are being conducted by the 
Oregon State Police and the local Police Departments in Sacremento and 
Davis, California. (See Exhibit 2-6 for a summarization of infonnation 
on Pol ice Reported Crime Data.) 
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EXHIB IT 2-6 

ASSESSMENT OF POLICE REPORTED CRIME DATA 

DEFINITION 

Official "Crime 
Statistics" on 
reported 
offenses and 
arrests 

SOURCES 

I Loca"' poli ce 
department 
reports 

I State UCR 
programs 
reports 

I Data tapes 
state/re-
g10nal 
pl anning 
agencies 

I Speci al 
study 
reports 

I Federal UCR 
program 

I SCRS 

I ABCR 

I CCH 

68 

USES 

I Detailed 
analyses of 
particul ar 
interest 
locally 

I Trend an-
alysis 

I Workload 
analysis 

u 

LIMITATIONS 

I Local variations 
in citizen 
reporting 

I Incomplete 
reporti ng 
by agency 

I Scoring of 
offenses 
hi erarchy 

I Comparisons of 
offenses with 
arrests or 
cl earances 
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3. Public Opinion Data 

The third major data category relates to public opinion or 
a~titudes. Secondary sources containing this type ()f data are usually 
victimi~ation surveys or public opinion polls ~Iich may include data on: 

I the importance of cr ime re 1 ati.ve to other problems; 
I fear of crime and actions people take to protect 

themselves; 
I ratings of cr1m1nal justice services; and 
I ratings of possible solutions to crime problems. 

EXisting sources of public opinion data include: 

I survleys from the major companies which specialize in 
public opinion polling; 

• 1 oc a 1 stud i es financed through the Commun i ty Deve 1 opment 
Block Grant funds from the U.S. Department of Housing and 
U"ban Development or through other agencies; 

I local newspapers which may run surveys as part of an 
~rticle or series; 

I rvictimiz~tion surveys which often contain questions on 
pub11c opinion; , 

I local business associations for business-related crime; and 
I annual nationwide social surveys from university research 

centers such as the National Opinion Research Center 
(University of Chicago) and the Institute for Social 
Research (University of Michigan). 

"rhe use of a public opinion poll 'to "test" a new program or policy 
alternative is illustrated in the Michigan Speaks Out surveys.30 A 
controversial issue in many states is·' the sentencing discretion given to 
criminal court judges by state st.atutes. Exhibit 2-7 presents the 
results of three surveys of Michigan residents who were asked their 
opinions on this topic. The data indicate a developing public sentiment 
in favor of mandatory sentences and reducing judiCial discretion in 
sentenc 1ng. Exhibit 2-8 presents sunmary information on pub 11 c opinion 
data. 
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Questi on: 

Basis 1* 
Basis 2* 
Basis 3* 
Don't Knll'l 

*BASES 

EXHIBIT 2-7 

RESIDENT ATTITUDES ON SENTENCING LAW ALTERNATIVES, 
STATE OF MICHIGAN, 1974-1976 

THERE ARE VARIOUS WAYS OF SENTENCING CONVICTED CRIMINALS. 
WHI CH ONE OF THESE WAYS COMES CLOSEST TO YOUR THOUGHTS ON 
SENTENCING? 

Total 
1974 
"""45% 

38 
14 
3 

1'00'% 

(400) 

Total 
1975 
46% 

36 
14 
5 

1'0'0'%** 

( 800) 

Total 
1976 

52% 
32 
9 
7 

1'00% 

( 800) 

Change 
1974-76 

+7 
-6 
-5 
+4 

1 = The law should specify one single mandatory sentence, for each 
offense (crime or law breaking). This should get more severe for 
each offense after the first one. The judge woul d not be free to 
vary the sentence 'fm" different cases. 

2 = The law 'Should continue to specify minimum and maximum ranges of 
sentences for each crime. 

3 = The judge shoul d be free to impose any sentence he feel s warranted 
(indeterminant sentenCing). 

** Does not total to 100% due to rounding. 

Source: 
Criminal 

Edi ti on) Offi ce of 
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EXHIB IT 2-8 

ASSESSMENT OF CRIME-RELATED PUBLIC OPINION DATA 

~T~YP~E~ ____ DE~F~IN_I~T_I_O_N _______ SO_~ __ CE_S ______ . ___ U __ SES ______ ~L~IM~I~TA~T~IO=N=S ___ _ 

Public 
Opinion 
Data 

Perceptual or 
subjecti ve 
i ndi cators of 
crime or 
crimi nal 
justi ce 
servi ces 

• Nationa'i pol-
1 i ng com-
pani es 

• University 
research 
centers 

• Vi ctimi zat-
i on surveys 

• Local 
newspapers 

• Political 
polls 

• Measure opi n- • Sampling errors 
ions on 
relative • Instrument 
importance bi as 
of ct'ime 

• I nter vi ewer 
• Fear of bias 

crime 
• I nterpretati on 

• Rati ngs of of resul ts 
criminal 
justi ce • Accuracy of 
servi ces data 

• Possible • Content 
solutions 
to crime 
problems 

• Comparisons of 
citizen vs. offic­
i al pri ori ti es 

• Comparisons of 
actual vs. per­
ceived crime 
problems 

., 

I 



4. Demographic Data 

The foUY'th majclr category of secondary data is demographic data. 
Demographic data refers to data on population, especially with reference 
to size, density~ dhtribution, and vital statistics. Typical 
demographic measures used in criminal justice analysis include such 
population characteristics as age, sex, race, income, education, and 
place of residence. :11n addition, demographic data include social, 
economic, and political indicators of communities, neighborhoods, cities, 
states, and other geographical areas. 

Demographic data arE:! available from a wide variety of sources at,the 
national, state, and lOlcal levels. Generally, the U.S. Census provldes 
data of good quality t\nd of sufficient detail to be useful to the 
analyst. However, Census data are 1 imi ted because most speci ali zed data 
are collected only every five years or more and rapidly become 
inaccurate, particularly in areas experiencing rapid population change. 
Recently it was decided that the population census' will be taken every 
five years to so'ive sane of these currency problems. On the state and 
local level, demographic data are useful in developing specific 
indicators (e.g., school vandalism rates per 1,000 school-aged children 
where the number of school-aged chidren is obtained from the local school 
system) • 

Demographic data are used for two major purposes in the analysis of 
crime: to calcul ate crime or popul ati on-at-risk rates and to examine the 
correl ates of crime and system performance. Crime rates are normally 
calculated by dividing the number of reported offenses occurring over a 
one-year period by the number of people living within the jurisdiction. 
Thus, if 500 conmercial burglaries are reported in a locality of 100,000 
population, the commercial burglary rate is 0.5% or 500 per 100,000. 
Population-at-risk rates are a more refined measure which take into 
account the popul ati on most 1 ikely to be affected by a crime. For 
example, if the locality with 500 conmercial robberies had 1,000 
commercial enterprises in operation during that year, the 
population-at-risk rate would be 50% or 50,000 per 100,000. (See Chapter 
3 for a more complete discussion of population-at-risk. See Exhibit 2-9 
for summary of infonnation on demographic data.) 
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EXHIB IT 2-9 

DEMOGRAPHIC DATA, SUMMARY 

__ ~TY~P~E _____ D~EEINIT~IO~N~ ____ ~SO~~~CE~S ______ ~U~SE=S ______ ~LI~M~IT.~A~TI~O=NS~_ 

Demographi c 
Data 

Popul ati on sta­
ti sti cs whi ch 
ref er to si ze!l 
density dis­
tri buti on and 
vital events 

• U. S. Census ,Population-
Bureau at-risk 

• Reports 

• Data tapes 

• Speci al 
surveys 

• State census 
agenci es 

• University 
popul ati on 
research 
centers 

• Local 
suy"veys 

• Loca'l school 
systems 

• Local pl an­
ning agencies 
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rates 

• Exami nati,on 
of corre-
1 aters of 
crime and 
system 
perfonnance 

• Geographi c 
comparisons 

• Offender/ 
victim 
comparisons 

• Currency 

• Small area 
1 imi tat ions 

• Category 
breakdowns 
inadequate 

• D ifferi ng 
geographic 
boundari es 
for data 
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5. System* Data 

Criminal Justice !system data are obtained' from several quite 
diff erent sources. The expenditure and emp10j1nent data seri es provi des 
resource data that are nati Qna1 in scope. A second source of system data 
are off ender-based transacti on stati sti cs (OBTS) and computerized 
criminal histories (CCH). OBTS provides an indication of workload and 
offender flows, while CCH records pt'ovide indepth qualitative indicators 
of a criminal career. There are, in addition, a number of quite 
different criminal justice information systems which, if available are a· 
rich source of system, data. A wide variety of Manageme~t and 
Administrative Statistics (MAS) are a major data source of many 
system-oriented studies. These are data obtained from official or 
unofficial agency records and reports. Finally, the Uniform Parole 
Report and National Prisoner Survey provide information on corrections. 
Following is a discussion of these system data sources. 

a •. Expenditure and Emp10jffient Data 

. The natio~al survey of expenditures and emp10jffient in criminal 
Justlce agencles dates back to FY 1967 in which a special study was 
conducted by the Bureau of the Census to identify police, judicial and 
corrections data for large govet'nments in the U.S. Between 1969 and' 1971 
several major chillges in survey design and procedures were made thus 
making pre-1971 data unreliable for most time-series analyses. In'1971 a 
new, enlarged sample of goverl1Tlents was identified for the survey. This 
panel includes the federal government, all state governments and a 
representati ve s ampl e of local gov'erl1Tlents in each state. For ~xample 
in 1976: ' 

"Data were co 11 eCted for all county governments, for all 
muni ci pa 1 iti es havi ng a 1970 po~u1 ati on of 10,000 or 
more, and a sample of the remaining municipalities and 
townshi ps with 1 ess than 10,000 popul ati on • • • The 
survey panel therefore i ncl uded the Federal government 
the 50 state goverl1Tlents, and 9,045 local goverl1Tlents 
(the 3,042 county governments, 4,305 municipalities and 
1,698 townships). Two sets of reports have been 
produced: Annual Reaorts for FY 1967 - to the present 
and Trends in Expen iture and Emplorgent Data report~ 
cov~ri ng FYs 1971 - 1973, FYs 1911 - 74, FYs 1971-1975 
and FYs 1971 - 1976.31 

b. Computerized Criminal Histories (CCH) 

The criminal history chronicles each major contact that an individual 
has with ~he ~ri.minal justi ce process by documenting such events as 
arrests, dlSposltlons, sentenc2s, correctional commitments and release 
statu~. This record is the information thread that weaves'together the 
functlons performed by 1 aw enforcement, prosecutors defense courts 
corrections, probation, and parole. What is significant about a 'criminal' 

*System, as this term is customarily used in criminal justice 
analysis, is defi ned in Chapter 6. 
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history record is that it is relied upon by a wide variety of users, all 
performi ng d'ifferent functi ons at different poi nts in the overall 
criminal justice process. Among these are pre-arrest investigations by 
1 aw enforcement officers and prosecutors; informati on for arrest and bail 
release deCisions; plea bargaining, 'court case preparation, and witness 
verifications; juror qualification, and sentencing; post-trial 
correcti ons and probati on/parole acti viti es such as estimating the 
likelihood of escape. and. violence. If a CCH is complete, it is 
particularly valuable for looking at career criminal and recidivism 
issues. ' 

Hence, computerized criminal history systems are, today, the most 
comprehensi ve ~ource of data about the crimi na1 just; ce process itself. 
Each of the major components of the system (law enforcement, courts, and 
corrections). relies upon specific reporting systems which c011ect data 
and provide information on the particular operations of that component. 
The UCR supports law enforcement; SJIS and OBSCIS application are 
designed to meet the respective informational needs 'of state judiciaries 
and correctional agencies. A computerized criminal history system 
coordi nates them all. 

Since criminal history records collectively can be manipulated in 
numerous ways, manageri a1 uses of the data become spi noffs from normal 
operating systems. New state-level systems to collect, manipulate, and 
report this type of information are not necessary. Managerial needs can 
be met by manipul ati ng exi sti ng data, avail abl e from operati onal 
computerized criminal history systems. 

CCH provides only limited quali'td'i.ive data for the analyst. However, 
with the inclusion of additional data elements and the support of an OBTS 
report generator program, good quantitative data may be obtained. 

Typically criminal history records contain: 

• 
, 
• 

• 

personal descri ptors (fi ngerpri nt c1 assif i cati on, date of 
birth, sex, height/weight, aliases/nicknames, and 
residence locations and dates); 
arrest data (arrest charges, pl aces, and dates); 
court/prosecution/probation data (charges: pleaded to, 
reduced and/or sentences; dispositions: charges, 
outcomes, probation terms); and 
corrections (where and how long incarcerated, 
paro 1 e/Y'e 1 ease, 1 oca 1 /state/federa 1) • 

In 1979 30 states were developing CCH systems, 12 states were 
providing CCH records to NCIC, and three others were designing CCH 
systems. 

c. Offender Based Transaction Statistics (OBTS) 

One way of examining the rate and speed with which offenders are 
handled by the criminal justice system and the consequences of certain 
dispositions is to track individual offenders. This ml~thod is called 
offender based transaction statistics (OBTS). The data are 
"transactional" since the individual offender is the dnit of count and 
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thus links each segment of the criminal justice system to the others. 

An example of an offender-based transaction data system at the state 
level is found in California. 

Exhibit 2-10 is based upon a transacti on data set and dep.i cts the 
flow of adult felony offenders through various decision-making stages for 
urban counties. While the decision points depicted in this flowchart are 
limited due to the lack of correctional data and other pieces of 
information such as bail determination, they nonetheless give a fairly 
good approximation of a working OaTS model. It is interesting to note, 
for example, that approximately one fifth of both urban 'and rural 
arrestees have their cases dismissed prior to trial. What may account 
for these pre-trial case dismissals? Are such a high proportion of 
initial arrest decisions based upon evidence that cannot later support a 
conviction? Of those convicted at the superior court level, 
approximately one-fifth of all urban offenders receive a pris~m 
disposition. If one were to consider all convictions (at either the 
lower or superior court level) the percentage receiving a prison 
disposition is considerably lower around 10%. This is especially 
interesting when one considers that all original arrest offenses provided 
for a prison term of some kind. 

Although the data used in this example are preliminary in that many 
stages in the processing of offenders are omitted, they nonetheless 
demonstrate the type of information that can be obtained when criminal 
data are recorded in a transactional format. It is possible to see at a 
glance the path along wh i ch off enders are trave 1 i ng and the type of 
dispositions that are occurring. Decisions made at one stage can be 
related to those occurring at a later stage, a possibility that is 
precluded with agency-specific summary tables, such as those generated in 
the UCR. 

76 

~( I 

: I' 

....-""" 
(, t ) 

--::."... 

". 

Pretrial 
SCl'eening 

19,. 
(100%) 

EXHIBIT 2-10 

SAMPLE OBTS FLOW CHART, 
FLOW OF CALIFORNIA FELONY OFFENDERS, 

URBAN AREAS, 1989-1971 

Transferred 
1,986 
(10%) 

Dismissed 
4,724 
(24%) 

Acquitted 
1 
H 

Lower Court 
,..--...... ~----.... Convicted 

5,~ 5,875 
Held 

12,925 ---.t 
(66%) (4570) (99.9%) 

Dismissed 
4 

(0.1%) 

Acquitted 
153 

(2%) 

Superior Court 
..... ---~--~'- Convicted 

6,956 5,787 
(54%) (83%) 

Dismissed 
1,015 
(15%) 

3 years or less 

P b . < 612 ro atlon (20%) 
3,129 
(63%) More .than 3 years 

Other 
350 

(6%) 

2,512 
tfl*J%) 

60 days or less 
1,340 
(56%) 

Jail 6-- 61-180 days 
2,396 405 
(41%) (21%) 

More than 180 days 
553 

(23%) 

(

3 yea~,r less 

Probation (18%) 
1,426 
(24%) More than 3 years 

Other 
557 

(10%) 

1,166 
(82%) 

60 days or less 
534 

(20%) 

Jail .... -61-1·80 days 
2,663 741 
(46%) (28%) 

Prison 
1,141 
(20%) 

More than 180 days 
1,379 
(52%) 

Source: Carl Pope. Offender-Based Transaction Statistics: New Directions In Data Collection and Reporting. 
(Washington D.C.: LEAA, NCJISS) 1976, p. 20. 

77 



(t I 

d. Informati on Systems-

National Trial Court Information System (GAVEL) 

In 1979 GAVEL was a project intended to: 

• determi ne the i nformati on required to operate and man'age 
a tri a 1 court, 

• develop functional specifications for the GAVEL model, and 
• identify existing automated trial court information systems, 

which may contain elements appropriate for inclusion in the model. 

Determination of the information requirements of any system is 
normally based upon an analysis of the information needs of those who are 
expected to receive system outputs. In the case of GAVEL, trial court 
operational personnel and administrators are the most obvious users of 
system information, and they were -being consulted during the system 
development process. 

Prosecutive Management Information System (PROMIS) 

PROMIS was originally developed by the Office of the U.S. Attorney 
for the. District of Columbia. Subsequently, PROMIS was declared an 
Exemplary Project by LEAA, and it is currently being adopted by 
prosecutors and courts throughout the country. PROMIS was developed with 
four major goals: 

• to allow expenditure of resources on the preparation of 
,ca.ses in a manner proportionate tb their relative 
importance; 

• to monitor and insure consistency in the exercise of 
prosecutorial discretion; 

• to alleviate scheduling and logistical impediments to 
the adjudication of cases on their merits; and 

• to analyze problems in the prosecution of criminal cases. 

Exhibit 2-11 lists system functions in relation to the above goals. 
For this discussion, one particularly interesting feature of the model is 
provid'ing a basis for ranking cases by "importance. 1I 
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EXHIBIT 2-11 

PROMIS GOALS AND CAPABILITIES 

1. Allocate resources based on 

2. Monitor even-handedness 

3. Control Scheduling 

4. Research and Analysis 
Capabi 1 ity 

• • • 
• 

• 
• 

• • • 
• 
• 
• • 
• 

• 
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Uniform rating of crime gravity 
Importance of Cases 
Un~form rating of defendants 
prl0r record gravity 
Calendar listings of pending 
cases in descending order of 
gravity 

Automation of reasons for 
discretionary deCisions 
Tracking of rel ati onship between 
police charges and prosecution 
charges 
Abil ity 
stUdies 
patterns 
charges 
ratings 

to conduct special 
relating disposition 
not only to legal 

but also to gravity 

Automat~d subpoena generation 
Logistical problems 
Display of reasons for prior 
postponements in each case 
Automated alert when defendant 
h~s ~ore than one case pending 
Llst~ngs of fugitives from 
pendlng cases 
Case aging lists 
Case listings by assistant 
prosecutor 

Pe~iodic statistical reports on: 
- lntake and screening 
- ~reliminary hearings and grand 

Jury cases 
- misdemeanor and felony trials 
- disposition types 

delay problems 
Ab i 1 i ty to perf orm speci a 1 
studies, e.g.: 
- geo-based studies of crimes 

and arrests 
- patterns of criminality 
- plea bargaining 



PROMIS provides comparability among cases by rating· each case 
according to two standard sets of criteri a. One set measures the amount 
of har~ done to society by the alleged offense, and the other set 
measures the gravity of the pri or crimi na 1 record of the accused. Since 
these ratings are numerical, it is possible to compare one defendent to 
another, irrespective of tQe current charges against each, and to compare 
one crime to another whether or not both involve the same statutory 
off ense. Based on these ratings, prosecuti on management can apportion 
its limited staff time to the intensive preparation of those cases on the 
day's calendar which involve relatively more important crimes and 
offenders. PROMIS prints out a copy of the court calendar for each date, 
but instead of 1 i st i ng the cases in the order the court wi 11 call them, 
e.g., oldest case first, alphabetically, or in ascending order by docket 
number, it lists them in descending order .of importance according to the 
seriousness of the crime and the gravity of the prior record of the 
accused. 

~ I 

Crime gravity or "seriousness" is measured by a set of criteria 
developed by criminologists Marvin Wolfgang and Thorsten Sellin of the 
University of Pennsylvania (see Chapter 4). These criteria, which are 
applied to the case by the assistant prosecutor and the arresting police 
officer during intake and screening, assess' the amount of harm done to 
society through a measurement of the amount of personal injury, property 
damage or loss, and intimidation. 

The case.'s gravity is measured by a variation on a set of criteria 
developed originally for the California Department of Corrections to 
predict recidivism among parole candidates. These criteria .pertain to 
the density of pri or arrests and convicti ons, parti cul arly for' crimes 
against persons, and to the use of aliases. 
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State Judici al In~grmati on System (SJI S) 

i nfo~~~t;~~S s~~~~~~ t~ the fi rst mul.ti -:s~ate effort to bring management 
supports eight functio~;ate-level JUdlcl.al administration. The model 
admi nistrati on throughout the sc~e;ntr~~ belng common to state court 

• • • • • • • • 

monitoring and supervision 
resource allocation ' 
planning, ' 
research and development, 
budgeting, 
legislative liaison 
training and education, and 
state and local government liaison. 

the Nloit;te~ha~u~~~~~~~g :r~s ~~~~e~~ecr~li~t~~lY t i ncl u~ed iand that several of 
major responsibility of state-level court admioni:~~ai;0~a1s ~cnta\~istiis~S' A 

mOdeihet~JI~n~~~fd~:lse :~at~ructured to. allow flexibility in adapting the 
studies. Each state has bUiltnei~dss o:nhl~e t still supporting comparative 
of commonality. ys em, yet there is a high degree 

Corrections Management Information System (CMIS) 

In 1974, SEARCH Group Inc 1 h d h Cor~ecti ons Informati on Sy:;tem (OBSC~~n{ e jt e Offender-Based State 
proJect has been to identify practici al gUi~~~ .ect. d

The 
goal of this 

for the development of correcti onal infor ti 1 nes dan uniform standards 
for use as a research and)l· rna on an statistical systems 
from 10 states, initially, t~ ~~n~~~tetsoo~~ OfO~~~~~ involvement has grown 

atte~~~!~g t:asseat{;fyth~h~ro~:~itc p~o~ucedt.a model (Exhibit 2-12) that 
administrators while supporting t~~ orma ~onal needs of correctional 
justice system designs su h requ rements of other criminal 
St~ti stics/Computerized Crimi nal

c 
Hi s~sori es Off(~~~r/tc~s)ed Transa~ti on 

Prlsoner Statistics (NPS). and Natlonal 
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EXHIBIT 2-12 

THE OBSCIS DATA BASE, APPLICATION AREAS AND MODEL 

THE OBSCIS DATABASE 

THE OBSCIS Application Area. 

'0 

THE OBSCIS Model 

10 

Source: Search Group, Inc. 1979. 
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The OBSCIS data base is structured into three strata of data 
elements. A minimum necessary to support all national corrections 
informati on programs is known as the Core level. Elements found, in the 
Core level include basic offender items such as sex, birthdate, offenses, 
and sentence. Wher'e applicable, a uniform coding structure has been 
developed to standarize the data among all states. 

Extending beyond the Core is a reconmended group of data elements 
which form the basis for a correctional information system at the state 
level. Some Core level elements are expanded and other elements not 
found at the Core level are added. Examples of added Core level elements 
include birthplace, alias, and parole board decisions. 

At the outer perimeter of the data base are optional data elements 
for those states developing additional capabilities and features. This 
level encompasses those data elements found at the Core and Reconmended 
levels but may include expanded definitions or more detailed coding. For 
example, in the standard list an offender's alias is specified with a 
yes/no indicator while in the Optional category, a list of all known 
aliases can be developed and collected. Thus, the OBSCIS d\ata base can 
be expanded to meet the needs of a particular corrections environment. 

In 1979 the OBSCIS system was renamed CMIS (Corrections Management 
Information System) to reflect the increased sophistication and 
comprehensiveness of application areas of this information system. Work 
is currently underway to develop application programs in the areas of 
personnel management, budget control, prison industries, food management, 
inventory control, transportation, and physical plant maintenance. In 
addition, inmate banking and visitor control applications also are under 
development. 

e. Management and Administrative Statistics (MAS) 

Much fragmented MAS information is available; however, because of 
varying formats, insufficient currency, and questionable accuracy, they 
are difficult to use. However, there are many sources of MAS data and 
depending on the analytic need, they may be quite useful. Some of these 
MAS sources are: 

• budgets of units of state and local government; 
• expenditure reports of units of state and local 

government; 
• UCR reports on personnel; 
• reports of agencies with licensing responsibilities (such 

as agencies which license residential facilities); 
• menta 1 hea 1 th agency c 1 i ent reports (by source of 

reference and type of service pruvided); 
• individual institution statis/tics, usually maintained in 

conjunction with whatever agency pays the costs; 
• court statistics on arraig'nments, indictments, trials, 

dispositions, verdicts, sent~ncing, and referrals; 
• agency or institution annual reports; 
• Equal Employment Oppl')rtunity Commission EEO-4 forms 

(fi 1 ed by a 11 un i ts of 1 oca 1 government); 
• information and management systems such as PROMIS; 
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• applications for funds made by units of state and local 
government (such as CETA, HUD, Tit le XX of the Social 
Security Act, etc.) 

• State Statistical Analysis Centers; and 
• state and local certification agencies. 

The preceding system data sources are st.mnarized in Exhibit 2-13. 
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TYPE DEFINITION 

System Measures of the 
Data manner & rates 

of processi ng 
offenders 

Measures of 
resources ,..'~. 

.:J) include: 

• Budgets 

• Personnel 

• Equipment 
of both 
system agen-
cies and com-
mu,hity 
'resources 

EXHIBIT 2-13 

ASSESSMENT OF SYSTEM DATA 

SOURCES USES LIM ITATIONS 

• Offender-based • Dynamic Sy- • Fra~entation 
transacti on stem picture 

• I nterp ret at ion 
• SAC • Identify 

bottlenecks • Arrests/dis-
• Agencies positi ons 

• Highlight 
• Informati on i nterre 1 at- • D;lsposition 

Systems ships coding 

• Assess the • Low frequency 
"what," 
"where" and • Historical 
"when" of bias 
decisi ons 

• Suggest "why" 
• Incomplete 

r(~porting 
questi ons 

Management & • Develop more • Fl'agmentati on 
Administrative effici ent 

• Incomplete Statistics & effective 
(MAS) operati ons reporting 

• SAC • Resources • Currency 
impl i cati ons 

• Agencies of proposed • Variable 
system rel i abil ity 

• Informati on changes 
systems .. 

• Expenditure e Cross juris-
and "emp 1 oy- dicti onal 
ment data comparisons 

• CJIS 
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6. Juvenile Data 

Juvenile data are treated separately in this text because the 
juvenile justice system (and the offense categories it involves) are not 
simply a junior version of adult crimes and systems. Juvenile and adult 
records are generally recorded differently and kept separately. Most 
juvenile record-keeping agencies are much more reluctant than agencies 
keeping adult criminal records to make juvenile information available to 
lIoutsi ders, II even to ,crimi na 1 justi ce personnel. (In some jurisdicti ons, 
in fact, juvenile records are completely destroyed once a juvenile 
reaches lIadultll status.) 

Juven il es are generally persons who have not yet reached the i r 18th 
birthday. They may come under the jurisdiction of the justice system for 
a rather wide range of behaviors which do not provide a basis for such 
jurisdiction in the case of adults. These are generally called IIstatus 
offenses ll (although the term lIoffense ll is often inappropri ate) because it 
is the age status of the individual which permits the claim of 
jurisdiction. Traditionally, such offenses have fallen into two major 
categories "dependencyll and IIneglectll although traditional 
terminology is changing. One recent survey identified 34 different 
status offense categories used in various states. 

Most of these categori es have to do with the re 1 ati onship between 
parents and children, particularly authority relationships. Most common 
are runaways and "incorrigibles." Truancy is another common status 
offense. Laws mandate attendance at school up to age 16 in most 
jurisdictions. A 16-year-old can be arrested and subject to legal 
penalties if t'epeatedly absent from school; 17-year-olds cannot. (A 
basi c 1 ega 1 disti ncti on exists between "status" offense and 
"del"inquency": "a delinquent act would be a crilf't! if committed by an 
adult; a status offense would not be.) The implications of status 
offenses for data analysis are that a 1 arge number of behavi oral forms 
recorded in j uven i 1 e record s wou 1 d not be II cr imi na 1" if engaged in by an 
adult and therefore grossly inflate juvenile offense statistics. The 
implications for jurisdictional claims are that there is greater 
discretion by authorities as to whether or not to take legal action than 
in the case, of adult crimes 9 and a larger percentage of juvenile 
"caseload" is under jurisdiction for quas;- or non-criminal behavior. 
(Technically, "juveniles" cannot conmit "crimes," they can only be 
arrested/adjudicated for achieving a state of "delinquency.") A large 
part of the juvenile system is focused on preventing juveniles from 
subsequently committing "crimes" as adults. A measure of that 
concentration of effort is the fact that $41 billion or 98% of all 
Federal expenditures for youth in 1976 were for prevention programs while 
only $1 billion or 2% were for Federal enforcement/adjudication/correc­
tions/diversion programs (Office of Juvenile Justice and Delinquency 
Prevention, 1979). 

UCR juvenile arrest statistics may be obtained by a locality by 
asking the FBI or State UCR (preferably) directly for the data. However, 
a shortcoming in "official" data is that a very large proportion of 
juvenile offenses never find their way into official records, due to the 
reluctance of police to arrest, the difficulty in detecting perpetrators, 
and other factors. In Boston, for example, in over one-half of the cases 
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~n wh~ch 4uveniles are contact~ by the police and a record made, the 
Juvenlle lS warned by the pollce and released, and in a far larger 
propo~tion of police contacts, no record of any kind is made. Neither 
"warnlngs" or unrecorded contacts figure in UCR statistics. 

A second majOl' source of juvenile data is the "Child 'in Custodyll 
series which reports on a nationwide census of juvenile detention and a 
correctional facility census. This series reports on public residential 
facilities (in 1971 and 1973) and was expanded to cover privatp­
f ac il it i e s, a s ~ 11 • 

It is therefore useful for local and state-level personnel to have 
access to other j uven i 1e data whi ch provi de a more accurate and 
comprehensive picture of the actual volume and forms of juvenile crime in 
their jurisdictions. The following list includes nine "populationstl of 
offenders and/or offenses which can be used: 

• 
• 
• • 
• • • • 
• 

offenses recorded through direct field observation in the 
community; 
complaints to police, including those where no official action is 
recorded; 
tabulat~ons of total. cont~cts and arrests recorded by police; 
tabulatl0ns of all Juvenlle arrests by crime, by police juvenile 
division, other police divisions, and as a result of referrals· 
recorded court arraignments (appearances, charges); , 
court case records; , 
probation caseloads, by offense-types; 
populations of institutions and other placement facilities (by 
basis of commi1lnent); and 
parole/aftercare caseloads (by offense types). 

Not all of these data sources will be available in all jurisdictions, 
but some or most are collected in many. Because these bodies of data are 
based on different selection criteria, each gives a different picture of 
the "~ha~e" .of. juvenile offender population and offense patterns for the 
same JUrlSdlctlon. Comparlsons among the several bodies of data provide 
~ variet.y o~ useful ~inds of information. An example of one kind of 
lnformatlon lncludedl'ls the volume and kinds of unacted-on delinquency. 
Another example is the selection and attrition processes within the 
"flow" through the juvenile justice system. 

There are, however, limitations to these data bases. For instance 
court records py'ovide detailed accounting of case processing and ar~ 
comput~rized in some jurisdicti ons, maki ng them easily accessi b 1 e for 
analysls. In the case of juvenile case statistics, however, access may 
~e severely limited.due to the desire to protect the identity of a 
Juvenile. Concern with the stigmatizing characteristics of contact with 
the juvenil e justi ce system has recently reinforced the strong concern 
for confidentially in releasing juvenile records. Reseachers will need 
~lea~ance from proper authorities in many jurisdictions to use juvenile 
Justlce case data. Comparable concern appears in the use of juvenile 
correctional system data. . 

When oQtaining these types of data from sources, the analyst should 
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bear in mind that: 

• the qua 1 ity var i es great ly from state to state and from 
corrrnunity to community; 

• the validity and reliability of the data must be assessed 
before a decision is made to use them; and 

• the major 1 i mi ta t ions of the data can be traced to the 
fact that they were usually collected for purposes 
different from those of juvenile justice analysis. 

The following section describes some of these data sources and 
identifies selected strategies for utilizing them. 

~t I 

a. Federally Required Reporting Data 

Title XX of the Social Security Act 
The Title XX state pl ans can be a useful source of data 
for assessing needs and resources for the juvenile 
ju sti ce system. 

Comprehensive Employment and TY'aining Act (CETA) 
This locally planned and implemented program is a 
source of youth employment and training information. 

Housing and Urban Development Grant Applications 
These grant applications require detailed community and 
state profile data which can be used to avoid a 
dup 1 i cate eff art. 

b. Large National Sample Surveys 

There are many nat i ana i sample surveys that are 
suffi ci ent ly 1 arge so that the state and 1 arge ci ty 
sub-samples could be analyzed' with confidence. 
However, the sub-samples should contain at least 350 to 
400 interviews or subjects. Following is a selection 
of available and relevant national surveys. 

Class of '72 Longitudinal Youth Survex 
Sponsored by the Office of Education, DHEW, this study 
involved 22,000 youth who were interviewed during their 
senior year and reinterviewed two years later. The 
study is particularly valuable in analyzing the 
problems that youth experience in the transition from 
school to work. The state sub-samples would be usable 
by all but the smallest states. Any political unit 
with two or more percent of the U.S. population can use 
the s-tudy. 

U.S. Census Current Population Reeorts 
These interdecennial reportsased on very large 
samples of the populations contain a number of subject 
areas of interest to juvenile justice planners -- SES, 
mi nority popul at ions, employment, and health are 
illustrated. While some are focused on youth, many 
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contain only very gross data on youth. LEAA has made 
spec i al arrangements with DUALabs to make these data 
available to state and local planners. 

National Alcohol and Drug Abuse Data 
This national survey contains a wealth of information 
on al coho 1 and drug abuse in the popul ati on. It 
contains profiles of the population most at risk. 
Strategies for obtaining these data include uti'lizing 
the DUALabs servi ce or purchasi ng the tapes and 
documentation of these data bases. 

Child in Custodx Series 
A data source containing statistics on youth receiving 
federal and state institutional care. 

c. Specialized Juvenile'Data Sources 

School Vandalism and Dropout/Pushout Data 
Many school districts, state education agencies, and 
nati anal associ ati ons gather these types of data. 
However, some are re 1 uctant to share data because the 
data might reflect badly on their performance. 

The relatively high volume of offenses, the relatively low number of 
serious offenses, and the special confidential characteristics of 
juvenile data qualify these data for special and separate treatment. 
Other special characteristics of juvenile data include: 

• the co 11 ecti ve (gang) nature. of many crimes which cannot 
easily be detected from official data; 

• the peaking of crime rates for different crimes at 
different ages indicates preventive programs can be aimed 
at specific "high-risk" age groups; and 

• the special and complex nature of the juvenile criminal 
justi ce system with many "passes," "diversi ons," and 
"failures to impose sanctions" results in a high 
attriti on rate within the system; it also may make 
offender-based tracking and the collection of useful MAS 
more difficult. 

Juvenile Data Sources are summarized in Exhibit 2-14. 
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TYPE 

Juv.enile 
Data 

EXHIB IT 2-14 

ASSESSMENT OF JUVENILE DATA 

DEFINITION SOURCES USES 

Data on forms • Juvenile • Assess kinds of juveni 1 e department and volume of behavior reports unacted upon 
including: de 1 i nquency 

• Cr'imi nal 
• Local police 

depar1lTlent • Assess 

• Quasi-criminal 
reports selection & 

attriti on 

• Non-criminal 
• State ch il d processes 

service 
& assoc i ated agencies • Defi ne pro-system gram target responses • Federal data popul ati on 

• Schools 
groups 

• Assess 
• Juven ile II careers, 

court in crime ll 
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i D. Primary Data Collection 

Primary data are data which must be collected for a particular 
analysis. There are several different methods of collecting such data 
and these modes of observation are the subject of this section. 
Specifically, six methods of collecting criminal justice data will be 
discussed. These are field research, content analysis, experiments, 
simulation/modeling, historical research, and surveys.32 

Field research involves the direct observation of an agency~ process, 
or procedure. In conducting field observations it is important to 
consider: 

• your .rel ation to the subject (should you be observable?); 
• what to look at; and 
• how to record your observation. 

Keeping a journal, recording observations as they occur, and emphasizing 
unexpected or devi ant cases are steps which are fundamental to this data 
collection procedure. Peter Manning's study of police work is based on 
field research.33 

Content analysis involves the systematic sampling of some type of 
document or other commuDications medium (e.g., T.V. tapes). It is 
typically used in historical studies as well as in developing backgY'ound 
material relating to an issue or problem. In performing a content 
analysis, the unit of study is usually a word, a phrase, 'a report, or 
some other form of communication. 

A third data gathering procedure is the use of experiments. An 
experiment involves: (1) taking some action by changing a process, 
activity, or organization and (2) observing the consequences of such 
changes. An example of a major experiment, in the criminal justice field 
is the Kansas City Preventi ve Patrol Experiment. In this experiment 
three controlled levels of preventive patrol were used. Reactive patrol 
areas received no preventive patrol and only calls for assistanc~ brought 
patrols to the area. Proactive patrols resulted in police visibility 
being' increased two to three times its usual ,level. The third strategy 
maintained normal levels in the area during the experiment. Five 
spec"lfi c hypotheses were tested: 

(1 ) 

(2) 

(3) 

(4) 

( 5) 

crime as refl ected by vi ctimi zati on su'rvey and reported 
crime data would not vary by type of patrol; 
citizen perception of police se:vice would not vary by 
type of patrol; 
cithen fear and behavior as a result of fear would not 
vary by type of patro 1; 
police response time and citizen satisfaction with 
response time woul d vary by experimental area; and 
traffic accidents would increase in the reactive 
beats.34 

Historical research, a fourth procedure, involves the reconstruction 
of prior events to explain specific consequences or outcomes. There are 
many examples of this type of research in the criminal justice 
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literat~re. .one. of the more provocative historical studies is Roger 
Lane s 1nvest1gat1on of 19th century homicides in Bos~on.35 

Simul ati.on/modeling procedures may be useful .in generatin~ data. 
These" tech.n1.ques .are .based on .knowledge of the criminal justice system 
and/?!, cr1m1nal Just1ce behavlOr, the construction of a computerized 
verS10n of the ~rocesses, and observation and modification of the model 
to analyze poss1ble changes and their consequences. The JUSSIM model 
developed ~t Carnegie-Mellon University. simulates the processing of 
de~e~dants, f r?"l arrest to rele~se, by cr1me type groupings, through the 
cnm1nal Just1ce sy.stem. Using ~he model, various changes in policy and 
program can be cons1dered and the1r consequences examined.36 

, Th~ last data collection method to be con~idered is survey research. 
Th~s, 1S, ,per~aps, the most common data collection procedure used in 
cr1m1 n~l JUSt1 ce., . The surve~ process consists of: (1) designing the 
survey, (~) prepar~ng a sampl1ng plan; (3) selecting a survey procedure 
and draft1ng quest1ons; (4) conducting the survey' and (5) coding the 
results. ' 

Design Consideration 

The decision. to use a survey to collect data is based on several 
factors. These Hlcl ude the nature of the hypotheses to be tested the 
resources and ti me, ~v~ i 1 ab 1 e to co 11 ect the data, the need f or acc~rate 
measures, the.f~as1b1l1ty of a survey design, and the acceptability of a 
survey to dec1s1on-makers and staff. 

, 

. In assessing alternative primary data collection efforts it is 
lrnpor:ta~t ~o ~e familiar with the variety of methods available. 'Even if 
the,J~rlsdlct1on ~ses a consultant to do all the data collection work, a 
dec1s1on must st1ll be made by the jurisdiction or jointly with a 
cons~1tant of what data to collect, how large and what type of sample is 
requlred, and how the data should be collected. 

In answering these basic questions it is important to have the 
problems .clearly. stated. Selection of data collection and analYSis 
met~o~s 1S .heav.1ly dependent on problem specifications, and analytic 
efflc1ency 1S .d1rectly related to an effective data collection plan. 
Once ~he quest10ns and uses to which the findings will be put are known 
a reV1ew of methods should be unde~taken. ' 

Despite the. availability of National Victimization data a number of 
local (e.~., Clty, state) criminal justice agencies have ~onducted, or 
~r: 'pl ann1 ng to conduct, sampl e surveys of their own. These 1 oca lly 
1nlt~ated efforts are scattered, and they vary tremendously in focus and 
quallty. ,~lt~o~gh ~ost of the. local s~rveys have been concerned with the 
stud,¥ of v~ctlm1zatlOn, other lnformatlon -- particularly in the realm of 
publlC attltudes -- is being generated. 

NCJISS has undertaken several .st~di.es ~mphasizing the application of 
local as well as the national v,ctlml~at~o~ d~ta. For example~ James 
Garofalo's study focuses on lo~al vlctlmlzatl0n survey applications 
("Local Victim Surveys: A Rev1ew of the Issues," Analytic Report SD-NAD-2) • 
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There are a number of reasons why local agenci es have chosen to 
devote resources to conducting local sample surveys. First, some local 
agencies find it desirable to develop sources of information that are 
independent of official processing. Even among local personnel who use 
the NCS and poli ce-reported data, there is concern with the amount of 
"lag time" that occurs between data collection and dissemination. The 
results of 1 oca lly sponsored surveys can be put to use as soon as the 
data are collected and analyzed. Secondly, many practitioners ~~<i'H~ve 
that it is easier to gain acceptance for programs developed on the 't?Ji}:sis 
of locally collected data rather than on the basis of results generalized 
from surveys that were conducted elsewhere. Finally, when trying to 
address issues with information generated by a survey that was not 
explicitly designed to address those issues, one often finds that 
questions were not asked in exactly the way one would have wished. This 
problem can be overcome when local personnel design their own surveys of 
problcri'is and issues that are relevant to them. 

Regardless of whether a sample survey is being conducted on a 
national or local level, it is imperative that the people planning the 
survey explicitly consider what information they wish to generate and how 
they intend to use the survey, results. Survey methods are less 
applicable to some information needs than to others. For example, it 
would be wasteful to use a survey to gather data on which to base 
decisions about the allocation of police manpower within a city; actual 
calls to the police for service and reported crimes already provide good 
indicators of the need for police personnel in various areas of the 
city. On the other hand, if police officials are concerned with 
potemt'ial public response to a 'planned change in police practices (e.g., 
the abandonment of some existing service functions), then a sample survey 
could prove useful in estimating public attitudes. 

Even when it is decided that a sample survey will be helpful in 
generating needed information, the particular goals set for the survey 
will determine what specific methods must be used and how much the effort 
will cost.· Suppose, for example, that a goal is to estimate, from a 
sample, the number of robberies ot~urring in a city. Such a task 
requires a, very large sample because robberies are relatively rare 
events. In addition, the goal requires that the sample used be 
representati ve of the populati on of the city. 

Surveys of known victims can provide valuab'le information about 
Citizen contacts and satisfaction with the criminal justice system, 
pointing to ways for system improvement. Because th~ target pop~lation 
can be defined to include only people who have been 1n contact wlth the 
criminal justice system, it is easier to construct a sampling frame, that 

,is, identify respondents. Official records can be used for this 
purpose. Since all of the people in the sampling frame are known to have 
had contact with the system, the sample drawn for interviewing ,would not 
have to be anywhere near as 1 arge as in the usual vi ctimi,zati on survey 
which tries to uncover victimizations in the general populat1on. 

There are several ways in which the NCS experiences can be useful to 
local agencies pl anning to conduct their own surveys. If the local 
agency wants to locate and interview victims in the general population, 
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the NCS findings can provide a rough idea of how many victims of various 
types of crime will be located in a sample of a given size in a certain 
type of area (e.g., urban, suburban, rural). With this estimate, the 
agency can decide on the approximate sample size it will need. Secondly, 
the i ntervi ew schedul es used in the NCS have been extensi vely pretested 
and refined. They can be quite useful as guidance for the agency in 
constructi ng its own i nstrLl11ents. Thi rdly, the NCS pretests al so have 
generated some very important findings about effective interviewing 
procedures in victimization surveys. Familiarity with these findings can 
help avoid needless errors and improve data collection quality. The 
Census BurE~au has produced i ntervi ewer trai ni ng and i nstructi on manual s 
for the NCS program. These documents cover a vat'i ety of procedural 
points. For example, onF' ~ection describes how each question of the 
interview schedule should :~ asked and when and how the interviewer 
should probe for answers. ;:inally, the Census Bureau's NCS docLl11entation 
contains technical ,information on sampling, weighting factors, and 
estimation procedures useful for those involved in a local effort. 

Sampling Procedures 

It is generally not practical to collect data from an entire 
population because of time and cost considerations. In the usual case, 
it is more efficient to collect and study data from a sample of the 
popul ati on being consi dered. An analysis of the sample data shoul d 
provide useful information about the population being studied. Two 
questions are usually addressed in considering a sample: how large a 
sample should be selected and how should the sample be drawn. Sampling 
procedures are discussed below, followed by a brief discussion of the 
problems in estimating sample size. 

In order for the results obtained from the analysis of sample data to 
be applicable to the population from which they were drawn, it is 
necessar y that the sampl e be representati ve. A representati ve sampl e is 
one which reflects the characteristics of the population being sampled in 
its true proportions. In actual practice, a representative sample can 
never be attained unless there is perfectly accurate and complete 
knowledge about the population being studied. 

A representative sample is most likely to be obtained if the sample 
is drawn using a random selection procedure. Such a sample is called a 
Y'andom sample. A random sample is extremely impol"tant: methods of 
statistical inference used to generalize from the sample to the 
popul at; on of interest depend upon the representati veness of the sampl e. 
A random sample can be drawn only from a population if every item or 
person in the popul ati on hds an equal chance of bei ng drawn on each 
s ucce s s i ve dr aw • 

There are a vari ety of types of random sampl es that can be drawn from 
popul ati ons. Four types of ra.ndom sampl es will be briefly discussed 
here: 1) simple random samples, 2) systematic samples, 3) stratified 
samples, and 4) cluster samples. (See Exhibit 2-15.) 
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EXHIBIT 2-15 

FOUR TYPES OF SAMPLES 

2 3 CD 5 & 7 (1) 3 4 5 CD I 

I I. @12 13 14 15 ® ! ® 11 12 13 ® 15 16 

17 ® 19 ® 21 22 @ 24 17 ® 19 20 21 ® 23 24 

2~ 26 ® 28 ® 30 31 32 25 ® 27 28 29 ® 31 32 

33 34 35 36 31 @ 39 @ 33 ® 35 36 31 @ 39 40 

® 42 ® 44 45 46 41 41 41 @ 43 44 45 ® 41 41 

SIMPLE RANDOM SAMPLE SYSTEMATIC SAMPLING 

. 
CD 3 5 CD:Q) 4 CD I CD (1)~Q) CD~ 5 5 : 1 8 

I 11 @ 15 ~@ 12 14@ 0@:®®:13 14 : 15 16 ......... , ... . .............. , .. , .... 
11 ® 21 23 : 11 20 22 24 17 18 : 19 20 : 21 22 : 23 24 

31 :@ ® 32 
. 

21 : 29 25 27 21 21 25 26 : 21 30 : 31 32 
•••••• ,.1 ••••• 

• I ••••• t •• I •••••••• , I ••••••••• 

® 35 37 ®: 34 36 ® 40 33 34 35 36 :@@ @@ 
41 @@ 41~4l 44 4$ ® 41 42 43 44 ~@®®® 

STRATIFIED SAMPLE CLUSTER SAMPLE 

A simpl e random sampl e can be drawn from ali st of all members of a 
population using any of a variety of simple devices (for example, drawing 
numbers from a hat or usi ng a tabl e of random numbers). In most 
practical research problems, a total list of all items or people in a 
population is rarely available. For example, there are no lists of all 
people living in New York City. Using a telephone book would include 
only those members of the popul ati on who had a telephone and who chose to 
be listed, for many purposes excluding important elements, e.g., low 
income groups, from the population of interest. The more the list from 
whi ch the sampl e is drawn is not representati ve of the total popul ati on, 
the more the results of inference to the total population will be biased. 

Systematic sampling is simil ar to random sampling. For systematic 
sampling, beginning with a randomly chosen person on the list, one can 
simply choose every !th person. 
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In a stratified random sample design, the total population is divided 
into rel ati vely homogenous subpopul ati ons. Random sampl es are then drawn 
from within each of these subpopul ati ons. One reason it is often useful 
to stratify a sample is that different sour'ces or lists may have to be 
used for each subpopu)ation. Another reason for stratifying a sample is 
that a small er number of cases can be drawn to ach i eve the s arne 1 eve 1 of 
accuracy. Selecting and sampling from strata reduces variability in the 
population. This reduced variability allows a smaller sample size to be 
used. This is an important consideration because the reduced sample size 
required by stratifying can result in substantially reduced costs. 
Examples of strata are: sex (male or female); age (20-29, 30-39, etc.); 
marital status (married, widowed, divorced, separated, never married). 

In stratified sampling the population is divided into groups, and 
then a random sample is drawn from each group. In contrast, in cluster 
swnpling, the population is divided into a large number of groups, and 
then sampl es are drawn from among the groups. For exampl e, if all the 
census tracts in a city were considered to be organized in clusters, a 
certain number of census tracts would be selected for study. The 
objective of such a cluster analysis is to select clusters which exhibit 
great variation, but which at the same time are small in size, or located 
in such a manner as to minimize data collection costs, such as those 
involved in interviewers' traveling time. 

Sampl e Si ze 

A basic dilemma facing an analyst who must select a sample, is how 
1 arge a sample should be chosen. It is a dilemma in the sense that 
various tradeoffs must be made in arriving at a reasonable decision. 
Backstroo and Hursh describe these tradeoffs as involving: (1) how 
homogeneous the popul ati on is; (2) the sampl i ng procedure sel ected; (3) 
the number of categories to be analyzed; (4) time, money, and personnel 
ava il abl e to collect the data; (5) the amount of error between sampl e 
estimates and population values that can be tolerated (tolerated error);, 
and (6) the need for measurement accuracy (especi ally rel i abil ity)J/. 
In general, if a population from which observations are to be collected 
is more varied -- heterogeneous -- a larger sample will be required to 
achieve a specified level of precision. Populations with more 
homogeneity -- less variation -- require relatively smaller sample sizes. 

According to Backstrom and Hursh, in general, "Strat'jfied samples 
require the 1 east number of cases, the simpl e random sarnpl es somewhat 
more - for the same level of precision."38 Similarly, in certain 
sampling problems, clUster sampling may be a most efficient procedure, 
reducing sample size in comparison to other procedures, simplifying the 
selection of respondents, and reducing the cost of data collection. 

The sample size selected must be feasible given the resources 
available to collect the data. It is impractical to interview 2000 city 
resi dents if you have to prepare a report within a one week period and 
have a staff of one -- yourself -- to do the i ntervi ews. The 1 arger the 
number of analyti c categori es requi red of the data, generally, the 1 arger 
the sample size required. Many inferential procedures aSSlJ11e a certain 
minimlJ11 count in each category; violations of these asslJ11ptions make 
thei r i nterpretati on doubtful. 
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The concept of to 1 erated err9r may, perh~ps, tbe betS~ ~~def~!O~~e~!~~ 
an example Suppose your sampl1ng problem was a es lma I 

number of 'vi ctimi zati ons in your city for the past year. Let s ~ssum~ 
th t the amount of allowed sampling error is 5%.. ~f. our: samp e a 
't

a 
, ( 300 N - 250 000) indicates an 8% v1ct1m1zat10n rate, we 1n erV1ews n = , - " t t ' between 3% and 13% would estimate that the popul atl on rearres ra e 1S 0 2% 

d a more reliable estimate -- a smaller tolerated error, sa~ :~ ~e s~~~ler bound would be estimated, requiring a larger sample S1ze, 
say n = 1000. 

Th last tradeoff in estimating a sample size is based on the 

~;;~~~:nc~O~:i d~":.:e sa~~!~ ~Sh; ~ma~~ 1 ~it~clcnurth~5 e.;~:;;'~~~d .f;nl~o O~re~u\"::\:~ 
maller sam 1e size, than if 99 samples ln ,lOa 1S r:equwe. e 
~nterrelatio~shiPS between tolerated error! conf~d~nc~ u

b
n1ts

d 
and sam~iye 

, '11 t t d in Exhibit 2-16. Th1S exh1b1t 1S ase on a C1 

~~~~~ atr~n d10f u:P;~ol :ima}~~y e;~~'p~~O ~~d obitSatisn saam~J% ~~~fi ~:;~~a~~~i rO~n~ 
s1mple ran am samp e. "d t' 'red 
a tolerated error of 4%, a sample of 600 res, en s lS requ1 • 

EXHIBIT 2-16 

SIMPLE RANDOM SAMPLE SIZE FOR 
SEVERAL DEGREES Of PRECISION* 

Tolerated Confidence Limits 

Error 
95 Samples 90 Samples 

1% 9,604 

2% 2,401 

3% 1,067 

4% 600 

5% 384 

6% 267 

7% 198 

*N~250,OOO 

Source: Backstrom and Hursh Survey Research 
(Evenston: Northwestern University 
Press, 1963) p, 33 
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4,147 

1,843 -
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Survey Procedures 

There are two basic types of instruments in survey research: 
interview schedules and self-administered questionnaires. Interview 
schedules are forms from which interviewers read questions to respondents 
and on which replies are recorded. The major advantage of this kind of 
data collection procedure is that skilled interviewers can probe the 
respondents by asking a series of questions in order to clarify issues. 
In situations where a skilled interviewer can create a non-threatening 
situati on for, the respondent, increased cooperati on on the part of the 
respondent may lead to more valuable results. Conversely, in a situation 
where i ntervi ewers are poorly matched with respondents, tension between 
the interviewer and respondent can seriously affect the quality of the 
data collected. An additional advantage of the interviewer method is 
that observational data or other kinds of data, e.g., environmental 
conditions, can be collected during the same session. In some instances, 
interviewers also may produce a higher response rate than would be 
attained using self-administered questionnaires. 

The major disadvantage associated with interview schedules is the 
sharply increased costs as compared with using se If-admin i stered 
questionnaires. A second disadvantage is that the presence of an 
interviewer may result in potential response bias in some situations. 
For example, in situat'ions where interviewers are not highly skilled, 
where respondents are suspicious; where there is a poor demographic match 
between interviewer and respondent, or where the materi al covered in the 
interview is personal Dr fraught with socially desirable answers __ 
responses recorded by the interviewers may be bi ased. In Exhibit 2-17 
these three different survey procedures are compared: the personal 
interview; the telephone interview; and the mailed questionnaire. 

Self-administered questionnaires are designed so that respondents can 
provide answers to the questions without any assistance. Clarity and 
appearance of the questi onnai re are parti cul arly important in designing 
self-administered survey questionnaires. A major advantage in using a 
self-administered questionnaire is cost. Self-administered 
questionnaires are much less expensive to administer than are 
interviews. The>, can be administered to people assembled in groups, can 
be distributed to people on location to be returned upon completion, or 
can be administered through the mails. For some topics, particularly 
when questionnaire responses are anonymous, respondents may be willing to 
answer questions concerning socially undesirable or illegal behavior. 
Measures can be included in questionnaires to account for socially 
desirable response bias as well as for random checking of responses, 
consequently reducing these two common sources of error. 

The major problem with se If-admin i stered questi onnai res is response 
rate. Although response rates can usually be increased substantially 
wi th f 011 ow- up remi nders to re sp ondents , the n umber of re sp ondents not 
completing the questionnaire may be higher for self-administered 
questionnaires than the refusal rates in an interview situation. A lower 
response rate can have a serious limiting effect on conclusions drawn 
from a particular study because of the sampling bias introduced by 
non-respondents. 
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EXHIBIT 2-17 

A COMPARISON OF ALTERNATIVE SURVEY PROCEDURES 

CRITERIA 

Inexepensive 

Random sampling generally 

Entire spectrum of the 
population potentially 
contactab 1 e 

Sampling of special 
popul ations 

Easy to cover large 
geographic area 

Control over who is 
actual respondent 

High· r~sponse rate 

Easy call-backs and 
follow-ups 

Long interview gener­
ally possible 

,Explanations and 
probings possible 

Visual materials may 
be presented 

Nonthreatening to 
respondent 

Interviewer can present 
credent; als 

Safe for interviewers 

Easy Supervision of 
interviewers 

*RDD - random digit dialing 

PERSONAL 
INTERVIEW 

no 

no 

yes 

yes 

no 

yes 

sometimes 

no 

yes 

yes 

yes 

no 

yes 

no 

no 

SELF-ADMINISTERED 
QUESTIONNAIRE 

s.omet imes 

sometimes 

no 

with list 

yes 

no 

no 

no 

sometimes 

no 

yes 

yes 

yes 

N .A. 

N.A. 

TELEPHONE 
INTERVIEW 

yes 

with RDD* 

no 

sometimes 

yes 

yes 

yes 

yes 

sometimes 

yes 

no 

yes 

no 

yes 

yes 

Source: Tachfarbet Alfred J.; Klecka, William R.; Random Digit Dialing: 
Lowering the cost of'Vicitimization Surveys; Police Foundation, 1976 
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Finally, it is important to consider the basic rneasurement issues 
d i scu ssed at the beg i nn i ng of th is modu 1 e when des i gn i ng a survey, as 
we 11 as the necessity of pretesti ng your procedures and instruments to 
help assure useful and accurate data. 

IV. Planning the Data Collection Effort 

A Data Collection Plan is a valuable tool for organizing and 
outlining the sources and procedures to be used in obtaining data for an 
analysis. Such a plan is based on a Problem Specification and includes 
consideration of the following topics: 

1. Determine measures to be used. (Review Problem 

2. 

3. 

Spec ifi cati on.) 
Identify secondary data sources for each measure. 
a. Is appropriate data available? (If not, go to 3.) 
b. Wi 11 data permit adequate testi ng of hypotheses? (If 

not, go to 3.) 
c. Are the data sufficiently reliable and valid? (If 

not, go to 3.) 
Identify primary data collection procedures. 
a. What type of data are required? 
b. Can the data be collected in time? 
c. What are the strengths and weaknesses of alternative 

data collection procedures? 
4. Consider additional requirements. 

a. Identify authorizati on requil'ements. 
b. Identify coding requirements process. 
c. Develop sampling requirements. 
d. Develop instrument requirements. 
e. Develop data conversion requirements. 

The process of deciding the appropriate data sources and collection 
procedures for a given set of hypotheses involves making difficult 
tradeoffs between measurement accuracy, time, and cost. Planning a data 
collection report is an important part of an overall plan for managing an 
analysis. Planning and managing the analysis effort is covered in detail 
in Chapter Eight. 

The art and craft of using data effectively in analys1s is learned 
through practice, error, and improvement. Data synthesis requires 
knowledge of the topics of this chapter, as well as an understanding of 
the initial Problem Specification and the statistical tests and methods 
to which the data will be applied. These descriptive, comparative, and 
inferential methods are the subject of Chapter 3 to 6. Exhibit 2-18 
illustrates in a flow chart the major decisions and activities associated 
with Data Synthesis. 
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EXHIBIT 2-18 

CHAPTER 2 SUMMARY CHART: D~~TA SYNTHESES 

Measurement 
and Measurement 

Error 

Assess 
Hypothesis 

Yes Prepare >----... ~ Data Collection 
Plan 

No 

No 

Ves Assess 
~----., Data Collection 

Yes 

Methods 

Collect Data 

Consider 
Secondary 

Data Sources 

Assembl e Data 
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39 LAW ENFORCEMENT ASSISTANCE 
DIVISION, PUBLICATIONS, FY 1971 - FY 1980 

ADMINI STRATION, STATISTICS 

FY 1971: 

February 1971 

May 1971 

FY 1972: 

July 1971 

February 1972 

May 1972 

FY 1973: 

September 1972 

February 1973 

March 1973 

FY 1974: 

February 1974 

February 1974 

April 1974 

May 1974 

June 1974 

July 1974 

EXPENDITURE AND EMPLOYMENT DATA FOR THE CRIMINAL 
JUSTICE SYSTEM, 1968-69. 

NATIONAL JAIL CENSUS 

CRIMINAL JUSTICE AGENCIES IN THE U.S., 1970 (Summary) 

EXPENDITURE AND EMPLOYMENT DATA FOR THE CRIMINAL 
JUSTICE SYSTEM, 1960-70 

CRIMINAL JUSTICE AGENCIES IN ••• (51 volumes) 

Sf\N JOSE METHODS TEST OF KNot~N CRIME VICTIMS 

EXPENDITURES AND EMPLOYMENT DATA FOR THE CRIMINAL 
JUSTICE SYSTEM, 1970-71 

LOCAL" JAILS: DATA FeR INDIVIDUAL COUNTY AND CITY 
JAILS 

EXPENDITURE AND EMPLOYMENT DATA FOR THE CRIMINAL 
JUSTICE SYSTEM, 1971-72 

NATIONAL SURVEY OF COURT ORGANIZATION, 1971 

CRIME IN THE NATION'S FIVE LARGEST CITIES: National 
Crime Panel Surveys in Chicago, Detroit, Los Angeles, 
New York, and Philadelphia--Advance Report 

CHILDREN IN CUSTODY: A Report on the Juvenile 
Detention and Correctional Facility Census of 1971 

CRIMES AND VICTIMS: A Report on the Dayton-San Jose 
Pilot Survey of Victimization 

SOURCEBOOK OF CRIMINAL JUSTICE STATISTICS 1973 (1st 
edition) 
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FY 1975 continued: 

July 1974 ffiIME IN EIGHT AMERICAN CITIES: National Crime Panel 
Surveys in Atlanta, Baltimore, Cleveland, Dallas, Denver, 
Newark, Port 'I and, and St. Loui s--Advance Report. 
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November 1974 CRI MINAL V ICTIMIZATION IN THE U. S.: January-June 1973 

February 1975 EXPENDITURE AND EM'LOYMENT DATA FOR THE CRIMINAL JUSTICE 
SYSTEM, 1972-73 

February 1975 CRIMINAL JUSTICE AGENCIES IN REGION 9 
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June 1975 

June 1975 

June 1975 

June 1975 
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CRIMINAL JUSTICE AGENCIES IN REGION 7 

CR!MINAL JUSTICE AGENCIES IN REGIONS 1-6, 8, and 10 

CRI MINAL V ICT IMIZATION SURVEYS IN THE NATION'S FIVE 
LARGEST CITIES: National Crime Panel Surveys in Chicago, 
Detroit, Los Angeles, New York, and Philadelphia (final 
report) 

CAPITAL PUNISHtJENT 1973: National Prisonel~ Statistics 
Bull eti n 

ffiI MINAL V ICT I MIZATION IN THE U. S.: 1973 Advance Report 

PRISONERS IN STATE AND FEDERAL INSTITUTIONS ON DECEMBER 
31, 1971, 1972, and 1973 

CRIMINAL VICTIMIZATION SURVEYS IN 13 AMERICAN CITIES: 
National Crime Panel Surveys in Boston, Buffalo, 
Cincinnati, Houston, Miami, Milwaukee, Minneapolis, New 
Orleans, Oakl and, Pittsburgh, San Diego, San Francisco, 
and Washington, D.C. 

HISTCRICAL STATISTICS ON EXPENOITffiE AND EMPLOYMENT FOO 
THE CRIMINAL ,JUSTICE SYSTEM, 1971 to' 1973 

THE NATION'S Jl\ILS: A report on the Census of Jails from 
1972 Survey of Inmates of Local Jail s 

September 1975 SOURCEBOOK OF CRIMINAL JUSTICE STATISTICS 1974 (2nd 
edition) .... 

September 1975 CHIUREN IN CU~\TODY: Advance Report on the Juvenil e 
Detention and Cor\~ectional Facility Census of 1972-73 
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FY 1976 continued: 

September 1975 CENSUS OF STATE CORRECTIONAL FACILITIES, 1974, ADVANCE 
REPORT: National Prisoner Statistics Special Report 

November 1975 NATIONAL SURVEY OF COURT ORGANIZATION: 1975 Supplement 
to State Judicial Systems 

November 1975 CAPITAL PUNISHMENT 1974: National Prisoner Statistics 
Bull eti n 

March 1976 

March 1976 

Aoril 1976 

June 1976 

June 1976 

June 1976 

EXPEI\IDITURE AND EMPLOYMENT DATA FOR THE CRiMINAL JUSTICE 
SYSTEM: 197'4 

ANALYTIC MONOGRAPHS: 

Public Opinion Regarding Crime, Criminal Justice, 
Rel ated Topi cs 

New Directi ons in Process; n9 Juveni 1 e Offenders: The 
Denver Model . 
Who Gets Detained? An F;mpirical Analysis of the 
Pre-Adjudicatory Detention of Juveniles in Denver 

Juvenile Dispositions: Social and Legal Factors 
Related to the Processing of Denver Delinquency Cases 

Offender-Based Transaction Statistics: New 
Di recti ons in Data Coll ecti on and Reporting 

Sentencing of California Felony Offender's 

The Judicial Processing of Assault and Burglary 
Offenders in Selected California Counties 

SURVEY OF INMATES OF STATE CORRECTIONAL FACILITIES, 1974 

ADVANCE REPORT: National Prisoner Statistics Special 
Report 

AN ANAL YS IS (f' V ICTIMIZATION SURVEY RESULTS FROM THE 
EIGHT IMPACT CITIES: Summary Report 

TRENDS IN EXPENDITURE AND EMPLOYMENT DATA FOR THE 
CRIMINAL JUSTICE SYSTEM, 1971-74 

CRIMINAL VICTIMIZATION IN THE U.S.: A Comparison of 1973 
and 1974 Fi ndi n gs 

September 1976 PRISONERS IN STATE AND FEDERAL INSTITUTIONS ON DECEMBER 
. 31, 1974~ National Prisoner Statistics Bulletin 

November 1976 CAPITAL PUNISHMENT 1975 
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FY 1977: 

December 1976 

December 1976 

Jan uary 1977 

Januar y 1977 

January 1977 ' 

January 1977 

March 1977 

March 1977 

March 1977 

April 1977 

April 1977 

April 1977 

May 1977 

May 1977 

May 1977 

June 1977 

June 1977 

June 1977 

July 1977 

CRIMINAL VICTIMIZATION SlRVEYS IN EIGHT AMERICAN CITIES: 
A Cqnparison of 1971/72 and 1974/75 Findings 

CRI MINAL VICTIMIZATION SlRVEYS IN CHI CAGO, DETROIT, LOS 
ANGELES, NEW YORK, AND PHILADELPHIA: A Canparison of 
1972 and 1974 Fi ndi ngs 

SOlRCEBOOK OF CRIMINAL JUSTICE STATISTICS 1975 

PRE-ADJlJHCATORY DETENTION IN THREE JUVENILE COURTS 

DELINQUENCY DISPOSITIONS: An Empirical Analysis of 
Processing Decisions in Three Juven'ile Courts 

EXPENDITURE AND EWLOYfJENT DATA FOR THE CRIMINAL JUSTICE 
SYSTEM, 1975: Advance Report 

EXPENDITURE AND EWLOYfJENT DATA FOR THE CRI~INAL JUSTICE 
SYSTEM, 1975 

CRIMINAL VICTIMIZATION IN THE UNITED STATES: 1973 

CENSUS OF PRISONERS IN STATE CORRECTIONAL FACILITIES~ 1973 

PRISOOERS IN STATE AND FEDERAL INSTITUTIONS ON DECEtlSER 
31, 1976: Advance Report 

CHILIREN IN CUSTODY: Ad~ance Report on Juveni 1 e 
Detention and Correctional Facility Census of 1974 

PRISOOERS IN STATE AND FEDERAL INSTITUTIONS ON DECEmER 
31, 1975 

CRIMINAL VICTIMIZATION IN THE UNITED STATES: A 
Canpari son of 1974 and 1975 F i ndi n g5 

DICTIONARY OF CRIMINAL JUSTICE DATA TERMINOLOGY: Terms 
and Definitions Proposed for Inte\~state and National Data 
Co11 ecti on and Exchange 

CAP ITAL PUN ISHfJENT 1976: Advance Report 

THE PATTERNS AND DISTRIBUTION OF ASSAULT INCIDENT 
CHARACTERISTICS AMONG SOCIAL AREAS 

PATTERNS OF ROBBERY CHARACTERISTICS AND THE IR OCCURRENCE 
AMOOG SOCIAL AREAS 

SOlRCEBOOK OF CRIMINAL JUSTICE STATISTICS 1976 

TRENDS IN EXPENDITURE AND EMPLOYfJENT DATA FOR THE 
CRIMINAL JUSTICE SYSTEM: 1971-75 
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FY 1977 continued: 

July 1977 NATIONAL SlRVEY OF COURT ORGANIZATION: 1977 Suppl ernent 
to State Judicial Systems 

August 1977 LOCAL VICTIM SlRVEYS: A Revi ew of the Issues 

FY 1978: 

October 1977 CRIMINAL VICTIMIZATION SlRVEYS IN WASHINGTON,; D.C. 

October 1977 CRIME-SPECIFIC ANALYSIS: The Characteristics of Burglary 
I nci dents 

October 1977 aUf.'E-SPECIFIC ANALYSIS: An Empirical Examination of 
Burg1 ary Offender Characteristics 

November 1977 CRIMINAL VICTIMIZATION SlRVEYS IN PITTSBlRGH 

November 1977 CRIMINAL VICTIMIZATION SURVEYS IN SAN FRANCISCO 

November 1977 PUBLIC OPINION ABOUT OUr-f:: THe Attitudes of Victims and 
Non-victims in Selected Cities 

November 1977 THE POLICE AND PUBLIC OPINION: An Analysis of 
Vi ctimi zati on and Attit ude Data fran 13 Ameri can Citi es 

November 1977 CHILIREN IN CUSTODY: Advance Report on the Juveni 1 e 
Detention and Correctional Facility Census of 1975 

December 1977 CRI MINAL VICTIMIZATION SlRVEYS IN BOSToo 

December 1977 CAP ITAL PUN ISHMENT 1976 

January 1978 CRIMINAL VICTIMIZATION SlRVEYS IN BUFFALO 

January 1978 CRIMINAL VICTIMIZATION SURVEYS IN CINCINNATI 

January 1978 CRIMINAL VICTIMIZATION SlRVEYS IN HOUSTOO 

January 1978 CRIMINAL VICTIMIZATION SURVEYS IN MIAMI 

January 1978 CRIMINAL VICTIMIZATION SlRVEYS IN MILWAUKEE 

January 1978 CRIMINAL VICTIMIZATION SURVEYS IN MINNEAPOLIS 

January 1978 

Jan uary 1978 

January 1978 

CRIMINAL VICTIMIZATION SURVEYS IN NEW ORLEANS 

CRIMINAL VICTIMIZATION SURVEYS IN OAKLAND 

CRIMINAL VICTIMIZATION SURVEYS IN SAN DIEGO 
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FY 1978 continued: 

Februar y 1978 

Februar y 1978 

March 19~8 

April 1978 

April 1978 

April 1978 

April 1978 

May 1978 

May 1978 

May 1978 

May 1978 

June 1978 

June 1978 

June 1978 

Jul Y 1978 

July 1978 

August 1978 

EXPENDITLRE AND EMPLOYMENT DATA FeR THE CRIMIN/~L JUSTICE 
SYSTEM, 1976 Advance Report 

CRIMINAL VICTIMIZATION SURVEYS IN THE UNITED STATES: A 
Comparison of 1975 and 1976 Findings 

CHIUREN IN CUSTODY: A Report on the Juvenil e Detenti on 
and Correcti onal Facil tity Census of 1973 

PRISOOERS IN STATE AND FEDERAL INSTITUTIONS ON DECEMBER 
31, 1976 

SOURCEBOOK OF CRIMINAL JUSTICE STATISTICS 1977 

STATE AND LOCAL PROBATION AND PAROLE SYSTEMS 

AN INTRODUCTION TO THE NATIONAL CRIME SLRVEY 

CRIMINAL VICTIMIZATION IN THE UNITED STATES: 1974 

EXPENDITURE AND EMPLOYMENT DATA FeR THE CRI MINAL JUSTICE 
SYSTEM, 1976 

CRIt<E-SPECIFIC ANALYSIS: An Empirical Examination of 
Burgl ary Offenses and Offender Characteristics 

PRISOOERS IN STATE AND FEDERAL INSTITUTIONS on December 
31, 1977: Advance Report 

CRIMINAL VICTIMIZATION IN T'HE UNITED STATES: 1975 

CAPITAL PUN ISH tIE NT 1977: Advance Report 
, 

SOURCES OF NATIONAL CRIMINAL JUSTICE STATISTICS: An 
Annotated Bibliography 

COMPENSATING VICTIMS OF VIOLENT CRIME: Potenti al costs 
and Coverage of a Nati onal Progran 

STATE AND LOCAL PROSECUTION AND CIVIL ATTeRNEY SYSTEMS 

TRENDS IN EXPENDITURE AND EMPLOYr.ENT DATA FOR THE 
CRI MINAL JUSTI CE SYSTEM, 1971-1976 

September 1978 EXPENDITURE AND EM'LOYr.ENT DATA FOR THE CRIMINAL JUSTICE 
SYSTEM: 1977 Advance Report 

September 1978 FEDERAL CRIMINAL SENTENC ING: P erspecti ves of Ana'j ysi s 
and a Desi gn for Research 
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FY 1978 conti nued: 

September 1978 VARIATIONS IN FEDERAL CRI MINAL SENTENCES: A Stati sti cal 
Asses911ent at the National Level 

September 1978 FEDERAL SENTENCING PATTERNS: A St.udy of Geographi ca 1 
Vari ati ons 

September 1978 PREDI CTING SENTENCES IN FEDERAL COURTS: The F easi bil ity 
of a National Sentencing Policy 

FY 1979: 

October 1978 WAS HINGTON, D.C.: Publ i c Attitudes About Cri me 

October 1978 HOUSTON: Public Attitudes About Crime 

October 1978 MYTHS AND REALITIES ABOUT CRIME: A Non-technical 
Presentation of Selected Information from the National 
Pri soner Stati sti cs Program and the Nati onal Crime Survey 

November 1978 OAKLAND: Public Attitudes About Crime 

November 1978 PAROLE IN THE UNITED STATES: 1976 and 1977 Uniform 
Parol e Reports 

December 1978 SAN FRANCISCO: Public Attitudes About Crime 

December 1978 STATE COURT CASELOAD STATISTI CS:' AdVance Report, 1975 

January 1979 CAPITAL PUNISHr.ENT 1977: National Prisoner Statistics 
Bull eti n 

Januar y 1979 
.. /' 

'CRIMINAL VICTIMIZATION IN THE U.S.: A Comparision of 
1976 and 1977 Findings, Advance Report 

February 1979 MILWAUKEE: Public Attitudes About Crime 

February 1979 MINNtAPOLIS: Public Attitudes About Crime 

Februar y 1979 STATE COURT CASELOAD STATISTICS: The State of the Art 

April 1979 PITTSBLRGH: Public Attitudes About Crime 

May 1979 CENSUS OF JAILS AND SURVEY OF JAIL INMATES, 1978: 
Prel imi nary Report 

May 1979 PRISONERS IN STATE AND FEDERAL INSTITUTIONS on December 
31, 1977: National Prisoner Statistics Bulletin 

May 1979 CINCINNATI: Public Opinion About Crime 

May 1979 A CROSS-CITY COMPARISON OF FELONY CASE PROCESSING 
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FY 1979 conti nued: 

June 1979 

June 1979 

June 1979 

June 1979 

June 1979 

July 1979 

July 1979 

August 1979 

August 1979 

BOSTON: Public Opinion About Crime 

BUFFALO: Public Opinion About Crime 

TECHNICAL STANDARDS Fffi ML\CHINE-READABL,E DATA SUPPLIED TO 
LEAA 

PRI SONERS IN STATE AND FEDERAL INSTITUT IONS on December 
31, 1978: Advance Report 

CAPITAL PUNISHMENT 1978: Advance Report 

EXPENDITURE AND EtJPLOYM:NT DATA FOR THE CRIMINAL JUSTICE 
SYSTEM, 1977 

STATE roURT CASELOAD STATISTICS: Annual Report, 1975 

RAPE VICTIMIZATION IN 26 AMERICAN CITIES 

SOURCEBOOK OF CRIMINAL JUSTICE STATISTICS 1978 

September 1979 CRIMINAL VICTIMIZATION IN THE U. S.: 1976 

September 1979 CHILIREN IN CUSTODY: Advance Report on the 1977 Census 
of Public Juvenile Facilities 

September 1979 STATE COURT CASELOAD STATISTICS: Advance Report, 1978 

FY 1980: 

October 1979 PROFILE OF STATE PRISON INMG.TES: Socia-demographic 
Fi ndi ngs fran the 1974 Survey of I nmat,es of State 
Correcti onal F aci 1 i ti es 

October 1979 PAROLE IN THE U.S.: 1978 Uniform Parole Reports 

November 1979 CRIMINAl. VICTIMIZATION IN LRBAN SCHOOLS 

November 1979 CRIME AGA INST PERSONS IN URBAN, SUBURBAN, AND RURAL 
AREAS: A Canparative Analysis of Victimization Rates 

November 1979 CHILDREN IN CUSTODY: Advance Report on the 1977 Census 
of Private Juvenile Facilities 

November 1979 CRIMINAL VICTIMIZATION IN THE U. S.: Sunmary Findings of 
1977-78 Changes in Crime and of Trends Since 1973 

November 1979. THE COST OF NEGLIGENCE: Lossess from Preventable 
Househo 1 d Burgl ari es 

112 

r I 

' ____ 1 ________________________________ ~ ______________ __ 

1£) 

() 1 

: , 
, 

i 
I 

[I 
j I 

I 
I 

r , 

! • 

.~ 

it, 
! '-,,, , 

' .... , .. -, ... ) '. 

~, 

'l"·, ! , , 
1 • 
~ \ 

'~:1 

, ) 

) 

) 

. - - '.- "_.-.-
._-... -.- .... - -.-.~-.-

Introduction 

CHAPTER 3 

DESCRIPTIVE METHODS 

What is IIdata interpretation ll as used in this text? Essentially. it 
is the application of a set of tools used for converting data about cnme 
and the criminal justice system into information valuable for 
decision-making. These tools include both quantitative techniques as 
well as qualitative methods. 

The types of methods that are used to interpret data ran~e from the 
application of graphs, charts, and maps to multi-variate modellng methods 
useful for understanding and predicting trends. This chapter 
concentrates on building skills involving basic quantitative tools -­
descriptive statistics. 

What are/iS statistics? The question implies the answer, for 
statistics is a collection of numerical facts about ourselves and our 
environment as well as a set of tools used to deal with such numerical 
facts. It is this latter definition which is used as one of this text's 
themes, emphasizing the view that statistics ;s concerned with the 
collection, organization and interpretation of numerical facts or 
observations about crime and the criminal justice system. 1 

Descriptive stat; stics are used for two purposes. They are used to 
characterize what is IItypical li about a set of data (e.g., how a crime is 
typically performed, where and when in the community it most frequently 
occurs, and who the average offender is). For instance, of the 975,630 
estimated robberi es in 1974, 1 ess than half involved the use of a weapon 
(47%). Of the robberies invo"lving a weapon, the knife was the most 
frequently used weapon (43%). Sixty percent of all robberies took pl ace 
on the streets or in parks; forty-six percent took place between the 
hours of 6:00 a.m. and 6:00 p.m. Finally, the IItypical" suburban robber 
in 1974 was a white male between 25 and 29 years of age. It is assumed 
that the analyst has data on each crime, each offender, and each victim 
and wants to describe the principal characteristics of the crime, 
criminal activity in the jurisdiction, or the types of offenders and 
victims involved in specific crimes. The statistical measures used fOr 
such descripti ons are the mean, mode, and medi an, known co 11 ecti vely as 
measures of central tendency. 

A second purpose of descriptive statistics is to measure the 
variation in data. Variation refers to the differences among the various 
measured observations. Measures of variability are used to indicate how 
widely individual measurements vary from the central tendency in the 
data. Using the example. of robbery again, the state with the lowest 
robbery rate per 100,000 inhabitants in 1977 was Iowa (10.1) while the 
state with the highest rate was New York (476.3). The minimum (10.1) and 
maximum (476.3) values of a distribution as well as the range for a 
distribution (476.3 - 10.1 = 466.2) are three statistical measures of 
vari ati 011. Such stati stical measures of vari ati on are discussed in th is 
chapter. 
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In additi on to these descriptive statistics, this chaptel" presents 
and illustrates various graphic techniques for describing data for' a 
single variable. Sets of statistical measures by themselves do not 
convey the complete profile or description of a trend. They are enhanced 
and supported by carefully conceptualized graphics. In this chapter two 
categories of graphics are presented using crime data examples: those 
used to describe quantitative data -- frequency histograms and polygons; 
and those appr()priate for descl"ibing qualitative variables -- charts and 
graphs. While most of the illustrations and examples used in this 
chapter involved crime data, system data may be treated in a similar 
fashion. 

I. Measurement Levels 

. Exhibit 3-1 sunmarizes information and provides examples of 
measurement scales or 1evels that are used to classify data. 
classification scheme is essential for the selection of 
appropri~te for use with particular variables. 
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COMMONLY 
USED NAMES 
Discrete, 
Qual itative, 
Categori cal 

LEVEL 
Nominal 

EXHIBIT 3-l. 

MEASUREMENT LEVELS 

sTATIsTIcs 
DESCRIPTION EXAMPLES FREQUENTLY USED 
"Data are placed Sex, Tables of Fre-
in mutually Race, quencies & 
exclusive and Type of Crime, (Rates, Mode, 
exhatAst i ve Type of Pi e Charts, 
categories Weapon Bar Graphs, 

"""0 .... ; s-c-r-et.,.-e-,------...O-rd-..-ir-n-a ..... l----,D~a:;;.;:t;,;:;a~ar-.:e...=.----;SO-::o~cli-i o;:;.;.-.;...e-c-on---- Cros s Tabu 1 a-
Rank-ordered placed in mutu- omic status tion tables 

ally exclusive Ranks in law Chi Square 
and exhaustive enforcement Seriousness 
categories s agency Scales) 
ordered along 
accord i ng to a 
hierarchy 

Quantitative I nterva 1 Data are Temperature Mean 
distributed Intelligence Median 
along a contin- Range 
uum with Standard 
established Deviation 
distances Statistical 
between points Maps 
with no refer- Histograms 
ence to an Time Charts 
absolute zero Rates 

~Q-u a-n-:"t-:-i t-:-a-:t-"i-ve-,---';:t"R-at""'i:-o-s---'D';:';;a:;';;:t";;'a";;'Ar-r:;';:e~';;;;";:~--'A'-g-e-, ---- P ears on IS r 
Continuous distributed Years of Regression 

along a con- Education, Scattergrams 
tinuum with Expenditures, Grouped data: 
established Manpower All 
distances statistics 
between for nominal & 
points with an ordinal level 
absolute zero variables 
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Every variable categorizes data, but the set of .categories used for 
a given variable can itself be classed on the bas1s of the level of 
measurement it expresses. The four possible levels are nominal, ordinal, 
interval and ratio. Both nominal and ordinal level variables are 
commonly' called discrete variables, qualitative variables, or categorical 
variables. The nominal level variable classes cases (or observations) 
into exhaustive and mutually exclusive categories. For example, sex is a 
nominai variable which classes cases as either male or female but never 
as both male and female. The ordinal level variables both class cases 
into categories and rate the categories from the most to the least amount 
of some underlying characteri stic. For example, type of robbery is a 
variable which has categories with the underlying dimension of the 
seriousness of the offense, where the "label" 4 is assigned to the most 
ser i OU s type of robbery and the "1 abe 1 " 1 is as.s i gned to the 1 e~st 
serious. However, the numbers used to rank the ser10usness of robber1es 
do not provide any information on how much more ~eri.ous a robbery of 
category 2 is than a robbery of category 1. Nor 1S 1t clear that the 
difference in seriousness between robberies of category 1 and those of 
category 2 is the same as the difference in seriousness between robberies 
of category 2 and robberi es of category 3. The numbers assigned to 
categories are used only to identify categories; any differences are 
qualitative rather than quantitative. 

Both the interval and ratio levels of measurement imply 
quantification of the observations categorized by a variable. For 
example, temperature is an interval measure because it permits not only 
differentiation between 32 degrees and 33 degrees, the precision of 
measurement is such that it can be assumed that the difference between 32 
degrees and 33 degrees is the same as that between 98. degrees ,and 99 
degrees. However, it cannot be assumed that 99 degr~es 1S three t1mes as 
hot as 33 degrees. (Few examples of this level of variable are us~d in 
criminal justice analysiS.) Dollar value of stolen proper~y 1S a 
continuous variable because no matter what the labels ass1gned to 
categories, it is always possible to find a meaningful category between 
any two labelled categories. For example, between dollar values of 
$1,000 and $1,001 a value of $1,000.50 can be found and has qualitative 
(or substantive) meaning as well as quantitative meaning. Between the 
values of $1,000 and $1,000.50, a value of $1,000.33 can be found and has 
qualitative meaning as well as quantitative meaning. 

Variables commonly used in criminal justice analysis are listed in 
column 4 of Exhibit 3-1, by level of measurement (in the third column). 
The last column indicates appropriate methods from Chapter 3-5 for 
treating variables of a given measurement level. 

Many variables can be measured on more than one scale. For example, 
a ratio level measure such as age, may be groupt.~d into categories and 
treated as an ordinal level variable. To explain the term "grouped data ll 

it is necessary to discuss first the concept of a distribution. 2 Step 
one in creating a distribution is to count the number of observations or 
cases which fall in each category of a variable. This number denotes the 
frequency with which a category of observations occur's. In Exhibit 3-2, 
such counts are presented for two different types of variables, place of 
occurrence, a nominal level variable, offender1s age, and a ratio level 
variable. The term "real limits" is a concept used to bound observations 
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in a manner so that values can be readily categorized. In the example, 
these bounds or limits extend one-half unit on either side of the 
apparent interval limits. Interval and ratio scale variables are 
generally referred to by their mid-points. In the case of "Offender1s 
Age" the categmqy mid-points are: 16.0, 17.0, 19.0, 20.0, etc. Grouping 
?bservations is done to focus attention on certain specific categories as 
lllustrated by the grouped frequency distribution for place of 
occur.rence; or grouping ~~to fewer categories facilitates a presentation 
as w1th offender1s age. Grouping data is a useful technique, however 
there are two potential problems: (1) the fewer the categories the 
greater the loss of deta i 1 ed i nf ormat ion; and (2) the potent i a 1 
measurement error caused by grouping the data. While the same 
descriptive statistics are used for grouped data, different formulas are 
applied to ungrouped and grouped variables. 
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EXHIBIT 3-2. 

FREQUENCY DISTRIBUTIONS AND GROUPED DATA 

1. Frequency Distributions 

a. Place of Occurence Frequency of Cases 
in Each Category 

{f) 
Hi ghwiW 2 
Commerc i a 1 Hou se 4 
Gas or Service Station 5 
Chain Store 2 
Residence 1 
Bank 1 
Miscellaneous 0 

IS 

b. Offenderls Age Real Limits f 

16 15.5 - 16.5 1 
17 16.5 - 17.5 1 
19 18.5 - 19.5 2 
20 19.5 - 20.5 1 
21 20.5 - 21.5 1 
24 23.5 - 24.5 1 
25 24.5 - 25.5 1 
26 25.5 - 26.5 1 
27 26.5 - 27.5 2 
30 29.5 - 30.5 1 
31 30.5 - 31.5 1 
32 31.5 - 32.5 1 
41 40.5 - 41.5 1 

IS" 

2. Grouped Frequency Distributions 

a. Place of Occurrence f 

Conrnercial House 4 
Gas or Service Station 5 
Other 6 

rr-
b. Off ender I sAge Cl ass 

Mid-Point f 
(Expressed L imi ts) 

15-22 18.5 6 
23-30 26.5 6 
31-38 34.5 2 
39-46 42.5 1 

15 

Source: hypotheti cal data 
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II. Statistical Methods 

A. Measures of Central Tendency 

A number of easily calculated measures are available to summarize 
numerical data for a single variable, and to facilitate comparison and 
interpretation of data. Central tendency is used here to describe the 
representativeness, typicality or centrality of a distribution. The idea 
is that data for a single variable, such as the age of offenders, tends 
to cluster around a central value which is between two extreme values of 
the variable being studied. 

Locating a central value can be very useful in reducing a mass of 
data to easily understood quantitative values which in turn can be 
readily conrnunicated to decision-makers, particularly when coupled with a 
description of the distribution of the data about the central point -- a 
subject covered in the following material. In addition to reducing 
masses of data, measures of central tendency si~plify the task of drawing 
conclusions and making generalizations about the concerns. Following are 
defin iti ons and exampl es of three common measures of central tendency: 
the mean, the median, and the mode. 

1. Mean 

The mean is the sum of all cases or observations for an interval or 
ratio scale variable divided by the number of cases or observations. 
Consider the distribution for the variable "dollar value of stolen 
property" from Chapter lis Exhibit 1-4. First note that it is a 
continuous, ratio level variable. Second, there is one missing case, 
reducing the total number of cases to 14. In order to describe the 
"typical case," the distribution is sunmed (l: , sigma, means to sum the 
distribution) and divided by the number of cases in the distribution 
(N). The resulting value, $502.86, is the mean, average or typical 
case. This calculation is presented in Exhibit 3-3. 
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EXHIBIT 3-3. 

MEAN: DEFINITION AND EXAMPLE 

1. Definition 

x = 

N = 

~. = 

2. Example 

a. Case 

1 
2 
3 
4 
5 
6 
7 
8 

N ::: 14 9 
10 
11 
12 
13 
14 
15 

mean 

number of cases 

Xl + X2 + 111 + Xn = ~X 
N 

b. X + EX = 7040 = $502. 86 
N --r4 

Source: hypotheti cal data 
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Dollar Value of Stolen Property 

100 
350 

o 
100 

missing 
o 

75 
25 

4000 
150 

75 
600 

1500 
65 
o 

EX = i'01O 
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Extreme values in a distribution, such as case #9 the $4,000 bank 
robbery sig~qficantly affects the value of the mean. If case #9 had been 
excluded from the calculation: 

N = 13 

EX = 3040 

and X= $233.85 

This is a substanti al. change in the "typical case. II If a distributi on 
has such extreme val ues, use of the mean may be misl eadi ng. Other 
central tendency measures, such as the median, would be preferrable • 

The definiti on of the mean just provi ded is for the most frequently 
used mean -- the arithmetic mean. In ,criminal justice analysis the 
harmonic mean is particularly important. It 1s used to average ratios in 
which the numerator is held constant. Consider the robbery rates 
presented in Exhibit 3-4. These are robbery rates per 100,000 population 
for all cities in 1975 which had a population of between 250,000 and 
400,000 including the hypothetical metropolis of Chaos City. These rates 
are calculated by first dividing the number of offenses by the total 
population and then multiplying the result by 100,000. The product is 
the number of robberies per 100,000 population. Using a rate instead of 
the number of offenses permits accurate intercity comparisons on the 
incidence of robbery standardized for population size. 
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EXHIBIT 3-4. 

CHAOS CITY AND TWENTY-SEVEN 
U.S. CITY ROBBERY RATES, 1977 

CITY -
Akron 
A 1 buq uerq ue 
Austin 
Baton Rouge 
Birmingham 
Chaos City 
Char lotte 
El Paso 
Fort Worth 
Long Beach 
Louisville 
Miami 
Minneapolis 
Newark 
Norfolk 
Oakl and 
Okl ahoma City 
Omaha 
Port 1 and 
Rochester (N.Y.) 
Sacramento . 
St. Paul 
Tampa 
Toledo 
Tulsa 
Tucson 
Wichita 

ROBBERY RATE 
(Per 1001\ 000) 
_1977 

243.50 
269.86 
170.02 
131.12 
357.98 
450.91 
218.18 
213.64 
315.88 
594.75 
406.90 
670.26 
436.91 
943.26 
220.44 
918.49 
211. 80 
217.79 
477 .39 
411.34 
489.22 
316.95 
378.83 
494.76 
147.41 
185.52 
481.69 

Source: UCR, 1977 and City and County Data Book, 1977, 
for Chaos CTty. - and hypotheti cal data 
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The mean robbery rate for these cities is 384 robberies per 100,000 
population. The harmonic mean is 296. The fO'rfnula for calculating the 

.-'(),~ harmonic mean is: .. ~\ 
1 1/ 

1,1 
~ ,'IUI>" 

) 

• 

XH = N or 1 El E l/x N X 

XH = 1 + 1 + + 1 27 
243.5 269.86 . . . 481. 69 = . 

. 0913 

XH = 296 

Note that the harmonic mean in this example is smaller than the 
arithmetic mean. It may be a preferred measure of central tendency when 
discussing crime rates or system flows, e.g. offenders per week. Using 
an arithmetic mean may introduce bias in the estimate of central tendency 
for an index number. 

2. Median 
, 

The median is a splecial case of percentile ranks. That is, by 
definition, the median is the score at the 50th percentile, thus 
requiring that the categories of a measure be .ordered. The median is 
determined so that half the observations are equal to or greater than the 
middle'observation and half of the observations are equal to or less than 
the middle observation. 

Exhibit 3-5 defines and provides an example of determining the 
median. In the example, $100 is the median dollar value of stolen 
property. If case #9 -- $4000 -- was excluded, N = 13 and the value of 
the median would be the average of the two middle values, $100 and $75, 
or $87.50. 
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EXHI-BIT 3-5. 

MEDIAN: DEFINITION AND EXAMPLE 

1. Defin iti on 

The median of a set of numbers arranged in order of magnitude is the 
mi ddle val ue or the arithmetic mean of the two mi ddle val ues. (Data From 
Exhibit 1-4) 

2. Exampl e. (Data from Exhibit 3-3) 

f.ase # Rank 

9 1 

13 2 

12 3 

2 4 

110 5 

4\ 6 

1 7 

11 8 

7 9 

14 10 

8 11 

15 12 

6 13 
,. 

3 14 

Source: hypothetical data 
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4000 

1500 

600 

350 

150 

100 

100 

75 

75 

65 

25 

25 

o 
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(6 Scores Above) 

-Medi an 

(6 Scores Below) 
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The average of the two mi ddle cases is used if a distributi on has an 
even-number of cases. The rank-ordering of cases is time consuming 
especially for samples or populations with large numbers of cases; 
however, it is an appropriate statistic for all variables that are 
ordinal, interval, or ratio level. 

3. Mode 

The 1 ast meas ure of centra 1 tendency cons i dered here is the mode. 
The mode is a descriptive statistic used primarily for nom·lnal and 
ordinal variables. It is the easiest of the measures to determine, yet 
it is not frequently used in crimi nal \~usti ce analysis. There are two 
explanations for the mode's lack of use: 

a. It is not stable; adding a few additionql observations 
can significantly change the modal value; and 

b. a distribution may possess more than one mode, thus 
making it an ambiguous measure (i.e., a bimodal or 
multi-modal distribution). 

Nevertheless, the mode is almost always found by simply. inspecting a 
distribut.ion for the value{s) which most frequently occur. 

In Exhibit 3-6, the example uses the distribution of robberies by 
place of occurence, a nominal level variable. In this distribution, gas 
stations is the category which occurs most frequently and therefore it is 
the modal category. 
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EXHIB IT 3-6. 

THE MODE: DEFINITION AND EXAMPLE 

1. Definiti on 

The mode for a set of measurements is the value(s) that occurs with 
the greatest frequency. 

2. Exampl e 

Place of Occurrence 

Hi ghway 
CommeY'ci al 
Gas or Servi ce Station 
Chain Store 
Resi dence 
Bank 
Miscell aneous 

Source: hypothetical data 
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2 
4 
5 
2 
1 
1 
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~. Measures of Variation 

1he purpose of numerical descripti on is to obtain a set of measures 
(one or more) that are useful in conmunicating a simple mental impression 
of one or more complex data distribution(s). Measures of central 
tendency only portray part of this impression; equally important is the 
relative d;,stribution or spread of the measurements. 

Measures of vari ati on are compani ons to central tendency mea~ures; 
that is, while measures of central tendency describe what is IItypical,1I 
measures of vari ation can be used to describe how adequate the typical 
case is in representing a distribution. Specifically, measures of 
variation have two primary purpm:es: 1) to describe how well the central 
tendency measure represents the central tendency in the data 
di stri buti on, and 2) to sunmarize the spread of observati ons throughout 
categories in a distribution. 

1. Frequency Tables 

Frequency tables present the percentage distribution and cumulative 
distribution of discrete variables and are an effective descriptive 
method. A frequef'lcy tabl e i ncl udes the count of cases or frequency in 
each category and may i ncl ude the percent or rel at; ve frequency and the 
cumulative per(;~nt. Exhibit 3-7 presents an example of a complete 
frequency table. In the example, 40% of the robbery victims in Chaos 
City duri ng August and September were between the ages of 58-73. The 
value below which a percentage of cases falls is called a percentile. In 
the example, the 53.3 percentile is 57.5 (using the real interval 
limits), this means that 53.3% of the victims are under 57.5 years old. 
If the categori es were ran k-ordered from hi ghest to lowest, the 46.7 
percentile would be 57.5 yrs. -- 46.7% of all robbery victims were oller 
57 years of age. Whil e it is traditi onal to construct frequency tab'les 
with categories ordered from lowest to highest, in certain circumstances 
reversing the order may better emphasize the point ,to be made in this 
example. 
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t" EXH IB IT 3-7. 

FREQUENCY TABLES: DEFINITION AND EXAWLE 

1. Definiti on 

A frequency table is appropriate fer discrete variables only, and is 
used to organize data into either a frequency distribution or a 
percentage distribution. 

2. Example (Data From Exhibit 1-4) 

Frequency Relative 
Vi ctim' sAge f Freguency* Percent** 

1-15 0 0 0.0% 

16-31 3 .20 20% 

32-57 5 .333 33.3% 

58-73 6 .40 40.0% 

73 1 .067 6.7% 

*Re 1 at i ve Frequency = ---iT:...;>-i~:-T"-:-;l::~~=r~~:+-

Relative Frequency = 3 = .20 or 20% 
for "16-31" category ~ 

**Percent = Relative Frequency X 100 

Cumulative Cl.I11ul ati ve 
Freguenc~ Percent*** 

0 0.0% 

3 20% 

8 53.3% 

14 93.3% 

15 100% 

***a. Rank-order categories from lowest to highest. 
b. The percentage distribution are summed starting with lowest category 

and worki ng to hi gtiest. 
c. The highest category should total to 100%. 

Source: hypothetical data 
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2. Range 

In describing the variation in the distribution of a continuous 
variable, a different measure of association must be used than those just 
presented. The range is the differ'ence between the largest and smallest 
values in a distribution. It is a measure of the span or spread of 
pos~ible values within which observed values for a variable actually 
oc.cur. Because only the maximum and minimum values are considered, the 
range provides no indication of the form of the distribution -- whether 
they are all clustered or evenly spread across the distribution. 

Of the 27 cities included in Exhibit 3-4, Newark, N.J. had the 
highest robbery rate in 1977 -- 943.26 -- and Baton Ro~ge, La. had the 
lowest -- 131.12. This range of over 800 robberles per 100,000 
population indicates substantial variation. Note that Chaos City is near 
the middle of this range. 

EXHIBIT 3-8. 

RANGE: DEFINITION AND EXAMPLES 

1. Definition: Range = Maximum - minimum. 

2. Examples: 

a. (From Exhibit 1-4) 

Off ender's Age 
Offender'S Education 
Victim's Age 
Dollar/Value Stolen Prop. 

b. Prom Exhibit 3-4 

Maximum Robbery Rate 

- Minimum Robb~ry Rate 

Range 

Source: hypotheti cal data 

= 

= 

= 

Max - Min = Range 

R = 41 
R = 12 
R = 81 

- 16 = 
o = 

22 = 
o = R =$4000 -

25 yrs. 
12 yrs. 
59 yrs. 
$4000 

943.26 

131.12 

812.14 
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(Newark) 

(Baton Rouge) 

robberies per 100,000 population 
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The range is most frequently used in sumnanzlng Jata to be made 
available to the public, in highlighting data by emphasizing extremes, 
and for describing the variation in small samples. Like the mode, the 
range is an unstable statistic; change in either the maximum or minimum 
results in changes in the range. The range's dependence on extreme 
values in a distribution also creates problems of interpretation. 

3. Standard Deviation 

One of the most commonly used measures of variation for continuous 
variables is the standard deviation. This statistic describes how far 
individual items in a distribution depart from the mean. In Exhibit 3-9, 
the formula for calculating the standard deviation is presented (various 
formulas exist, the one used in the exhibit is for un grouped data with a 
small N). 

Notice that in Exhibit 3-9 the sum of the deviations from the mean 
equals zero. This should always be true. Like the mean, the standard 
deviation is sensitive to extreme values in a distribution. Recall that 
the mean for the dollar value of stolen property (excluding the $4000 
bank robbery) is $233.85. The standard deviation forr this distribution 
with the bank robbery excluded is $482.06. 
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EXHIBIT 3-9. 

STANDARD DEVIATION: DEFINITION AND EXAMPLE 

a. Definition 

S = V E ~X-X)2 

Where: 

S = Standard Deviation 
X = Mean 
N = Total number of cases 

b. Exampl e: 

1. Dollar Value of Stolen Property (From Exhibit 1-4) 

(X 1 x-x 
100 -402.86 
350 -152.86 

0 -502.86 
100 -402.86 

0 -502.86 
75 -427.86 
25 -477.86 

4000 3497.14 
150 -352.86 
75 -427.86 

600 97.14 
1500 997.14 

65 -437.86 
0 -502.86 

iOLm E = 0.0 
2. X = E X = 7040 = $502.86 -N- 14 
3. S = V 15250985.72 = $1043.72 

14 

Source: hypothetical data 
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Many calculators, such as the TI-55, and software packages, such as 
SPSS, calculate the standard deviation using the formula: 

S = V E (~ : ~)2 , 

The N-1 is preferred for sample data while the N is used on data for 
entire populations. Using the N-1 formula, the standard deviation for 
the value of the stolen property is $1117.24; for the robbery data in 
Exhibit 3-4, the standard deviation is $211.52 robberies per 100,000. 

Several techniques are .appropriate for interpreting the standard 
deviation. The following discussion focuses on how it may be used in 
examining the shape of a distribution and, by transformation into a 
standard score, used to assess differences between an individual case and 
a sample or population. 

a. The Empirical Rule 

A significant application of the standard deviation is to use it in 
describing the expected percentage of cases that fall within a specified 
distance from the mean. This use is only appropriate for continuous 
variables that have a "bell-shaped" distribution as illustrated in 
Exhibit 3-10. According to the Empirical Rule a "bell-shaped" 
distribution should have 68% of all observations falling within one 
standard deviation of the mean, 95% within two and nearly all within 
three standard devi ati ons. In Exhibit 1-6 the mean and standard 
deviation of victim's age are, respectively, 50.3 and 18.7. According to 
the Empirical Rule, if the distribution is bell-shaped, about 68% of the 
cases will fall within the interval 50.3 years, plus or minus 18.7 years 
(from 31.6 years to 69 years). In fact 9 victims or 60% of the 
observat ions are 1 ess than 15 years of age and there are 15 or 100% of 
the observations less than 25 years of age (50.3 + 37.6 or 12.7 to 87.9). 

The bell-shaped distribution (sometimes referred to as a normal or 
Gaussian curve) together with the Empirical Rule are powerful tools for 
describing the variation or shape of a distribution for a continuous 
vari abl e. 
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EXHIBIT 3-10 

PERCENTAGES UNDER A BELL-SHAPED DISrRIBUTIGi,j 

Relative 
Frequency 

-35 -25 
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b. Standard Score 

The standard deviation is a useful statistic for describing how far a 
parti cul ar case departs fran the mean of a sample or popul ati on. 
Consi der the cross-secti onal data presented in Exhibi t 3-11. These are 
the Saffle cities used in Exhibit 3-4. Summary statistics for each 
variable are presented in Exhibit 3-12 (including the robbery rate data 

·from Exhibit 3-4): 

EXHIBIT 3-11. 

SELECTED CHARACTERISTICS FOR TWENTY-SEVEN CITIES 

City Popul a- Per Law Crime Robberi es 
Popul a- tion Capita Enforce- Index 1977 
ti on Density* Income( $) ment Em- 1977 
1977 1975 1974 ployees 

1977 
CITY CITY POP POP DEN PCI 74 POL 77 CRI 77 ROB 77 ---
AKRON 251,750 4645 4614 511 17689 613 
ALBU QUER QUE 279,400 3150 4544 705 23955 754 
AUSTIN 301,150 3147 4379 678 23536 512 
BATON ROUGE ·294,390 6146 4187 651 21402 386 
BIRMINGHAM 276,270 3345 4023 834 24975 989 
CHAOS CITY 330,000 4714 5120 566 33011 1488 
CHARLOTTE 281,420 2596 4926 713 22296 614 
EL PASO 385,690 2418 3479 830 24621 824 
FOR T \tK)R TH 358,360 1569 3479 876 36743 1132 
LONG BEACH 335,600 6699 5652 940 26669 1996 
LOU1SVILLE 335,950 5599 4302 938 20312 1367 
MIAMI 365.,080 . 10644 4416 1033 34099 2447 
MINNEAPOLIS 378,110 6813 5161 909 32298 1652 
NEWARK 339~570 14450 3348 1741 30313 3202 
NORFOLK 286,690 5450 4233 734 19443 632 
OAKLAND 330,650 6192 5034 1031 39713 3037 
OKLAHOMA CITY 365,920 576 4731 862 27970 775 
OMAHA 371,450 4586 4887 661 22020 809 
PCRTLAND 356,730 . 3815 5192 878 36821 1703 
ROCHESTER (N.Y.) 267,170 7280 4335 783 26510 1099 
SACRAMENTO 260,820 2778 4765 660 26998 1276 
ST. PAUL 279,530 5355 4931 699 21403 886 
TAMPA 280,340 3318 4362 788 25606 1062 
TOLEDO 367,650 4528 4571 835 30965 1819 
TULSA 331,730 1871 5173 751 24449 489 
TUCSON 296,460 3236 4385 694 29645 550 
WICHITA 264,900 2778 4765 ·660 26998 1276 

*people per square mile 
Source: UCR, 1977 and City and County Data Book, 1977 and hypothetical data 
for Chaos City • 
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E XH IB IT 3-12. 

DESCRIPTIVE MEASURES, TWENTY-SEVEN CITY DATA SET 

VARIABLE' N 

City Pop 77 27 

Pop Den 75 27 

Per !Cap Income 
PCI 74 27 

Law Enf Employ 
Pol 77 27 

Crime Index 
CRI 77 27 

Robberi es 
ROB 77 

Robberi es Per 
100,000 pop 

27 

ROB Rate 27 

MINIMUM 

251,750.00 

560.00 

3,348.00 

511.00 

17,689.00 

386.00 

131.12 

MAXIMUM MEAN 

385,690.00 317,510.00 

14,450.00 4,729.60 

5,652.00 4,555.30 

1,741. 00 813.37 

39,713.00 27,054.00 

3,203.00 1,236.70 

943.00 384.25 

Source: UCR, 1977 and City and County Data Book, 1977. 

STD DEV 

41,860.00 

2,875.40 

552.71 

226.76 

5,684.30 

744.91 

211. 52 

,!"he typical city in this group had about 1236 robberies, a total crime 
lndex of 27054, employed 813 people in law enforcenent and had an average 
annual per capita income of $4555. 

Focusing attention on Chaos City reveals that it is below the mean on 
population denSity, per capita income, and law enforcement personnel, but 
above the mean on the crime index, on number of robberies, and on the 
robbery rate. Another method for making such comparisons, based on the 
standard deviation, involves calculating standard scores. A standard 
score is the number of standard devi ati ons above or bel rJN the mean a case 
happens to be. Exhibit 3-13 defines and gives an example of calculating 
a standard score. The standard scores for all 27 cities for the 
variables per capita income, law enforcement personnel .• and number of 
robberi ~s . are pre.sente~ in Exhi bit 3-14. A Z-score is iriit expressed in 
the or'lglnal unlts, l.e. dollar's, personnel, and t'obberies but in 
"standard" uni.ts. This facilitates accurate comparison of 'one city 
ac~oss all vanables. For example, while Chaos City is about 1 standard 
unl~ above the mean on per capita income, it is 1 standard unit above on 
~ollce and .3 .:~tan~ard ~nits belrJN. on robberies. Akron, like Chaos City 
lS more than 1 unlt bel rNl on pOll ceo Note that Newark ;s 4 standard 
units above the mean on police and more than 2 units below on per capita 
i ncane. 

135 

! 



i 
I 
! 

I 

, . 

, . EXHIBIT 3-13. 

STANDARD SCORE. DEFINITION AND EXAMPLE 

a. Definition: 

Where: 

Z = (Xi -Xl, 
S 

Z :I Standard Score or Z-Score 
Xi = A particular case 
S :I Standard dev1at.1on of a discrete or continuous variable 

b. Example: Z for Chaos City number of robberies 

Z = (1488 - 1236.7) 
744.91 

Z = .3374 

Source: hypothetical data 
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EXHIBIT 3-14. 

STANDARD SCORES. PER CAPITA INCOME. 
LAW ENFORCEMENT PERSONNEL. AND NUMBER OF ROBBERIES. TWENTY-SEVEN CITIES. 

Standard Scores 

PER CAPITA LAW ENFORCEMENT NUMBER OF 
CITY INCOME (1974) EMPLOYEES (1977) ROBBERIES (1977) 

, I AKRON .106140 -1.333400 - .83724 
ALBUQUERQUE - .020505 - .477910 - .64795 
AUSTIN - .319030 - .596980 - .97283 
BATON ROUGE - .666410 - .716050 -1.14200 
BIRMINGHAM - .963140 .090976 - .33248 
CHAOS CITY 1.021600 -1.090900 .33740 
CHAR LOnE .670640 - .442630 - .83590 
EL PASO -1.947400 .073336 - .5q398 
FORT WORTH -1. 947400 .276190 - .14051 
LONG BEACH 1.984200 .558430 1.01940 
LOUISVILLE - .458350 .549610 .17497 
MIAMI - .252090 .968560 1.62480 
MINNEAPOLIS 1.095800 .421720 .55756 
NEWARK -2.184400 4.090800 2.63970 
NORFOLK - .583190 - .350020 - .81173 
OAKLAND .866040 .959740 2.41690 
OKLAHOMA CITY .317830 .214450 - .61976 
OMAHA .600070 - .671950 - .57412 
PORTLAND 1.151900 .285010 .62603 
ROCHESTER (N.Y.) - .398640 ., .133930 - .18481 
SACRAMENTO .379340 - .676360 .05280 
!)I. PAUL .679680 - .504370 - .47075 
TAMPA - .349790 - .111880 , - .23448 
TOLEDO .028345 .095386 .78175 
TULSA 1.117500 - .275050 -1.00370 
TUCSON - .308180 - .526420 - .92181 
WICHITA .378340 - .676360 .05280 

Source: UCR. 1977 and City and County Data Book, 1977 and hypothetical data 
for Chaos City. 

1 

i 

I 
~\) I ,j 

I 
I 
I 

()o 
---~ I 

°1 
, . . , 

137 
i, ) 

I 



In surrrnary, measures of variation, like the standard deviation and 
range are. powerful descriptive methods for summarizing the variation in a 
distributlon. Analyzing the shape or form of a distribution requires 
consideration of the Empirical Rule, while comparing an individual case 
across s.everal variables to a sample or population is facilitated by 
calculatl0n of standard scores. Centr'al tendency and variation are two 
related properties of distributions of data. The specific method(s) used 
depends on the type of variables being considered and the kinds of 
questions being asked. In general, when reporting on the description of 
a distribution, both central tendency and variation should be covered. 

C. Selecting A Sample Size 

In Chapter 2, several factors were discussed that influence the size 
of a sample for a particular problem. Following are two problems 
illustrating b~sic statistical ?pproaches to selecting a sample size; 
both assume a slmple random sampllng procedure is used. 

The Chief of the Chaos City Police Department wants an estimate of 
the average amount of money stolen in rooberies during 1979. No 
statistic on all robberies is within a $1000 range. If there were 8 000 
r'obberies (N :: 8,000) in 1979 and the tolerated error for our estimat~ is 
$50, the fo'llowing procedure could be used to estimate sample size 
required. 3 

~ I 

1. Since the population variance, a 2, is unknown, we may estimate 
it by assuming the range is equal to 4 standard deviations: 

(j = $1000 $ 
4 = 250 = 

2. cr 2 ~ $2502 = $62, 500 

3. The formula for 
probll~ is: 

estimating, n, the sample size for this type of 

Na2 n = _...;..;.::... __ ..".. 
(N-l)0+a2 

where D = B2 = 
4 

$502 

4 
= $2500 = $625 

4 

(B is the error which can be tolerated in the calculations.) 

4·. By substituti on 

n = 8000(62,500) 
-r( 8~0=OO:;':-:';'1T,) 6h2;:5 L";+~6~~~, ...,50 .... 0 

n = 99 

5. Approximately 99 random observations of the dollar value of 
stolen property are necessary to estimate the population mean ().I), 
with a bound on error of estimation of $50. 
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As a second exampl e consi der a survey of ci ty resi dents (N = 
250,000) desi gned to estimate the percentage of resi dents that percei ve 
crime as the community's number OnE! problem. The tolerated error (B) on 
this survey is only 0.01, and, since no prior survey has been conducted 
no good estimate of the proportion 'is available. ' 

1. The Chief of Police assumes that, p, the proportion of residents 
who believe that crime is the city's number one problem is 20% (p = 
0.2). . 

0.0001 = 4 = 0.000025 2. D = 

3. Substituting 

n = Ngg 
(N-1) + pq 

Where pis the esti mated proporti on of the community who percei ve 
crime to'be the number one problem and q is the proportion that does 
not. 

n = 250ioo06o.3~ (0.76 (250,000- )0. 000 5 + ( .3)(0. 7) 

n = 52500 
6.46 

n = 8127 

4. The cost and time required to survey 8127 residents is, for the 
Police Departnent, prohibitive. Therefore, the Chief agrees to a 
tolerated error (B) of 0.05. Consequently, the reestimated sample 
si ze is: 

D = 
B2 O. 05 2 _ 0.0025 
4"" = -4- - = 0.000625 4 

and 

n = Ngg 
(N-l) + pq 

n = 250 000bO.3~~0.7~ (250,OOO-i)o. 006 +0.3)(0.7) 

n = 52500 
156. 45 ~ 336 

5. Three hundred thirty-six residents would be needed in a sample 
randan sample, if the acceptable tolerated error is 5%, a 
substanti al savi ng in resources compared to a 1% tol erated error 
s ampl e si ze of 8127. 
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III. Graphical Methods 

Crime and criminal justice system problems may be described using 
the statistical methods presented in the previous section as well as by 
applying graphical techniques to data. In this section various graphical 
t.ools, including Pie Charts, Bar Graphs, and Frequency Polygons are 
presented. 

Graphi cal methods compl ement stati sti cal treatment of data. They 
are used to facilitate description of problems by 1} cl arifying the 
informational content of the data; 2} highlighting certain aspects of the 
information; and 3} making contrasts and ccmparisons more vivid. 
Graphics also help to focus questions about the causes of problems and 
the consequences of pl an ned acti ons. 

Graphs are snapshots of real ity, framed by the pi cture-taker. 
Varying interpretations of the data will depend, in part, on how the data 
is portrayed. Exhibit 3-15 illustrates tWOI different graphical 
presentations of the sane data. Clearly, the application of graphical 
tools involves not just a knowledge of the tools, but also the associated 
skills necessary for developing a presentation style that minimizes 
distortions, deceptions, or misrepresentations. 
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Violent Crime 
Rato Per 100,000 

Population 

460 

450 

440 

430 

420 

410 

400 

390 

380 

370 

360 

• • • • 

EXHIBIT 3-15 

USE OF THE "OH, BOY" CHART TO EXAGGERATE DIFFERENCES 

Violent Crime 
Rate Per 100,000 

Population 

400 

300 

200 

100 

0 
1975 1976 1977 

Source: Adapted from Darre!1 Hulf. How to Lie with Statistics. (New York: N.W. Norton, 1954) 
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A. Pi e Charts 
. 

Pie Charts are illustrated in Exhibit 3-16. Each circle represents 
the total of sane characteristic, such as the total ntmber of persons 
arrest~d and victims of robbery in August and September in Chaos. City. 
These charts depict two demographic characteristics: gender and age. 
Note the problem in fully interpreting these images: for instance, how 
comparable are these percentages to the characteristics of all robberies 
in Chaos City.' 

Note how in Exhibit '3-16 each "pie" is divided into "slices" with 
each slice representing a portion of the whole. Thus, for victims, 60% 
were mal es and its "sl ice of the pi e" is represented by 216 degrees (1% = 
3.6 degrees). 

In Exhibit 3-17, reasons stated by the District Attorney of Chaos 
City for not prosecuting felony cases are listed. Evidence problems -­
such as inadmissa~e evidence, unavailable physical evidence, and 
i nsuffi ci ent physi cal evi dence -- c1 early are the most si gnifi cant. 
Noti ce that both the shifts in reasons over the two time peri ods and the 
total magnitude of DA refusal s is represented in the two pie charts. 

An interesting variation of the pie chart is the coin chart which is 
frequently used to present expenditure data graphi cally. Exhi bit 3-18 
presents fiscal year 1974 expenditures by jurisdiction -- federal, state, 
and local -- for the three components of the criminal justice system -­
police, courts, and corrections -- using the coin chart method. 

Sane studies have indicated that of the many different graphical 
techniques available, the pie chart is r(~ad more accurately and as 
rapidly as the other types of graphics. In "ddition, pie charts may be 
used for all measurement scales. In constructing a pie chart follow 
these rul es: 4 

e Minimize the number of categories (slices). Too many 
categories make the chart difficult to interpret. 

• When possible display the categories (slices) in 
as cen di n g/ des cendi n g order. 

• Avoid displaying the data or numbers in each category; 
use instead percentage fi gures whenever possi b1 e si nce 
these are easi er to ; nterpret. ' 

• A 1 ways i ndi cate the s; ze of total s iJ11pl e or popu1 at; on 
used. 
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EXHIBIT 3-16 

PIE CHART EXAMPLES OF CHARACTERISTICS 

OF OFFENDERS AND VICTIMS OF ROBBERIES, 

CHAOS CITY, AUGUST AND SEPTEMBER 

GENDER 

Offenders 

Females 

Males 

n=15 

AGE 

32 - 57 

< 31 

n=15 

Source: Hypothetical Data 
143 

Victims 

n=15 

73+ 
6.70/0 

n=15 

Males 

32··57 
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EXHIBIT 3-17 

PIE CHART EXAMPLES, REASONS FOR DA CASE REFUSALS, 

CHAOS CITY, 1973 AND 1977 

Reason for Refusals 

Evidence Problems 

Witness Problems 

Prosecutorlsl Merit 

Unknown 

TOTAL 

1973 

Unknown 

Witness 
Problems 

Prosecutorial Merit 

n=-2,086 

Source: Hypothetical Data 

1 I 

1973 % 

784 37% 

618 26% 

668 27% 

227 110/0 

2,086 100% 

Prosecutoriel 
Merit 

144 

1977 

2,397 

880 

1,368 

91 

4,524 

1977 

Unknown 
2% 

n==4,624 

% 

63% 

16% 

30% 

2% 

100% 

Evidence 
Problems 

- ~-~ ------ --------------
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FEDERAL 

STATE 

LOCAL 

EXHIBIT 3-18 

CRIMINAL JUSTICE EXPENDITURES, 
BY JURISDICTION AND FUNCTION, 

FY 1974 COIN CHART EXAMPLrJ: 

Corrections 

Pollee 
Protection 

Pollee 
Protection 

Courts 

Police 
Protection 

68· 

Source: Sourcebook. 1978 
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B. Bar' Graphs 

A bar graph, illustrated in Exhi bi t 3-19, is used to di spl ay 
qualitative data. A vertical or horizontal bar represents the mmber of 
observations or values in a particular category. The bar graph emphasizes 
the categories of a variable; as in Exhibit 3-19, the emphasis ;s on 
year. In this application each bar represents the total crime index 
nati onw; de. Note the steady increase in the index over this e; ght-year 
interval illustrated by the graph. 

A second application of the bar graph is presented in Exhibit 3-20. 
In this bar graph, each bar is the scme 1 ength, representing 100% of the 
cases in each crime category. The unshaded portion of the bar indicates 
the percentage of a specific crime that had been cleared, the shared 
portion indicating those crimes for which no arrest had been made. It is 
obvi ous fran this graph t hat vi 01 ent crimes are much more 1 i kely to be 
cleared than are property cr i mes. F 011 owi ng are some r ul es to f 011 ow in 
constructi ng bar graphs:,5 

• Place categories along the horizontal axis; frequencies 
on the vertical axis. 

• For cl ari ty of pre~entati on, 1 eave a space between each 
category bar. 

• Keep bars uniform in width and avoid an excessive mmber of 
categori es. 
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Total Crime 
Index 

10 

9 

8 

7 

6 

5 

4 

3 

2 

1 

o 

(Millions) 

I-
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-
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~ 

-
I--

I--

-
-

5,192,000 

1966 

EXHIBIT 3-19 

BAR GRAPH EXAMPLE 
TOTAL CRIME INDEX, U.S., 1966-1974 

. 

8,049,900 
8,199,700 

6,680,300 

1968 1970 1972 

Year 

Source: Uniform Crime Report for the United States, 1974 . 
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EXHIBIT 3-20 

BAR GRAPH EXAMPLE 
CRIMES CLEARED BY ARREST, UNITED STATES, 1974 

Not Cleared 

~ 

l1li 

VIOLENT CRIMES 

1!'!0,l 

PROPERTY CRIMES 

49% 

20% Burglary 

18% Larceny 

• 

Cleared 

74% 

70% 

72% 

86% Murder 

Ne gligent 
nslaughter Ma 

Forcl ble 
e Rap 

Agg ravated 
ssault A 

Robbery 

38% Mot or Vehicle 
Crimes 

ce: Sourcebook, 1976, p. 566 lmd adapted from Loether and McTavish, De.crlpt~ and 
Inferential Statistics, Boston, Allyn & Bacon, 1977. 
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C. Histograms 

Perhaps the most useful graphi c t~chniques are employed to interpret 
frequency distri buti ons. Two tools are used to visual'ize frequency 
distributions: histograms and polygons. A frequency histogram is the 
quantitative variable counterpart to the bar graph just described. 
Exhi bi t 3-21 ill ustrates the use of the hi stogram on the robbery rate 
data for the twenty-seven cities (Exhibit 3-4). A second technique used 
to visualize frequency distributions is the frequency polygon. These are 
constructed by simply connecting with strai ght 1; nes the m; d-po'j nts of 
the hi stogram bars. A frequency polygon us; ng the same data as in 
Exhibit 3-21 is presented in Exhibit 3-22. 
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EXHIBIT 3-21 

FREQUENCY HISTOGRAM EXAMPLE, ROBBERY RATES, 
TWENTY-SEVEN CITY DATA 

Frequency 
8 

-
Robbery Rates 

8 

7 
Rate F 7 

0-100 0 6 

101-200 4 

201-300 7 
5 

4 4 
301-400 4 4 

401-500 8 

501-600 1 
3 

601-700 1 
2 

2 

701-800 0 1 1 

801-900 0 
1 

901-1,000 2 

0- 101- 201- 301- 401- 501- 601- 701- 801- 901-
100 200 300 400 500 600 700 800 900 1,000 

Robbery Rate Per 100,000 

Source: S88 Exhibit ~-5 
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EXHIBIT 3-22 

FREQUENCY POLYGON EXAMPLE, ROBBERY RATES, 
TWENTY-SEVEN CITY DATA 

Frequency 

8 
Rate F Med Point 

7 
0-100 0 50 

101-200 4 150 6 

201-300 7 250 
5 ..... 

301-400 4 350 <.n ..... 
401-500 8 450 4 

501-600 1 550 
3 

601-700 1 650 

701-800 0 750 2 

801-900 0 850 
1 

901-1,000 1 950 

1,001-1,100 0 1,050 
0- 101- 201- 301- 401- 501- 601- 701- 801- 901- 1,001-100 200 300 400 500 600 700 800 900 1,000 1,100 

Source: See Exhibit 3-5 
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Both techniques are particularly effective in reducing a large 
number of data pOints into easily understood and communicated 
information. The examples in Exhibits 3-21 and 3-22 utilize only 27 data 
points (one data point for each city) yet still are useful in clarifying 
the central tendency and dispersion of the robbery rates for these cities. 

These graphical methods may be used to provide a clear comparison 
between t.wo or more distributions. The emphasis in interpreting a 
fr'equency polygon or histogram is on the shape of the distribution. 
Noti ce that grouping the data is usually required in developing these 
graph i cs. 

The characteri sti cs of such frequency di stri buti ons are of 
particular importance in interpreting data. Explanation of the factors 
that i nfl uence the shape of the di stri buti ons (where they are hi gh or 
low) is a major purpose of statistical inference. A number of 
statistical measures have been developed to describe the shape of 
frequenGY jistributions. Readers interested in such measures should 
cons ul t the footnote references at the end of thi s chapter for addi ti onal 
information on this subject. 

IV. Time Charts and Percentage Change 

Time is an important dimension in analyzing most problems. As was 
i ndi cated in chapter one, the temporal aspects of a concern shoul d be 
carefully considered in developing a problem specification. Exhibit 3-23 
presents time series data from Chaos City for eight offense categories 
coveri ng the peri ad 1971-1977. 

EXHIB IT 3 -23. 

CHAOS CITY, REPORTED CRI~ DATA, 1971-1977 

CRIME CATEGCRY 1971 1972 1973 1974 1975 1976 
Res i aeriffiT 4100 4000 4900 6000 5800 6800 
Burgl ary 
Canmerci ai 540 600 650 700 1000 1500 
Burgl ary 
Canmerci al 250 300 360 500 550 600 
Robbery 
m'eet" 300 350 450 600 850 1000 
Robbery 
Assaul t 2600 2000 3100 3500 3500 3400 
~l. Raee) { 101) { 98) ~97) { 110) ( 92} ( 120} 
Auto 3800 3700 4000 4100 3900 3800 
Theft 

1977 
7000 

1800 

700 

1200 

3600 
( 150) 
4000 

Total 11, 590 11, 750 13,460 15,100 15, 600 17,100 18,300 

Source: Chaos City Pol ice Depar1ment, 1978, hypot heti cal data. 
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One method for treating such data in Exhibit 3-23 is to calculate 
percent change (t,). A formul a for percent change is: 

Value in Later Period - Value in Earlier Period 
Value in Earlier Period x 100 = %4 

For eXCIllple, the percent cha1ge i.n residential burglaries between 1971 
and 1977 was: 

% t, = 7000 - 4100 X 100 = 70.7% 
4100 

Exhibit 3-24 lists the percent change for each offense category. During 
this peri od street robberi es i ncr'eased by 300% while auto thefts 
increased by only 5.3%. 

EXHIBIT 3-24. 

PERCENT CHANGE IN REPORTED CRIME, CHAOS CITY, 
1971-1977 

Percent Average Annual 
Reported Cha1ge Per cent C ha1 ge 

Crime 1971-1977 1971-1977 

Resi denti al Burgl ary .70.7% 8.89% 
Canmerci al Burgl ar y 233.30% 23.30% 
Coomerci al Robbery 180.00% 19.10% 
Street Robber y 300.00% 26.30% 
Assaul ts 38.50% 5.70% 
Rapes 48.50% 8.10% 
Auto Theft 5.30% 1.00% 

TOTAL 57.90% 8.00% 

Source: hypotheti cal data 
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Time series data also may be presented graphically to facilitate the 
visual examination of the data. Exhibit 3-25 contairls time charts for 
each of the variables of Exhibit 3-21. Displays such as these are 
particularly useful for identifying unexpected fluctuations in a trend as 
evidenced for auto thefts and assaults. 

" Such time charts focus attenti on on the pattern of ; nerease 0t~ 
decrease in a variable over a period of hours, days, months or, as in 
this data set, years. In constructing a time char't, developing a 
suitable scale for the variable being examined is ali important steip. 
Notice the different scales used in the time charts of Exhibit 3",25. 
Direct comparisons of these charts, particularly in terms of the 
magnitude of certain offense categories could be misleading. To 
facilitate comparisons between offense categories, a single scale may be 
developed and two or more variables plotted on a single time chart. 
Exhibit 3-26 illustrates this techn ique for resi dent; al and ccmmerci al 
burgl ary, cOlTlTlercial and strl:!et robbery, and auto thefts. The single 

, scale used is between 0 and 10,000 offenses; notice how readily this 
chart permits comparison between offense categories. 
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EXH IBIT 3--25 

TIME CHARTS, REPORTED CRIME, CHAOS CITY, 1971-1977 

AUIOfNTI.t.L BUROlA,,'I' 

'·'='IO~II1::-' -"""""'-"-11 ~1I11~"1O ,,,' 

AUTO THI!" 

j 'v 

Com Buro 

'000 

" .. 
"00 

.00 

... 

TOI.I 
10 ... 

" ... 
".000 

..... 
12,000 

10,000 

COMMERCIAllIUADlAAV CDMMEJllct'l fIIOliEhY 

.. 

=/ 
>to 

1170 1In ,,,4 1171 "11 tltO 'h" "70 111:l \174 1111 .,n 1110 'I'll' 

TOTAL REPORTED CPU,,"U 

"10 1172 1114 117t "11 tNO V .. , "10 111:1 ,.74 1171 1111 1110 V." 

Source: Hypothetical Data 
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EXHIBIT 3-26 

TIME CHART, COMPARISON OF FIVE OFFENSES, 
CHAOS CITY, 1971 - 1977 

(1) Res Burg (2) Com Burg (3) Com Rob (4) Str Rob (5) Auto T 

Source: Hypothetical Data 
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Time charts and percent change provide a method for adding an 
important hi stori ca 1 perspective to an ana lysis. Cross-secti onal data 
sets (such as Exhibit 1-4, the robbery data set and Exhibit 3-10, and the 
twenty-seven city data set) provide a snapshot impression of a problem 
(the two months in the robbery data set are not' here consi dered as a time 
series). Such snapshots are useful, but since most problems are dynamic 
and not static, time series analysis is a most powerful complement to the 
descriptive methods previously covered in this chapter. 

Interpretati on of trend data presents parti cul arly diff; cul t 
issues. Consider the apparent random fluctuation in the number of 
reported auto thefts over a sellen yeal~ period. If an analyst only 
considered the period 1976 to 1977, one would conclude that with a 5% 
increase, auto thefts should be a major concern in Chaos City. However, 
placed in perspective of the seven year time series, it would appear that 
the increase in 1976-1977 is not part of a 'long term trend, and that the 
variation is quite small (range is only 400 offenses) considering the 
amount of auto theft in 1971. Consequent ly auto theft wou 1 d not be an 
offense to be particularly alarmed about. Contrast this trend to the 
time series for conmercial burglary which appears to have significantly 
increased duri ng the peri od 1974-1977 (a 157% change). These examples 
should reinforce the importance of developing a time series data set long 
enough for identifying significant trends, thus avoiding misinterpreta­
tion of short term fluctuations. 

V. Conclusion 

Descriptive methods are used to sunmar;ze and display data. The 
choice of method is both a measurement scale issue and an issue of 
obtalining maximum emphasis relevant to the hypothesis under 
consideration. Exhibit 3-27 illustrates the logic of such selection~ In 
the next chapter various techniques for comparing two or more variables 
are presented. Descriptive methods should, however, be first applied to 
any data set before moving on to higher-order techniques. 
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EXHIBIT 3-27 

CHAPtER 3 SUMMARY CHART: 
DESCRIPTIVE METHODS 

~v~e$ ______________________ +C!) 
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1Audrey. Haber and Richard P. R~nyon, General Statistics, 3rd 
ed. (Reading: Addison-Wesley),p. 6. . 

2Herman J. Loether and Donald G. McTavish, Descriptive and 
Inferential Statistics (Boston: Allyn and Bacon, 1976), pp. 54-64. 

3Problems and approach adapted from Richard H. Scheaffer, 
William Mendenhall, and Lyman Ott, Elementary Survey Sampling (North 
Scituate: Duxbury Press, 1979) pp. 42-50. 

4William Mendenhall, Lyman Ott and Richard F. Larson, 
Statistics: A Tool for the Social Sciences, 2nd ed. (North' Scituate: 
Duxbury Press, 1978), pp. 42-92. 

5Ibid. 
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Introduction 

CHAPTER 4 

COMPARATIVE METHODS 

A number of statistical tools are available to describe the 
relationships between two or more variables. In this chapter five such 
methods are presented: the use of rates and index numbers, a crime 
seriousness weighting system, cross-classification tables, scattergrams, 
and statistical maps. 

Comparative analysis is a powerful approach for three reasons. 
First, comparison of "similar" jurisdictions can give the analyst a 
clearer idea of the significance of particular data. and trends and a 
better perspective in interpreting shifts in these measures. Second, 
attention should be given to the ways. in which roughly similar 
jurisdictions differ from e~ch other in terms of their demographic 
characteristi cs and their respective systems of justi ceo Rel ati ng these 
differences to differences in the levels and intensity of crime may 
result in clearer insights into the sources of crime and possible 
prevention strategies; insights which should be at the heart of program 
deSign. Third, comparisons of jurisdictions, census tracts or other 
units of analysis, may give criminal justice decision-makers moderately 
objecti ve standards for all ocat i ng 1 imited ,"esources. Whi 1 e the severity 
of a problem may be an "absolute measuY'e" in the eyes of a local 
resident, decision-makers with limited resources must compare different 
problems and assess different levels of severity in determining the 
allocation of resources. 

I. Rates and Index Numbers 

The concept of rates is familiar to most criminal justice 
practitioners and has been discussed briefly in this text: crime rate, 
arrest rate, clearance rate, conviction rate, recidivism rate, and so 
forth. In fact most of these notions are so familiar that analysts often 
fail to question the way that a particular rate is constructed, or to 
exami ne carefu lly what a rate or index really measures and how they 
should be interpreted. 

For example, crime rate is commonly distinguished from crime 
incidence in that the former represents a standardized version of the 
latter. That is, crime counts within a geographic unit are divided by 
the population of the unit (thus arriving at a rate per capita), and the 
result is multiplied by 100,000 or some other scaling factor to make the 
interpretation of the result somewhat easier. In this way, geographic 
units of different population size are made more comparable through a 
standardizing process. 

Deriving crime rates as described above represents one way of 
achieving ,comparability. When this method is used for specific crimes, 
however, the meaning of rate varies. If a rate is to be interpreted as a 
"risk~ of victimization, then greater care must be taken in choosing the 
denominator which is used to calculate the rate. For example, in 
calculating the rate of forcible rape as a risk of being the victim of 
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such a crime, the number of rapl~s reported should be divided by the 
number of females (in the age gr'oup where the event would be legally 
defined as rape) residing in the geographic unit of interest, rather than 
by the total population. Similarly, the risk of auto theft should be 
estimated by dividing the number of autos stolen by the number of autos 
that could be stolen (e.g., the number of registered autos). Thus while 
there is nothing inherently IwY'ong" in dividing the incidence of 
different types of crime by population (or area) to arrive at a rate, 
analysts should always be cognizant of what the result really means and 
how it is to be interpreted. 

Exhibit 4-1 presents selected characteristics of Chaos City for each 
year between 1971 and 1977. These may be combi ned with the incidence 
data presented in Exhibit 3-23 to produce app,ro,Pr.iate rates. f\?,r each of 
these offense categories. For example, dlVldlng the. lnc1~ence of 
residential burglary in 1971 by the number of dwelllng unlts (the 
population-at-risk) in 1971 and multiplying by 10,000 produces a 
resi denti al burgl a.ry rate expressed as the number of offenses per 10,000 
dwelling units, i.e., (4100/90000)10000 =' 455.6 residential burglaries 
per 10,000 dwelling units. . 

In Exhibit 4-2 the percent change between 1971 and 1977 in incidence 
and' rate is compared for the se~en crime categories. Not only is t~e 
percent change in rate substantlally less than the percent change ln 
incidence, controlling for the populations-at-risk reveals that assaults 
and auto thefts declined during this period. Exhibit 4-3 is a time chart 
of the incidence data, while Exhibit 4-4 is a chart of the rate data. 
The sharp increase in incidence of residential burglary is not evident in 
the rate chart, while the rate chart clearly indicates the decline in 
auto thefts. Different patterns emerge by examining the rates and 
compari ng them to the i nci dence data, suggesting different rel ati onships 
and problem areas. 
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EXHIBIT 4-1. 

CENSUS DATA FOR CHAOS CITY~ 1971-1977 

CATEGORY 1971 1972 1973 1974 1975 
Po~u' at; em 25° 1000 270 1000 300 1000 3m 1000 330 1°00 
Rousl ng On i ts 90 1000 100 2000 115 1000 120 2000 135 1000 
Commercial 
Establishments 51300 51800 61300 71300 82°00 

Source: See Exhibits 4-1 and 3-23. 

EXHIBIT 4-2 

PERCENT CHANGE IN INCIDENCE AND RATES, 
SEVEN CRIME CATEGORIES, CHAOS CITY, 1971-1977 

1976 
34°2 000 
14°1 000 

8 1600 

Percent Change, 1971-1977 

Residential Burglary 
Commercial Burglary 
Commercial Robbery 
Street Robbery 
Assau lt 
Rape 
Auto Theft 

in Incidence 

70.7% 
233.3% 
180.0% 
300.0% 
38.5% 
48 .5% 
5.3% 

in Rate 

2.4% 
96.3% 
64.9% 

185.7% 
-1.1% 
6.1% 

-24.8% 

1977 
350 2°00 
150 1 000 

91000 

Source: See Exhibits 4··1 and 3-23. Percent change was calculated using 1977 
and 1971 data only. (hypothetical data) 
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EXHIBIT 4M 3 

INCIDENCE OF CRIME CHART, 

SEVEN CRIME CATEGORIES, CHAOS CITY 1971 M 1977 

Number of 
Offenses 

7000.0 

5618.4 

4236.8 

2855.2 

1473.6 

92 

1 
7 

5 

2 
4 
3 
6' 

1 

1 7 
7 

5 
5 

2 j X 
6 6 

1 

1 
1 

7 7 
7 7 

5 
5 5 

5 

2 
2 

2 4 4 

4 X 3 3 3 3 

6 6 6 6 

1971 1972 1973 19'14 1975 1976 1977 

(1) Res Burg (2) C,om Burg (3) Com Rob (4) Str Rob 

(5) Assault (6) Rape (7) Auto T 

Sourco: Hypothetical Dsta 164 
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EXHIBIT 4M 4 

CRIME RATES CHART, SEVEN CRIME CATEGORIES, 

CHAOS CITY, 1971 -1977 

Rates 

1620.0 

1226.4 

930.87 

636.3 

341.7 

47.17 

Res BR = 
Com BR = 
Com RR = 
St RR = 
As R,~te = 
Rape R = 

= 

Auto R = 

= 

7 

7 7 7 

7 
7 7 

5 6 
6 6 6 

6 6 

1 1 1 
1 

1 1 1 

4 
4 

4 

i i 
4 2 2 

J 2 2 
X 3 X X 6 .. =_PM.~ 

1971 1972 1973 1974 1976 1976 1977 1978 

Residential Burglaries Per 10,000 Dwelling Units. 
Commercial Burglaries Per 1,000 Commercial Establishments. 
Commercial Robberies Per 1,000 Commercial Establishments. 
Street Robberies Per 100,000 Population. 
Assaults Per 100,000 Population. 
Rapes Per 100,000 Females. 

C,ty p~~Bf~tlon72 x 100,000 

Auto Thefts Per 100,000 Population. 

Auto Thefts x 100,000 
City Popu I atl onlZ 

Source: hypothetical data 
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It is particularly useful to standardize size in the comparative 
analysis of crime trends because changes in population size are generally 
thought to be part of broader social trends and not susceptible to local 
control. Crime rate allows the analyst to characterize crime in ways 
that may be more suggestive of local remedial action. 

Frequently, an analyst wants an annual crime rate per 100,000 
population but has ~rime incidence data for only part of the year. An 
annualized figure can be estimated using this formula: 

# of incidents 
reported to date 
popu1 ati on of 
j Llr i sd i cti on 

12 
x 100,000 x # of months for 

wh i ch data are 
reported 

Such a formula does not, of course, account for possible seasonal 
variations or for trends in crime which might alter or change the crime 
level within a given year. Multiplying the part-year crime rate by the 
reciprocal of the proportion of months studied will provide an annualized 
figure which can more readily be used in comparisons across jurisdictions. 

Following are two qualifications to be aware of in using crime rates 
to analyze time trends: 

a. Certain data, e.g., population size, are normally collected only 
every ten years by the Bureau of the Census. Estimation methods 
are used to determine population size between decennia1s. 

b. Population size is not the at-risk factor for all crime 
categories. There are more meaningful rates for certain crimes. 
In the previous examples, the popu1ation-at-risks selected were, 
conmercial units, dwelling units, and females (popu1ation/2). 
Since the number of registered vehicles was not available, 
population size was used as the at-risk population in 
calculating an auto theft rate. 

c. Monthly adjustments. 

The following section expands the discussion of rates to include 
four different types of index numbers applicable to criminal justice 
analysis. These four are: (1) density index; (2) concentration index; 
(3) distribution index; and (4) index of unit share. E};\hibit 4-5 
presents se lected characteristi cs for the fi ve neighborhoods of Chaos 
City as of 1977. This data will be used to illustrate these index 
numbers. 
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CHARACTERI STICS 

Popu1 ati on 

Geog. Si~e 

Hou 5i ng 
Un its 

Corrmerc i a 1 
Establishments 

Median Income 
Hou seho 1ds 

% Minority 

% Under 18 

Residential 
Burg1 ary 

Conmercial 
Burgl ary 

Commerc ial 
Robbery 

Str'eet Robbery 

Assault (Rape) 

Auto Theft 

Juven i1e 
Offenders* 

EXHIBIT 4-5. 

NEIGHBORHOOD CHARACTERISTICS, CHAOS CITY, 1977 

CITY NEIGHBORHOOD 
TOTAL CENTRAL WESTSIDE UNIVERSITY PARK 

350,000 

70 sq. mi. 

150,000 

9,000 

11,400 

30% 

22% 

7,000 

1,800 

700 

1,200 

3,600 
(150 ) 

4,000 

1,060 

65,000 

5 

25,000 

3,000 

9,000 

54% 

10% 

800 

500 

200 

500 

600 
(20) 

2,000 

300 

90,000 

22 

40,000 

2,000 

12,900 

1% 

19% 

2,400 

500 

100 

200 

900 
(18) 

400 

250 

50,000 

10 

25,000 

1,000 

14,200 

2% 

21% 

700 

200 

50 

100 

400 
(75) 

400 

200 

80,000 

18 

36,000 

2,500 

6,800 

86% 

24% 

2,100 

400 

300 

300 

900 
(18) 

1000 

200 

*For these offense categories, neighborhood denot~s place of arrest. 
Source: hypothetical data 

167 

WASHINGTON 

65,000 

15 

24,000 

500 

21,500 

1% 

18% 

1,000 

200 

50 

100 

800 
(19 ) 

200 

110 



A. Four Types of Index Numbers 

1. Density Index 

A density index reflects population counts per unit area. For 
example, the visualizing of cities versus rural areas represents an 
intuitive perception of density. Density is particularly important for 
aggregate statistics because it standardizes for size of area. Thus, 
political or administrative areas (e.g., states, counties, cities, police 
districts, and census tracts), which rarely exhibit uniformity of size, 
can be converted to comparable units by means of a density index. 

The density for a parti cul ar offense is cal cul ated by di viding the 
number of arrests for that offense by the size of the jurisdiction. (See 
Exhibit 4M 5 foY' data.) For example, the density of residential 
burglaries (RB) in Central and Westside, respectively, in 1977, is: 

RB Density (Central) = 

RB Density (Westside) = 

800 Residential 
Burglaries 

5 Square Miles 

2400 Res 1 dent i a 1 
Burglaries 

22 Sq. Mil es 

= 

= 

160 Residential 
Burglaries 

Per Square Mi. 

109 Residential 
Burglaries 

Per Square Mi. 

Exhibit 4-6 compares the incidence, rate, and density of residenti~l 
burgl ary for each neighborhood in Chaos City. Whi 1 e Westsi de is ranked 
highest in incidence and rate, it is third highest in den~ity. The 
Central area, fourth highest in incidence and rate, is first in 
residential burglary density. 

EXHIBIT 4-6. 

DENSITY, INCIDENCE AND RATE COMPARED FOR 
RESIDENTIAL BURGLARY, BY NEIGHBORHOOD, CHAOS CITY, 1977 

Nei ghbor'hoods 
Central 
Westside 
University 
Park 
Washington 

* Rank 

Incidence 
800.00(4)* 

2400.00(1) 
700.00(5) 

2100.00(2) 
1000.00(3) 

Residential Burglary 

Rate** 
320.00(4) 
600.00(1) 
280.00(5) 
583.33 (2) 
416.67(3) 

** Residential Burglaries Per 10,000 dwelling units 
*** Residential Burglaries Per sq. mile 

Source: hypothetical data 
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Density*** 
160.000(1) 
109.090(3) 
70.000(4) 

116. 670( 2) 
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Density indices are particularly useful since they control for the 
size of a jurisdiction w'hen oonducting a comparative analysis. The 
analysis of the problems related to criminal justice require such spatial 
"standardization." As an extreme example, in a sample of juvenile 
delinquent males, a different action would certainly be taken if the 
number of juveniles involved, say 200, reside in an 'area of one square 
mile, than if they resided in a hundred square miles. It also is 
possible that the nature of police operations would depend on the density 
of target groups (e.g., juveniles or male juveniles). 

2. Concentration Index 

Concentration indices are most appropriately described as the ratio 
of two measures related to the same phenomenon, where a particular 
attribute of the phenomenon is captured in the numerator or denominator, 
but not in both. It is perhaps, the easiest type of index to construct 
because all the elements usually come from the same data source. For 
example, one might need to know about the residence of male juveniles in 
developing a special diversion program for male delinquents in a 
metropolitan area. Using Probation Department fil~s! .the co~centration 
index for each census tract can be computed by dlVldlng the number of 
male juv~niles against whom delinquency petitions have been f~led .and 
whose resi dence is within that tract, by the total number of Juvenlles 
residing in that tract against whom such action has been taken. , 

As another example of a concentration index consider the question: 
in the central neighborhood what ;s the percent of all offenses that are 
conmitted by juveniles? In order to answer this question data on the 
total number of offenses in 1977 and the number of juvenile offenders is 
required. These are available in Exhibit 4-7. By using the following 
formula, a concentration index, reflecting the concentration of juvenile 
offenders in each neighborhood, may be calculated: 

Concentration Index (Central) = 

CI (Central) = 

CI (Central) = 

Number Juvenile Offenders 
in Central X 100 

Number of Offenders 
in Central 

300 X 100 
4600 

6.5% 

In Exhibit 4-7 the first column presents this concentration of juven~le 
offenders for each neighborhood. University has the. highest concent~atl0n 
of juvenile offenders with 10.8% of all offenders ln 1977 and Washlngton 
had the lowest concentration. 
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EXHIBIT 4-7. 

CONCENTRATION INDEX, DISTRIBUTION INDEX, AND 
INDEX OF UNIT SHARE, JUVENILE OFFENDERS 

BY NEIGHBORHOOD, CHAOS CITY, 1977 

Conc!~ntrati on Distribution 
Nei ghborhoods Index* Index** 

Centra 1 6.5% 4.6% 
Westside 5.4% 1.5% 
University 10.8% 1.9% 
Park 4.0% 1.0% 
Washington 4.7% • 9% 

Index of 
Unit Share*** 

28.3% 
23.6% 
18.9% 
18.9% 
10.4% 

* Number of juvenile offenders/number of offenders. 
** Number of juvenile offenders/number of juveniles. 

*** Number of juvenile offenders in each neighborhood/ number of 
juvenile offenders in Chaos City. 

Source: hypothetical data 

3. Distribution Index 

A IIdistribution index ll is useful for assessing the degree of a 
problem within the context of a larger population that could be involved 
with the problem. The numerator would be some aspect of interest to 
criminal justice as compared to a IIpopulation-at-risk.1I The risk 
popu1ation can be persons (e.g., juveniles), places (e.g., liquor 
stores), or things (e.g., autos). This kind of measure is often useful 
for resource allocation and/or long-range planning. Consider another 
example concerning male JUVeniles. A distribution index would not be 
based on a comparison of male delinquents to all delinquents. Rather, 
the denomi nator of the index wou 1 d be the total numer of rna 1 e j uven il es, 
and the numerator would be the number of delinduent male juveniles. Note 
that two data sources may have to be consulte to construct this index; 
one from wh i ch male j uven i 1 e de 1 i nquency data can be obta i ned, and one 
from which the male juvenile population can be estimated. 

An example of a distribution index is presented in Exhibit 4-7. 
This index was calculated using the following formula: 

Distribution Index (Central) = Number Juvenile Offenders 
Number of Juvenlles X 100 

Dr (Central) = 300 X 100 
(65,000 - .10) 

DI (Central) = 4.6% 
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In the Washington neighborhood less than 1% of all juveniles were 
arrested, while in Central over 4.6% of the juvenile population was 
arrested. 

4. Index of Unit Share 

This fndex refers to the proporti on of a phenomenon which occurs in 
a 1 arge area. It is frequently used by analysts to contrast the share of 
crime in an area to that area's share of the population. For example, in 
the previous discussi6n, the number of juvenile offenders was used as the 
greatest share of juvenile delinquency, within Chaos City. This can be 
calculated by dividing the count of juveniles who were arrested in each 
neighborhood by the total number of juvenile offenders in the city • 

An index of unit share is calculated as follows: 

Index of Unit Share (Central) 

IUS (Centra 1) 

IUS (Central) 

= 
# juvenile offenders 

in Central 
# juvenile offenders 

in Chaos City 

= 300 X 100 
1060 

= 28.3% 

X 100 

The third column of Exhibit 4-7 is an Index of Unit Share of delinquency 
for each nei ghborhood. Note that these percentages shou~d add .to 190% 
(but may not due to rounding error). The ~reatest pr?portlon of ~uven~le 
offenders is in Central followed by Wests1de. Only 10% of all Juven1le 
offenders lived in Washington during 1977. 

B. Comparative Analysis Using Index Numbers 

Comparative analysis is typically used to asse.ss .ma~y yariab~es. for 
many different jurisdictions. It can be done for Jur1sd1ct1o~S w1th1n a 
state or as in the previous examples, neighborhoods withln a local 
jurisdict'ion. It can be extended by comparisons with figures for 
regional groupings of states or wi~h. nationally aggreg~ted data .of 
similar-sized jurisdictions, such as c1t,es 250,000-400,000 ln populat1on 
or suburban courities~ 

Comparative analysis of crime indices often is extended in three 
di recti ons. Fi rst vict imizati on data may be introduced. These data 
allow the analyst to factor in a rough city-to-city adjustment ~or lev~ls 
of crime reporting. Second, comparative measures can be comb1ned w1th 
time series data, a very powerful combination which remedi~s sev~ral of 
the weaknesses of each ;nd'ividual technique. Third, maps d1splaY1ng the 
values of each different indices with various degrees and kinds of 
shading pro~/tde an excellen~ visual c0!llparative fr~mework and clear~y 
demonstrate the differences 1n the meanlngs of the 1ndex numbers. ThlS 
mode of presentation of index numbers is excell~nt fo~ ~anagers ~nd 
decision-makers whose time constraints preclude the1r exam1n1ng extens1ve 
statistical tables. 
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The strengths of comparative analysis of index numbers are: 1) its 
emphasis on describing levels and changes of a phenomenon and, 2) the use 
of indices to establish patterns or trends. The weaknesses of the 
technique, at least in its basic form~, ~nc~ud~: 1) a. fail~re t~ account 
for differences in measurement among JUrlSd1ct10ns Wh1Ch m1ght 1nfluence 
the reliability of comparisons, 2) a lack of historical pers~ective w~ich 
may encourage misleading interpretations of trends, relatlVe ran~lngs, 
and other comparisons, and 3) the development of a conceptually amblguous 
analysis based on multiple indices using complex measures. 

II. Seriousness Weighti ng 

Weighti ng offenses accordi ng to their rel ative seriousness is 
basically an effort to identify those offenses that inflict a greater 
harm on the cOlTInunity. Many concerns about crime and the criminal 
ju sti ce system are 1 inked to seri ?us offenses; these are ~hat 
decision-makers would like to do someth1ng about. Therefore, these cr1mes 
must be identified. A seriousness scale is an attempt at such 
i dent i f i cat i on • 

A. Need for a Seriousness Scale 

Identification of crime by category, e.g., robberies, burglaries, and 
assaul ts, conveys some infonnati on about the serious~e~s of. th~ offense .. 
However, crime types, by themselves, are not suff1c1ent 1nd1cators of 
seriousness for three reasons: 

a. Crime types are nominal scale data. Se~il.)usness 
measures should be, at least, ordinal scale data. 

b. Crime types do not sufficiently provide information 
whi ch the cOlTInunity can use to determi ne the level of 
seri ousness. 

c. The UCR program re 1 i es on a scor i ng system in wh i ch 
multiple offenses and, with some types of crime, 
multiple victims are not recorded. Therefore, a great 
deal of detail is lost when classifying crime 
according to UCR rules. 

A scale is needed that places all offenses on one continuum of 
seriousness regardless of crime type -- violent or property. All the 
elements ot'the offense should be considered in a seriousness scale. A 
ranki ng method is needed to i ndi cate how much more serious i nci dent X is 
than Y. Such a method requires the development of seri?usness weights 
for each offense. Intuitively, homici des are more ser10US than auto 
theft and auto theft more serious than loitering. However, is a robbery 
of $1'000 more serious than assault resulting in hospitalization; or is 
the burglary of $250 more serious than the theft of a '68 Volkswagen 
beetle? To answer such questions requires knowledge of the degree of 
seriousness; a ranking of seriousness is required so that such 
distinctions may be made. These ranks must be consistent with intuition 
(face val i dity) and must be uniform so that the degree of difference 
between offenses may be noted. 
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B. An Example Of A Seriousness Scale: The Sellin-Wolfgang Index 

. Several seriousness scales have been developed" one of the new 
w1dely used scales inv~lves a wei~hting system for cri~e that can be used 
~o .me~su\e changes 1n the serlousness of crime over time or among 
Jur1sdlct1ons created by Thorsten ~ellin and Marvin E. Wolfgang.1 This 
scal~ may b~ used to determine where in a city the rates of serious crime 
?re 1ncre~s~ng and where they are decreasing. It may be used as an aid 
~ n de.ter~11 n1 ng budget all ocati ons·, assessi ng manpower requi rements, and 
ldent~fY1ng the need for special programs such as block patrols or 
securlty programs. 

The Sellin-Wolfgang index has three important characteristics: 

a. It can be ~isaggregated down to the smallest geographical and 
temporal un1t. 

b. It is based on data normally collected by local police 
departments; ~hus .costs in es~ab1ishing the system are minimized; 
also, there 1S ~lke1y to eX1st a sufficiently long time series 
for trend analyslS. 

c. It is a measure of the amount of harm inflicted on the community. 

~ survey was ~sed by Selling and Wolfgang, requesting respondents to 
descr1be the ser.10usness of ~pecific crimes. These responses were 
aggr~gated to. est1mate the magn1tude of seriousness for specific crimes. 
Scallng techn1ques were then used to convert responses to scale values 
(scores) for th~ components of a crime. These components and scale 
values, the Se111n-Wo1fgang Index, are presented in Exhibit 4-8. 
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EXHIBIT 4-8. 

SELLIN-WOLFGANG SERIOUSNESS 
COMPONENTS AND SCORES 

I. Number of victims of bodily harm 

(a) Receiving minor injuries 
(b) Treated and discharged 
(c) Hospitalized 
(d) Kill ed 

II. Number of victims of forcible sexual intercours'e 

(a) Number of such victims intimidated by weapon 

III. Intimidation (except II above) 

(a) Physical or verbal only 
(b) By weapon 

IV. Number of premises forcibly entered 

V. Number of motor vehicles stolen 

VI. Values of property stolen, damaged, or destroyed (in dollars) 

(a) Under $10 
(b) $10 -' $250 
(c) $251 - $2,000 
(d) $2 s 001 - $9,000 
(e) $9,001 - $30,000 
(f) $30,001 - $80,000 
(g) Over $80,000 

Source: Sellin, Thorsten, and Marvin E. Wolfgang. The Measurement of. 
Delinquency. New York: Wiley, 1964. 
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To apply this index (1) a crime must be divided int~) its specific 
components; (2) each component must be given a score; and (3) the scores 
must be totaled and an aggregate estimate of the crimells seriousness 
determined. For example, if an offender breaks into a retail store while 
no one is there, without a weapon, and steals $500, the :seriousness of 
this offense would be assessed as follows: 

Store entered = 
Dollar Value of Stolen Property = 1 

3 
4" Total 

If the same offender had entered the store with a shotgun and had shot 
the proprietor and his wife who were subsequently hospitalized, the 
seriousness of the crime would be assessed as follows: 

Store entered = 1 
Two Hospitalized Victims = 14 
Intimidation = 4 
Dollar Value of Stolen Property = 3 

22 Tota 1 

Both of these examples would equal "1" in the Uniform Crime Reports. 

In Exhibit 4-9 seriousness scores have been applied to drug arrest 
data for Chaos City by neighborhood. There is a significant variation in 
the seriousness score and the incidence of these crimes in two of the 
neighborhoods. In Westside the crimes are more serious than reflected by 
the incidence, while in Park it. is less serious than the frequency of 
drug crimes would initially indicate. 

EXHIBIT 4-9. 

APPLICATION OF SERIOUSNESS SCALE, DRUG ARRESTS BY 
NEIGHBORHOOD, CHAOS CITY, 1977 

1 Percent of Total Percent of Nei ghborhood Drug Arrests Inc i dents Seri ousness2 Seriousness 
Centra 1 30 6.1% 60 6.6% Westsi,de 42 8.6% 142 15.7% University 125 25.6% 250 27.7% Park 240 49.1% 300 33.1% Washington 52 10.6% 152 16.8% Total 489 100% 904 100% 
lIn a one year period, 1917 
2Sum of all Seriousness Stores for each neighborhood. 

Source: hypothetical dat& 
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C. Uses of Seriousness Scale 

One application of the seriousness scale was in the Watts Model City 
Area, us;·ng Los Angeles Police Department data. The project demonstrated 
that seriousness per 100,000 population and the crime rate are related 
and may even be negatively correlated.2 

Helle)" and McEwen in !'epotting 
Sell in-Wolfgang Index to cnme data 
Metropolitan Police Department concluded: 

on the 
provided 

application of the 
by the St. Louis 

• The average seri ousness of a crime against the person 
was four times as great as the average seri ousness for a 
crime against poverty. 

• Crimes against the person in St. Louis accounted for 
12.5% of the incidents but 37.5% of the seriousness. 

• Two-thirds of the harm from crime may be attri buted to 
property loss, and one-sixth each to physical injury and 
m ut; 1 i z at i on • 

• The ; nj ur y and property loss occurri ng ; n the average 
traffic accident is over fifty percent more serious than 
that occurring in the average Part 1 offense. 3 

Another application of the seriousness concept is illustrated in the 
fol'iowing quotation from a report prepared by the Minnesota Statistical 
Analysis Center and Research Unit. This application involves using a 
seriousness score to describe and assess criminal justice system 
operati elns. 

~ I 

One problem in analyzing or evaluating the criminal 
justi ce system is that knowing the number of crimes, 
the crime rate, or the number of peopl e arrested does 
not give us much information about the seriousness of 
crimes. If the crimi na 1 justi ce system had suffi ci ent 
resources to give equal attention to all types of 
crime, the seri ousness of crime woul d not be a 
particular issue. But we know that the system 
exercises great discretion in who will be arrested, 
prosecuted, and sentenced to prison; this is shown by 
the funneling down of the numbers of people at 
successive stages of the system. We might expect that 
if the system must choose between prosecuting crimes of 
varying seriousness, those most serious will get the 
most attenti on. On the other hand, we do not expect 
less serious crimes to be totally disregarded, so that 
they mi ght be committed with impunity. Thus, how the 
system handles crimes, as measured by their 
seriousness, can be one measure of how the system is 
working. We can, specifically, compare the funneling 
by quant i tat i ve numbers of people to the funne 1 i ng by 
seriousness of the associated crimes. 

Comparing the seriousness flowchart with the 
strictly numerical flowchart in (Exhibit 4-10) we 
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make these obsf~rvati ons. The two flowcharts are most 
al ike when at'rests are compared as fracti ons of 
reported Part I crime. Adult arrests account for 8 
percent of repo~·ted Part I crimes (excluding motor 
yehic1e theft); the percentage is 20 percent if 
Juvenlle arrests are included. For seriousness the 
comparab~e p/~rcentages are 9 percent and 21 percent. 
So we flnd ot)ly a slight predisposition in the system 
towat'd, the, art'est of the more serious offenders. At 
~he dlstrlct court level the margin of seriousness 
1 ncreases over the numeri cal: 13 percent of the adul ts 
arrested are convi cted, and this accounts for 18 
percent of the seriousness of the crimes of arrest. 
For district courts 46 percent of those convicted are 
pl aced, on probati on and 16 percent confi ned. In terms 
of serlousness of convi cti ons those percentages are 40 
percent an~ 45 percent. Thus. seri ousness becomes a 
more deCiSl ve factor as one moves through the system 
although the margin is not especially great. Note als~ 
that one effect of plea negotiation is to reduce the 
observed 1 evel of crime seri ousness processed by the 
court subsystem.4 • 

177 



( ). 
II 
'/ 

'. • 0 

!" I 

EXHIBIT 4-10 

COMPARISON OF SERIOUSNESS AND CASEFLOW FOR PART I OFFENSES 
(EXCLUDING MOTOR' VEHI.CLE THEFT) STATE OF MINNESOTA, 1973 

45% 2,410 
Confinement - Seriousness 

312,000 28,900 for 5,400 for Reported Part I 21% 18% 
Crime Seriousness 

Adult Arrests Adult Convictions .. 
~ 35,700 for - (Part I) in ~ 

(Without Motor Juvenile Arrests District Courts Vehicle Theft) 
40% 2,160 ... Probation 

Seriousness 

CASE FLOW 36% 453 .... Senten~ed to 
Confinement 

1.25,000 20% 10,000 13% 1,2'",,0 
Part I Crimes .. Adult Arrests Adult Convictions 

Reported (No Motor 
~ 

15,000 for - in District 
Vehicle Theft) Juvenile Arrests Court 

46% 580 .. Sentenced to - Probation 

Source: Staltistical Analvsis Genttlr, Minnesota. 
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III. Cross-Classification Tables 

The procedure for grouping data into classes for descriptive 
purposes was discussed in chapter three. In this section percentage 

'comparison of such classes or categories is presented as a technique for 
describing one variable and for examining the relationship between two or 
more nominal or ordinal scale variables. 

A. One-Way and Two-Way Tables 

A one-way table consists of categories, cell counts, and percentages 
for a single variable. In Exhibit 4-11 the one-way table displays both 
in absolute and relative terms the significance of different crimes in 
Chaos City for 1977. Resi denti al burgl aries accounted for 7 ~OOO of the 
18,300 crimes or 38.2% of the total, Auto thefts represent 21.9% of the 
total crimes. 

In developing a two-way table, the two variables should be part of a 
hypothesis with an independent and dependent vari ab le*. The dependent 
variable should be the column or vertical variable and the independent 
variable should be the row or horizontal variable. In Part B of Exhibit 
4-11, "neighborhood" has been added as an independent variable. From the 
percentages it is apparent there is a major difference in the 
distribution of crimes by neighborhood. For example, 43.5% of the crimes 
in Central were auto thefts in 1977 while auto thefts accounted for only 
a small percentage of the crimes in Westside (8.7%), Park (2%), and 
Washington (8.5%). Some of this variation may be explained by 
neighborhoods and other factors. Uses of rates and indices as a 
companion to such a two-way table would help to identify some of these 
other factors. 

The analysis of such cross-classificatiun tables involves both the 
description of the individual variables involved (i.e., in Exhibit 4-11, 
cr ime and ne i ghb orhood) as we 11 as mak i ng a determi na t i on concern i ng the 
relationship between the variables (i.e., does the incidence of crime 
vary significantly across geographical areas of the city). 

* These were terms defined and discussed in Chapter One and are 
included in the glossary. 
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EXHIBIT 4-11. 

ONE-WAY AND TWO-WAY TABLES ILLUSTRATIONS, 
NEIGHBORHOOD CRIME DATA SET, 

CHAOS CITY, 1977 

A. One-way Table: Incidence of Crime, Crime Type, Chaos City, 1977 

Residential Commercial Commercial Street Auto 
Total Burglary Burglary Robbery Robbery Assault Rape Theft 

Total 18300 7000 1800 700 1200 3450 150 4000 

Percent 100% 38.2% 9.8% 3.8% 6.6% 18.9% .8% 21.9% 

B. Two-way Table: Incidence of Crime, Crime Type by Neighborhood, Chaos City, 
1977 

Central % Westside % University % Park % \~ash i ngton % 

17.4% 2400 52.2% 700 37.8% 2100 4.2% 1000 42.6% 

Commercial 
Burgl ar~ 500 10.9% 500 10.9% 200 10.8% 400 8.0% 200 8.5% 

Commercial 
Robbery 200 4.35 100 2.2% 50 2.7% 300 6.0% 50 2.1% 

Street 
Robber~ 500 10.9% 200 4.3% 100 5.4% 300 6.0% 100 4.3% 

Assault 580 12.6% 882 19.2% 325 17.65 882 17 .6% 781 33.2% 

Ra~e 20 .4% 18 .4% 75 4.1% 18 .4% 19 .8% 

Auto 
Thefts 2000 43.5% 400 8.7% 400 21.6% . 100 2.0% 200 8.5% 

TOTAL 4600 4600 1850 5000 2350 

Source: hypothetical data 
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B. Percentaging A Two-Way Table 

. The assessment of !'elationship between two nominal Or ordinal sca1e 
v~~~ables (or grouped lnte~val or ratio scale variables) should begin 
w~ . . a percentage C?mparlson. Percentaging a two-way table means 
Cllv~d~~g and p~r~entaglng the observations according to the independent 
~:~~:nt:ge ~~pl~;Jso~:12 presents a four-step procedure for conducting a 
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EXHIBIT 4-12. 

FOUR STEP PERCENTAGE COMPARISON OF 
A TWO-WAY TABLE, 

EFFECT OF INCOME ON RECIDIVISM 

Step 1: Identify Hypothesis and Dependent and Independent Variables. 

Hypothesis: Recidivism ;s related to income. 

(Dependent Variabl~L ______ l!.ndep~Q.deQ.t Variabl~ 

Recidivism 
Average Annual Income During Fo11ow~~el'iod 

Status Less Than $4001 - More Than 
$4000 $8000 $8000 

Rearrested 68 43 9 

Not Rearrested 68 47 15 

TOTAL 136 90 24 

Step 2: Percentage the Dependent Variable 

______ -:1_ 

TOTAL 

120 

130 

250 

lQependent Variable) (Independent Varia~ ____________ _ 

Aver~9.e Annual Income D\!.t'.i!JJLFollow-up Period 

182 

r I 

\I' 

\II 

(1:' 

I 
I 

0 1 

().\ 

r ' 
" 

·1 ,I 

'I 
.J 

I 
I 

1 

'J 

a\ • 
Step 3: Percentage the Dependent Variable For One of the Independent 

Categories 

(Dependent Variable) 

Recidivism 
Status 

---.U ndependent Var i ab 1 e.<-.) ___ _ 

Average Annual Income During Follow-up Period 

Less Than $4001 - More 'r~)an TOTAL 
$4000 $8000 $8000 

--------------------~~~~------~~--------. ~-.-----
Rearrested 50% 48% 

Not Rearrested 50% 52% 

TOTAL 100% 100% 
'--~.-------------,-----------------------

Step 4: Percentage the Dependent Variable far the Remaining Independent 
Categori es 

~endent 'Variable) (Independent Variable) 

Recidivism 
Average Annual Income During Follow-up Period 

Status Less Than $4001 - More Than TOTAL $4000 $8000 $8000 
Rearrested 50% 47.8% 37.5% 48% 

Not Rearrested 50% 52.5% 62.5% 52% 

TOTAL 100% 100.0% 100.0% 100% 
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The first step consists of identifying the hypothesis in terms of an 
independent var i ab 1 e (co 1 umns) and the dependent var i ab 1 e (rows) • The 
data are then appropriately distributed into each cell of the table. In 
the example, the hypothesis being examined is that an ex··offender's 
recidivism status is positively related to his/her annual income. The 
greater the income, the less the probabil'ity of being rearrested. The 
data presented in the table consist of a title, headings for the row and 
column variables, category labels for the two variables, cell counts, and 
row and cOlumn totals. The latter are sometimes referred to as the 
"mar gi na 1 s. " 

Step two requires percentaging the marginals for the dependent 
variable. Forty-eight percent of the ex-offenders were rearrested, while 
52% were not. Step three involves percentaging the dependent variable 
for one of the! independent categories. Fifty percent of the ex-offenders 
who earned less than $4000 were rearrested; not 50% of those rearrested 
earned 1 ess than $4000. The fourth step comp' etes the percentagi ng for 
the remaining independent categories. Note that there appears to be some 
evi dence of a positi ve rel ati onship between the independent and dependent 
var i ab 1 es: income appears to be re 1 ated to rec i di vi sm. 

Exhibit 4-13 presents the same table as in Exhibit 4-12, with the 
addition of column and total percentages. The row percentages are 
interpreted: 56.7% of the recidivists earned less than $4000 and only 
7.5% earned more than $8000. The column percentages are interpreted: 
62.5% of those who earned more than $8000 did not recidivate. The total 
percentages are interpreted:' 27.2% of the sample earned less than $4000 
and were recidivists. There is some evidence in the ,collJlln percentages 
to suggest a positive relationsh;lp between income and recidivism. 
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EXHIBIT 4-13. 

ROW, COLUMN AND TOTAL PERCENTAGES FOR A TWO-WAY TABLE, 
EFFECT OF INCOME ON RECIDIVISM 

l~~~ndent ~~riabl~) -LLnd~eendent Variable) 

Rec i div i sm 
Average ~'lnui!L!.tlcome During FolL~~:.!!e.~~io~ 

Status Less Than $4001 - More Than 
$4000 $8000 $8000 ----
68.0* 43.0 , 9.0 

Rearrested 56.7%** 35.8% 7.5% 
50.0%*** 48.3% 37.5 
27.2%'''*** 17.2% 3.6% 

----

------

ROW 
TOTAL 

% 

120 

48% 

--------------_. ----------_ .. 
68.0 

Not Rearrested 52.3% 
50. fJ% 
27.2% 

Column 13f3oo 

TOTAL 

Source: hypothetical data 

*N 
**Row % 
***Column % 
****Total % 

54.4% 

47.0 
36.2% 
52.2% 
18.8% 

90.0 

36.0% 
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15.0 130 
11. 5 52% 
62.5 52% 

6.0% 

-------
24.0 250 

---------
9.6% 100% 



A second example of a two-way table is presented in Exhibit 4-14. 
Using the twenty-seven-city data set (Exhibit 3-4) the mean values for 
the variables "total crime rate II and "population density" were used to 
create two categories for each variable: cities below the mean -- low 
density and low crime rate -- and cities above the mean -- high density 
and high crime rate. The twenty-seven-city data was then distributed and 
percentaged into the two-way table of Exhibit 4-14. The percentages are 
interpreted: 57.1% of the low crime rate cities have low population 
dens i ties and 30.8% of th~ high hcr ime hrate c,i ties, h{lve hhi qh IiP,ORU 1 at ion 
densities while only 40.0% of t e hig denslty cltles all 19n cnme 
rates. This latter finding suggests that lower density ctties have 
higher crime rates for cities with populations between 250,000 and 
400,000 population. 

EXHIBIT 4-14. 

TWO-WAY TABLE, EFFECT OF POPULATION 
DENSITY ON CRIME RATE* 

TWENTY-SEVEN CITIES, 1977 

Independent Vari~~~_ 

Low Density Hi gh OEms ity TOTALS 

Low Crime Rate 
(Min - 1527) 

Hi gh Cr lme Rate 
(1528 - Max) 

TOTALS 

Source: Exhibit 3-4 

(Min - 4729) 

8** 
57.1% 
47.1% 
29.6% 

9 
69.2% 
52.9% 
33.3% 

17 
63.0% 

* Total Crime Index per 100,000 population 
** The four numbers in this cell represent: N . 

Row % 
Column % 
Total % 
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42.9% 51. 9% 
60.0% 
22.2% 

4 13 
30.8% 48.1% 
40.0% 
14.8" 

10 27 
37.0% 100.0% 
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IV. Scattergrams 

A. Definition 

A'scattergram (scatter diagr,am or scatter plot) is a graphical 
method us~d to examl ne ~he ,rel atl onship between two or more interval 
sc~le,var1ables. In a bl,var1ate (two variable) scattergram the vertical 
aXl~ 1S the depend~nt lJarlable and the horizontal axis is the independent 
varlable. Each pOlnt represents the value of both variables for a single 
case. The pattern of pOints is then interpreted. 

B. Construction and Interpretation of Scattergrams 

~n th~ previ ous secti on, a two-way tabl e was used to exami ne the 
relatlo~shlP between the grouped total crime rate (crimes per 100 000 
~opul atl on) and ,popul ati on density data. In this sect; on a scattergram 
1S ~sed to exa~lne the same rel~tionship using the original, ratio scale 
var1ables. ThlS scattergram 1S presented in Exhibit 4-15 It is 
constr~cted, so tha~ each dot represents one city. Selected cities have 

bbeen h1ghl1g,hted w1th labels and the horizontal and vertical axes have 
een proportlonately scaled and labeled. 
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EXHIBIT 4-15 

SCAnERGRAM, EFFECT OF POPULATION DENSITY * * 
ON THE CRIME RATE*, TWENTY-SEVEN CITIES, 1971 

Crime Rate 

12500 

11100 

9700 

8300 

6900 

A 
• Oakland 

Chaos City 

~uscon 

~ . 
• * * Oklahoma 

City ** • * * • • • 
* • 

• .Akron 

* Miami 

B 

* 
Newark 

Norfolk 
5500 HC~ ________ ~_~_==-

'- Population 
12000 15000 Density 

D 

o 3000 6000 9000 

* Total Crime Index per 100,000 Population 

* * Population Per Square Mile 

Source: Exhibit 3·4 
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There are three general approaches used to interpret a scattergram. First~ the plot should be examined for any clear pattern or trend in the 
rel ati onship. In this set of data no such pattern emerges. Second, 
clusters and outliers should be identified and described. One such 
cluster of lower density, higher crime cities has been circled on the 
scattergram. Citi es in this cluster include Tucson, Fort Worth, 
Portl and, Sacramento, Wi chita, and Chaos City. Further analysis of these 
cities may lead to identifying a descriptive label for the group and an 
understanding of the reasons for their clustering. Outliers in this 
scattergram are cities with extreme values such as Oklahoma City (lowest 
density), Oakland (highest crime rate), Newark (highest density), and 
Norfolk and Akron (lowest crime rates). An interpretation may be 
enhanced by discussing and specul ating on the reasons for such extreme values. 

A third approach involves dividing the scattergram into four or more 
quadrants as indicated. Each quadrant may then be described.. For 
example, more cities are plotted in quadrant C than in the others. 
Quadrant C contains cities generally having lower population density and 
a lower 'Crime rate. Only Miami and Newark are in B Quadrant __ high 
crime rate and high density, and no cities in this sample had high 
population densities and low crime rates in 1977. 

Exhibit 4-16 presents a scattergram of the total crime index 
(frequency not rate) and populat;on densHy for the same cH;es. A very 
similar pattern can' be observed: again Newark, Akron, Oakland, and 
Oklahoma City are the outliers. Two clusters, however, appear to emerge 
-- both in the low density-low index quadrant (C). Most of the cities 
are in quadrant C, none of the sampled cities have higher densities and a 
lower index (quadrant D). Both scattergrams suggest that lower denSity 
and higher crime inCidence and rates may be related for cities of this size (250,000-400,000 population) . 
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EXHIBIT 4-16 

SCAnERGRAM, EFFECT OF POPULATION DENSITY 
ON'CRIME INCIDENCE, TWENTY-SEVEN CITIES, 1~17 

Cri 77 

40000 A * Oakland ,B 

Fort Worth 
* * Portland 

35000 Chaos City *Miami 

• ® 
* 

* 
30000 * * Newark 

* 
** 

25000 

20000 * *Norfolk 

15000 C D 

0 3000 6000 9000 12000 15000 Pop Den 

Source: Exhibit 3-4 
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As a last example consider the hypothesis that cities with h'igher 
cr'ime rates have to employ more 1 aw enforcement personnel. Two vari abl es 
that may be used to assess this relationship are: (1) crime rate (total 
crime index per 100,000 population) and (2) police rate (law enforcement 
personnel per 100,000 population). Data for these two variables for the 
27 cities are presented in Exhibit 4-17. A scattergram of this 
relationship (Exhibit 4-18) indicates that mOist cities in the sample have 
lower police rates and lower crime rates. However, the clustering of 
citi es and the presence of outli ers such as Oakl and and Newark make the 
plot difficult to interpret. Two approaches to solving these problems 
are (1) removing the outliers from the sample and rescaling the axes; and 
(2) logari1~hmic transformations of the variables. Exhibit 4 .. 19 is 
i de~ti cal t() Exhi bit 4-18 except the out li ers of Newark and Oakl and have 
been removGd and the axes have been rescaled. A slight bottom-left to 
top-right trend is visible suggesting that higher pr)lice rates may b~ 
associated with higher crime rates. 
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CIT'f 

AKRON 
AI.BUQ 
AUSTIN 
H ROUG 
~m~fIIN 
CHAOS 
CHARLO 
EL PASO 
F WORTH 
L BEAC 
LOUI SV 
MIAMI 
MINNEA 
NEWARK 
NORFOL 
OAKLA 
OKLA C 
OMAHA 
PORTLA 
ROCH N 
SAC RAM 
ST PAU 
TAMPA 
TOLE 00 
TULSA 
TUCSON 
WICHIT 

Source: 

EXHIBIT 4-17. 

TOTAL CRIME INDEX PER 100,000 POPULATION, LAW ENFORCEMENT 
PERSONNEL PER 100,000 POPULATION AND THEIR LOGARITHMICS, 

TWENTY-SEVEN CITIES, 1977 

A B 

Law Enforcement Total Crime 
Personnel Index 
Pe.r 10q,000 Pop Per 100,000 Pop Log 10 A" 

202.98 7026.5 5.3131 
252.33 8573.7 5.5307 
225.14 7815.5 5.4167 
221.13 7269.8 5.3988 
301. 88 9040.0 5.7100 
171. 52 1(;':;03.0 5.1447 
253.36 7922.8 5.5348 
215.20 6383.6 5.3716 
244.44 10253.0 5.4990 
280.09 7946.0 5.6351 
279.20 6046.1 5.6319 
282.95 9340.1 5.6453 
240.40 8541.9 5.4823 
512.71 8926.9 6.2397 
256.02 6781.8 5.5453 
311. 81 12011.0 5.7424 
235.57 7643.8 5.4620 
177.95 5928.0 5.1815 
246.12 10322.0 5.5058 
293.07 9922.4 5.6804 . 
253.05 10351.0 5.5336 
250.06 7656.6 5.5217 
281.09 9133.9 5.6387 
227.12 8422.4 5.4255 
226.39 7370.2 5.4223 
234.10 9999.8 5.4557 
249.15 10192.0 5.5181 

U. S. Department of Justi ce, 

Log 10 B 

8.8574 
9.0565 
8.9639 
8.8915 
9.1094 
9.2107 
8.9775 
8.7615 
9.2353 
8.9805 
8.7072 
9.1421 
9.0527 
9.0968 
8.8220 
9.3935 
8.9417 
8.6874 
9.2420 
9.2026 
9.2449 
8.9433 
9.1197 
9.0387 
8.9052 
9.2103 
9.2293 

Uniform 
Crime Reports, 1977 • 

Federal Bureau of InvestigatiQn. 
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EXHIBIT 4-18 

SCATTERGRA.M, EFFECT OF POLICE RATE* 
ON CRIME RATE* *, TWENTY-SEVEN CITIES, 1977 

Crime Rate 

15000 

13000 

11000 Chaos 
City 

* 
9000 

7000 * 
* 

5000 

100· 200 

Source: Exhibit 3-4 

* Oakland 

*3 

* * 
* ** *lie 

* * * *IDle .. 
* * * 

300 400 
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Crime Rate 

11000 

9800 

8600 

7400 

6200 

5000 

EXHIBIT 4-19 

SCATTERGRAM, EFFECT OF POLICE RATE 
ON THE CRIME RATE (OUTLIERS REMOVED), 

TWENTY-SEVEN CITIES, 1977 

Wichita 
* * Portland 

Chaos City ** '" !Ie * 
* * * 

** * 
* * * ** * * * * 

* 
* Omaha * louisville 

100 160 220 280 340 400 Police Rate 

Source: Exhibit 3-4 
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Logging the variables has the effect of pulling outliers toward the 
middle of the distribution and spreading the clustered values out. In 
Exhibit 4-20 the 1091O of both the police rate and the crime rate are 
both plotted. The logarithim for Akron to the baselO is 10910 7065.5 
= 8.8575 because 108.8575 = 7065.5. The logged scattergram provides 
clearer evidence in support of the hypothesis that crime rate and police 
rate are positively related.5 
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EXHIBIT .-20 

SCATTERGRAM, EFFECT OF POLICE RATE 
ON CRIME RA1rE (BOTH VARIABLES LOGGED), 

TWENITY-SEVEN CITIES, 1977 ' 

Scatter Plot n - 27 out of 27 20.L Crl R vs. 21.L Pol R 

L Cri R 

6.2397 • Newark 

6.0207 

5.8017 

• Oakland 
• • .. 

• • 5.5S27 • • • • • .2 
• • • • • * • 5.3637 • • 

• Omaha 
5.1447 '" Chaos City 

SL.6-S-7-4---S-.S-2-S7----S-.9-6-99----9-.1-1-11----9-.2-52-3--~9.~3~93=5~ILPOIR 

Source: Exhibit 3-4 
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v. Statistical Maps 

Spatial analysis is important in criminal justice analysis because 
"it fits many of the operational problems, such as deplo~nent of police, 
jury selection in courts, and isolation of crime and/or Victimization and 
rel ated soci al probl ems. Furthermore, program fundi ng is rarely appl i ed 
to individuals. Rather, funds are applied to problem areas, such as 
neighborhoods and communities. Therefore, it is important to be able to 
utilize tools that provide ways of aggregating individual cases or 
transaction statistics into spatial sunmaries. 

Two different approaches to development of statistical maps are 
presented in this section. Exhibit 4-21 illustrates the product of a 
hand-drafted statistical map wh"ile Exhibits 4-22 and 4-23 are 
computer-made stati sti cal maps. Regardl ess of the approach taken there 
are two basic rules-of-thumb to use in preparing such maps: 

• Minimize the number of categories and shades to facilitate 
reading of the map. 

• Select appropriate geographical uoits to present. 

In general, stati sti cal maps are py'epCired by sel ecting appropri ate 
shading for different cl assifi cat i pns of i~ 1fari abl e and a proper unit to 
analyze. In Exhibit 4-21 the unit of (;tiHl'iysis is the nei ghborhood and 
the darker shading indicates a higher number of assaults per 100,000 
population. Note two deficiencies of such a map; shading does not 
adequately reflect the differences between neighborhoods in terms of the 
assault rate; and specific sites of assault incidence are not identified • 

Computer-made maps can overcome these problems.6 For example, the 
Pin Map of assaults in the central neighborhood distinguishes between 
four types of assaul ts and locates, by street, major sites with higher 
incidence. (See Exhibit 4-22) • 

A Grid Map is displayed in Exhibit 4-23 using the same data as 
presented in Exhibit 4-22. Shading is used to indicate the relative 
intensity of assaults in a specified area. Note the corridor visibly 
present along the main avenue of Chaos City. This corri dor phenomenon is 
also evident in Exhibit 4-24 which ;s a contour map of the assault data. 
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EXH~BIT 4~21 

HAND DRAFTED STATISTICAL MAP, 

ASSAULTS PER 100,000 POPULATION, BY NEIGHBORHOOOD, 

CHAOS CITY, 1977 

WESTSIDE 

1/z" - 1 mile 

Assaults Per 100,000 

Central 10154.0 

Westside 1000.0 

University 800.0 

Park 1125.0 

Washington 1~30.8 

Source: Hypothetical Data 198 
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EXHIBIT 4-22 

COMPUTER MADE PIN MAP , 
ASSAULTS IN CENTRAL NEIGHBORHOOD, 

CHAOS CITY, 1911 

Crime Symbol Key 

Size Increases With 
Number of Crimes 

x . Assault-Sexual 
+ Assault-Stranger 
Y Assault-Nonstranger 

Source: Used ~y permission: © 1978 Minnesota Crime Prevention Center 
2344 Nicollet Avenue, Minneapolis, Minnesota 55404, (812)870-0780 
Adapted for Chaos City 
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EXHIBIT 4-23 

COMPUTER MADE GRID MAP, 
ASSAULTS IN CENTRAL NEIGHBORHOOD, 

CHAOS CITY, 1977 

Grid Key 

0.0 to 5.0 
5.1 to 10.1 

10.2 to 15.2 
15.3 to 20.3 

III 
20.4 to 25.4 ..! 
25.5 to 30.4 ~ 
30.5 to 35.5 > 
35.6 to 40.6 
40.7 to 45.7 
45.8 to 50.8 
50.9 'to 55.9 

-

X Miles 

Used by permission: Minnesota Crime Prevention Center, 2344· Nicollet Avenue, Minneaplois, 
Minnesota 55404 (812)870·0780 . 

. Adapted for Chaos City. 
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EXHIBIT 4-24 

COMPUTER MADE CONTOUR MAP, 
ASSAULTS IN CENTRAL NEIGHBORHOOD, 

CHAOS CITY, 1977 

Smoothed Contour Key 

[] 0.0 To 2.7 
I] 2.8 To 5.5 
E3 5.6 To 8.3 
m 8.4 To 11.1 
m 11.2 To 13.8 

• 13.9 To 16.6 

• 16.7 To 19.4 
~ 19.5 To 22.2 
1\'1 22.3 To 25.0 
13 25.1 To 27.8 

• 27.9 To 30.6 

Source: Used by permission: 
Minnesota Crime Prevention 
2344 Nicollet Avenue 
Minneapolis, Minnesota 
(8121870·n80 
Adapted for Chaos City 

X Miles 
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The last computer made map, Exhibit 4-25, presents a density plot of 
assaults in Central. Peaks in the map indicate "hot spots" -- locations 
of the greatest incidence of assault. The highest peak on this map is 
the location of the T. Doos· Cafe in downtown Chaos City. 
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EXHIBIT 4-;25. 

COMPUTER MADE DENSITY MAP, 
ASSAULTS IN CENTRAL NEIGHBORHOOD, 

CHAOS CITY, 1977' 

('J 
0 OJ • 

to OJ 
~ <t • g] ('J • (JJ \J cO • 
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v!. Cone 1 u s i on 

Comparative methods covered in this chapter are useful in examining 
and suggesting relationships between two or more variables. Exhibit 4-26 
summarizes these methods and is a guide to their selection. In the 
following chapter, inferential statistics is briefly covered and methods / 
for testing relationship are considered. 
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EXHIBIT 4-28 

CHAPTER 4 SUMMARY CHART: 
COMPARATIVE METHODS 

YeS 
.:>i--.... ---... ~ Index Numbers 
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1 Thorsten Se 11 i nand. Marvi ~'E. l~~~)ganip. In_3r~~surement of 
Delinquency (New York: John W,ley & ons, , . 

2Heller and J.T. McEwen, "APPlicaltions R~~ea~~~mein srr~i~~sn~~~ 
Information in Police Departments," Journa of 
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CHAPTER 5 

INFERENTIAL METHODS 

A major objective of statistics is to reduce large quantities of 
data to a form which is easy to manage, to understand, and to 
communicate. The descriptive and comparative methods presented in 
Chapters Three and Four are used for this purpose. A second objective of 
statistics is to assist in making inferences or generalizations based on 
incomplete information and usually with some consideration to the 
uncertainty of the conclusions. Three issues are central to a discussion 
of inferential methods: (1) the type of hypotheses being analyzed; (2) 
the incompleteness of the data to be used in making generalizations and 
drawing conclusions; and (3) how confident it is necessary to be in the 
conclusion. 

Inference involves two different types of hypotheses: statements of 
difference ~nd statements of association. Statements of difference 
involve comparing groups to see if they are similar or dissimilar. For 
example, Chaos City analysts may be interested in the effect of gender 
and age on criminal victimization. Their hypothesis is that female 
seili or citizens are more prone to street crimes than the general 
population. To evaluate this statement victimization rates for 
subpopulations, particularly for female senior citizens, are compared to 
the city victimization rates for selected crimes. Tests of difference 
are used to aid in the determination of whether observed differences are 
significant or the result of chance and/or of sampling error. 

Measures of association are used to summarize the relationship 
between two or more var i ab 1 es: They shou 1 d not be reg arded as a 
substitute for logic or common-sense. Inferential methods are used only 
to help identify whether a relationship appears to exist between 
variables. For example, in Chapter Four, scattergrams were used to 
examine the relationship between population density and the incidence and 
rate of certain crimes. As a second example consider the statement, 
"we 11 1 it streets may reduce the fear of crime." A recent study 
conc 1 uded: . 

• Well 1 it streets may reduce the fear of crime, but 
there is no statistically significant evidence that 
street lighting reduces crime itself. 

• Evidence is unclear as to whether better lighting 
reduces the number of crimes or merely displaces crime. 

• The rate of crime in certain well-illuminated areas 
actually increases; this increase might on the one hand 
be accounted for by car ,thieves, as an example, being 
better able to see what they are doing, and on the 
other, by more crime being reported because residents 
can better see incidents taking place. 

• The "uniformity of lighting" is perhaps the most 
important element in reduc ing fear of crime. Thi sis 
due, in part to reducing the apparent darkness of one 
street, as compared to a brighter adjacent street.1 
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Such findings werll based on interviews with personnel in 60 street 
lighting projects, and on-site visits to 17 projects. In this study, as 
in most, a sample of street lighting projects was used as the basis for 
making generalizations about the effects of all street lighting projects. 

As discussed i.n chapter Two it is often impossible, impractical, 
and/or unnecessary to observe an entire group of individuals or 
projects. Instead of analyzing data for the entire population of 
interest, a small portion of a population is observed. This small portion 
is called a sample'/~'The robbery data set (Exhibit 1-4) is a small sample 
(n=15) of all Chaos" City robberies in 1977. Inferential methods are 
designed to facilitate discussion of populations of interest based on 
sample data. 

Finally, inference involves the use of probability in stating 
conclusions. Sampling requires that conclusions be carefully qualified. 
There is always a chance, when generalizing from a sample to a 
population, of being wrong in your conclusions. Assignment of a level of 
significance to conclusions is an important aspect of inferential 
methods, and usually is most critical in terms of proper interpretation 
of findings. 

This chapter begins with a general discussion of the process and 
concepts of statistical tests which is followed by a consideration of 
four such tests: the t-test, chi square goodness-of-fit test, chi square 
test of independence and the correlation coefficient. The first two 
tests are used to address questions of difference, while the latter two 
may be used to assess a relationship. A discussion of time series 
methods and 1 east squares regression as used in est imati ng tJ"ends and for 
prediction concludes the chapt.er. The prediction problem is treated as 
an extension of the logic of testing causal relationships and of 
correlation methods. A major premise of least squares regression is that 
the past and future are re 1 ated, and estimates of some future state may 
be based on past trends. Predicting the robbery rate for Chaos City in 
1982, for example, requires a method of estimating the predicted 
numerical value for the 1982 robbery rate, as well as determining how 
wrong the prediction is likely to be. An example of the use of least 
squares regression in causal models concludes the Chapter. 

I. Statistical Testing 

A statistical test is a step-by-step procedure that is used to help 
organize the various factors that must be considered to assess a 
hypothesis with a set of data. It assumes that a preliminary problem 
speCification has been prepared,. that data have been collected, and that 
descriptive and comparative methods have been applied. It is a central 
aspect of all inferential methods and consists of seven sequential steps: 

1. State the null hypothesis 
2. State an alternative hypothesis 
3. Select a statistical test 
4. Determine the level of significance 
5. Calculate the test statistic 
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6. Compare the test statistic to its table value 
7. Interpret the findings 

Following is a discussion of the first four steps. The section that 
follows focuses on the calculation and interpretive steps. 

A. State the Null Hypothesis 

In chapter 1, descriptive and causal hypotheses were discussed. In 
the introduction to this chapter, two types of causal hy~othesis were 
defined: statements of difference between groups and statements of 
relationship between variables. A null hypothesis (Ho) is a statement 
asserting no difference or no relationship. Examples of such null 
hypotheses are: --

No Difference (or change) 
There is no d iff erence in the mean age of b 1 ac k 
robbery offenders and white robbery offenders in 
Chaos City. 
There is no difference in thE! mean incidence of 
robbery in Mid-Western Cities and Southern Cities. 
There was no change in Chaos City residents' 
evaluation of the police betwelen 1975 and 1977. 

No Relationship 
- There is no relationship between where a person 

lives and his fear of crime in Chaos City. 
There is .no relationship between fear of crime 
and evaluation of police services in Chaos City. 
There is no relationship between population 
density and the crime rate. 

B. State Alternative Hypothesis 

The alternative hypothesis (Ha) is usually the motivating concern 
behind an analysis. It is the affirmative statement of the null 
hypothesis; e.g., population density has a positive effect on the robbery 
rate and police evaluations improved between 1975 and 1976. The reason 
for specifying both a Hg and a Ho is that statistical tests are 
generally based on "proof by contradiction; that is, we try to support 
the (alternative) hypothesis by showing that the null hypothesis is 
false."2 

C. Select the Appropriate Statistical Test 

A statistical test is used for determining the statistical 
significance of the difference and/or association between two variables. 
It is a test in that a calculated statistic (from the data) is compared 
to a predicted value of the statistic (obtained from tables of such 
statistics). What is being tested is whether the observed difference or 
association could reasonably be attributed to chance and/or sampling 
error. 

Three criteria used to select an appropriate test statistic are: (1) 
the type of question being asked (difference or association); (2) the 
measurement scale of the variables; and (3) the size of the sample. The 
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chapter chart (Exhibit 5-45) at the end of the chapter is a useful guide 
in selecting the methods discussed. 3 

D. Determining the Level of Significance 

The level of significance is interpreted as the probability of an 
association or a difference having resulted from chance or sampling 
error, i.e., if the level of significance is set at .05, it would 
indicate the probability of the observed difference or association having 
resulted from sampling error or chance was 5 in 100. This means thC\t if 
a population were sampled 100 times, only 5 times would the obset'ved 
results occur as a result of chance alone. 

William Hays in a brief essay on "Significance Tests and Comnon 
Sense" made the following points: 

" ... all that a significant result implies is that, one 

~ I 

has observed something relatively unlikely given the 
hypothetical situation, but relatively more likely given 
some alternative situation. Everything else is a matter 
of what one does with the information. Statistical 
significance is a statement about the likelihood of the 
observed result, nothing else. It does not guarantee 
that somethi ng important, or even meani ngful has b€:en 
found. "4 

E. General Considerations 

Pr'oblerfls in utlizing statistical tests usually result from the 
improper statement of the null hypothesis, a misunderstanding of the 
underlying assumptions of such tests, and the misinterpretation of the 
findings. Perhaps the greatest danger in applying inferential methods is 
what is referred to as a "spuriousness". For example, a conclusion is 
spurious when either there are illegitimate inferences of causation or 
when two variables are related only by a third: 

Studies have indicated a high correlation between poverty and 
delinquent behavior. Children of poor families naturally tend 
toward crime and delinquency. 

The point here is that the existence of a correlation does not prove the 
causal connection. As an example of the second problem, consider the 
earlier discussion of the relationship between density and the crime 
rate. The model implied here is: 

hi gher density 
higher crime rate 

which apparently has some merit. However, population density does not 
directly cause crimes to occur. Instead, there must be some intervening 
factors such as reduced police visibility which results in the higher 
crime rates: 

higher density 
less police visibility 

higher crime rate 
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A final problem in m k' . scattergrams in Chapter Fo a 1ng lnferences is suggested by the 
populations of betwe'~n 250,~~O an~n 48~e~~0 scattergrams only cities with 
~cattergram look 1 ike if all US·'· are presented. What woul d the 
1n~ere~ce~ be drawn about the ·r~la~l.tles .were plotted? Could the same 
crlme 1 nCl dence? Measurement error 1 ~nshl~ between 1 aw enforcement and 
must bi:! carefully considered in ev'l ~~Pllng error, and logical errors 
test. a ua 1ng the results of a statistical 

II. T - Test 

A. Assumptions 

Do black robbery offenders differ f . r~gard. to their mean age? Does th rom whlte ro~bery offenders with 
dlSposltions in the Chaos Cit ,e mean elapsed tlme for felony case 
fi v~ work; ng days? The fi rst ~ u~~n ~e ~epartment e.xceed the standard of 
a dlfference from two samples Th n lnvdolves makwg an inference about 
si~nificance of a single me~~ He secon b question .involves testing the 
~slng a t-test if the test's ~ssu~pw:ye~ otdh ques~l.ons may be analyzed 
lnclude: I lons an condltlons are met. These 

?~? ~he sample(s) is independently drawn; 
,he. population is normally distributed d \anance(s) are unknown' an its mean(s) and 

(3) the variable-of-intere~t is measure; and an interval or' ratio scale 

(4) the sample is small (less th an 30). 

The assumpti on that the d l' . ryormal (i.e., bell-shaped) i~n ~r ylng dlstribution of a variable is 
lncluding the 'correlation and re lmpor:tant to. many infer'ential methods 
of the chapter. Severa 1 methods9r:sslon JeChnlques discussed at the end 
~h~l most direct being an inspecti~~ ~}e thfOrh~hecking this assumption 
e -shaped, has on ly one mode and n tel s.togram. If it appear; 

assume a.nor~al distribution. 'Fort °t ~any outl1ers,. one may reasonably 
~ormal dlstrlbution or the need f una e y? the practlcal necessity of a 
ln a t-test and many of the or" ~.part1culaY' sample s'ize is not great 
risk.5 assump lons can be violated without great 

B. A One-Sample Problem 

Chaos City analysts h Department's comp 1 i ance ,ave been asked to assl=ss the Pol ice 
legislature that felon wd:'~ a standard establiShed by the state 
d ispositi on--shoul d be ~roce~s!d-~rom the point of a'rrest to pol ice 
~nalysts observed the diSPositionlnOfletShS th.an, fouT working days. The 
'978 and recorded the elapsed times The flrs::: m.ne felony arrests in 
3,1,2.5,354540 d • esewere(lndClYs)' 1225 
~ 1 aps ed time OJ s' gr~a ter ° tha;" or 6 ~~~a /~e ~~ 11 /ypothes is is ° that' th~ m~a~ 
e expressed as: 0 e our day standard. This may 
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The alternative hypothesis is that the mean is less than four days, or 

-HA: x 4 

This problem requires that the sample mean and the standard 
deviation be calculated and, based on these, a t-statistic determined. 
Exhibit 5-1 presents these calculations. The calculated value of the 
t-statistic is 2.02. The analysts decide on a significance level of .05 
and since the number of degrees of freedom is equal to (n-l) or 10-1 = 9, 
the table value of t may be found in Exhibit 5-2 to be 1.833. In this 
exhibit the columns correspond to levels of significance--.l0, .05, 
.025--and th(:1 rows to degrees of freedom--8 to 25. Since the calculated 
t (2.02) is greater than the table t (1.833), there is sufficient 
evidence to reject the hypothesis and conclude that the mean time is less 
than fout days. However, the six day maximum value in the sample should 
be a 'concern, and a 1 arger samp 1 e mi ght be developed to confi rm the 
conclusion. 

1. 

2. 

EXHIBIT 5-1. 

T-TEST, CALCULATIONS OF t-STATISTIC, 
ELAPSED TIME FELONY CASE DISPOSITION, 

CHAOS CITY POLICE DEPARTMENT, 1977 

Calculate Mean and Standard Deviation 

Variable 

El apsed Time 

N 

10 

Min Max 

1 6 

Calculate the t-Statistic 

t = x - {value} 
s/VN 

t = 3.0 - 4 
1. 5635/v'1C>" 

t = 2.02 

Mean eX) 

3.00 

where 4 = value 

Source: hypothetical data 
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EXHIBIT 5-2. 

CRITICAL VALUES OF t-STATI STIC 

d.f~ ...!49. _.~.~O~ .t_! . .o.?~. 
8 1.397 1.860 2.306 
9 1.383 1.833 2.262 

10 1.372 1.812 2.228 
11 1.363 1.796 2.201 
12 1.356 1. 782 2 .179 
13 1.350 1. 771 2.160 
14 1.345 1. 761 2.145 
15 1.341 1. 753 2.131 
16 1.337 1. 746 2 .120 
17 1.333 1.740 2.110 
18 1.330 1.734 2.101 
19 1.328 1. 729 2.093 
20 1.325 1.725 2.086 
21 1.323 1.721 2.080 
22 1.321 1. 717 2.074 
23 1.319 1. 714 2.069 
24 1.318 1.711 2.064 
25 1.316 1.708 2.060 

*d.f. = degrees of freedom 

Source: William Mendenhall, Introduction to probabilitr and 
Statistics 3rd Ed. (Belmont: Duxbury Press 19 1) 
p. 419. ' , 

C. A Two Sample Problem 

~haos City analysts are also interested in learning if the mean age 
of whlte robbe~y offenders is greater than the mean age of black robbery 
offenders. U~lng the data from Exhibit 1-4, they propose a t-test of the 
null hypothesls that the mean age of the white offender group i's equal to 
or less than the black group. This may be expressed as: . 

Ho: x'! < X"2 

Where Xl = mean age, white robbers and 
x2 = mean age, black robbers 

The al ternative hypothesis is the mean age of the white group is greater 
than that of the black group. This may be expressed as: 

Ha: Xl > X2 

The next step in perfor~in~ a t-test is to calculate, first, the sample 
~eans and ~tand~rd deyla~lons for the two groups; second, calculate a 

pooled-varlance statlstlc based on both samples' and third using the 
"pooled-variance" statistic, calculate the' t-statisti'c. These 
calculations are presented in Exhibit 5-3. 
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EXHIBIT 5-3. 

t-TEST, CALCULATIONS OF t-STATISTIC, 
MEAN AGE OF BLACK AND WHITE ROBBERY OFFENDERS, 

CHAOS CITY, 1977 

1. Calculate Group Means and Standard Deviations. 

DESCRIPTIVE MEASURE No. 1 of RACE: l~HITE 

Vari abl e 1 Nl. Minimum Maximum Mean(X1 ) 

OFF. AGE 8 20.000 41.000 28.500 

DESCRIPTIVE MEASURE No. 2 of RACE: BLACK 

Vari abl e 2' N2 Minimum Maximum Mean(X2) 

OFF AGE 6 16.000 24.000 19.333 

2. Calculate the IIpooled variance ll
• 

2 2 
S2 - . (n1 - 1)S1 + (n2 - 1)S2 

n
1 

+ n - 2 
2 

S2 = Ji - 1)38 + (6 - 1}8.27 
8 + 6 - 2 

S2 ;:: 25.61 

3. Calculate the t-statistic 

Where S::: S2 

28.5 - 19.3 
t = -----:--;::::===== 

5. 06V 1/8 + 1/6 

t = 3.367 

Source: hypothetical data 
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St:d Dev(S1) 

6.1644 

Std Dev(S2) 
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In a two sample test the number of degrees of freedom is equal to 
n1 + n2 - 2 or in this problem (8 + 6-2) or 12 d.f. Using a leve'l of 
slgnificance of .05, the table t-statistic is 1.782. Since the 
calculated t-statistic (3.367) exceeds the critical value of t (1.782), 
there is sufficient evidence to reject the null hypothesis and conclude 
that the difference in mean ages (28.5 versus 19.3) is significant. 

Exhibit 5-4 is a standard output of a MIDAS program used to 
calculate a t-statistic for the data just described. In column #1 of the 
output is the label of the variable being tested and the total sample 
size. In column #2, the mean, var'iance, and sample size for white 
robbery offenders only is printed. In column #3 is printed the same 
descriptive statistics for the comparison group--black robbery 
offenders. The calculated t-statistic is presented in column #4. Note 
that the output t-statistic is slightly smaller than the calculated 
t-statistic. This is due primarily to rounding error. The degree of 
freedom is presented in column #5. Column #6 is the lIattained 
significance level ll which is the smallest significance value for which 
the t-statistic calculated leads to a rejection of the null hypothesis. 
With the attained significance equal to or greater than .0057, including 
.05, it is very likely that the mean age of black robbery offender's is 
less than the mean age of white robbery offenders. The practical 
significance of such a finding, of course, must be related to 
progranmatic or policy alternatives under consideration. 

Column #1 

EXHIBIT 5-4. 

t-TEST, MIDAS OUTPUT, 
MEAN AGE OF BLACK AND WHITE OFFENDERS 9 

CHAOS CITY, 1977 

#2 #3 #4 #5 #6 

VARIABLE RACE WHITE 

1. MEAN 28.500 

BLACK TEST STATI STIC 

19.3330 T = 3.3539 

DF 

12 

SIGNIF 

.0057 

OFF AGE VAR 38.000 8.2667 

(TOTAL =14 ) N 8 6 

Source: hypothetical data 
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III. Chi Square Goodness-of-Fit Test 

A. An Example 

A second test of difference is used to compare the distribution of a 
categorical variable ,against an expected distribution.' A survey was 
conducted of Chaos City resi dents 12 years of age or older. One of the 
questi ons was, IIHow would you rate the performance of the Chaos City 
Police?1I Respondents were given three choices: good, average or poor. 
It was expected that about 1/3 of the residents would evaluate 
performance as poor, 1/3 as good and 1/3 as average. The Chi Square 
Goodness-of-Fit test may be used to compare this expected distribution to 
the survey results presented in Exhibit 5-5. 

EXHIBIT 5-5. 

EVALUATION OF POLICE PERFORMANCE, 
PUBLIC OPINION SURVEY, 

CHAOS CITY, 1977 

Evaluation 
of Police 
Performance 

Good 
Aver,age 
Poor 
TOTAL 

n 

561 
680 
246 

mr 

% 

37.7% 
45.7% 
16.5% 
99. 9%* 

* does not total 100% due to rounding error. 

Source: hypothetical data 

In this example, the null hypothesis is that there is no difference 
between the category propOl"ti ons. The alternative hypothesis is that at 
least one of the category proportions is not equal to 1/3. The 
percentages indicate that the null hypothesis is false but, to be sure, a 
statistical test is performed. The first step in calculating a chi 
square statistic is to determine the expected cell counts based on the 
hypothes i zed pro port ions of 1/3 in each ce 11. The second step is to 
calculate the chi square statistic using the formula indicated in Exhibit 
5-6. The calculation of both the expected cell counts and the chi square 
statistic are presented in this exhibit. 
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EXHIBIT 5-6. 

CALCULATION OF X 2, 
GOODNESS-OF-FIT STATISTIC, 
POLICE PERFORMANCE RATINGS, 

CHAOS CITY, 1977 

Calculate the Expected Cell Frequencies 

Evaluation 
GoOd 
Average 
Poor 
TOTAL 

Observed J..Ql 
561 
680 
246 

1487 

2. Calculate Chi Square Statistic 

X2 = E' (0 E E)2 

Where E = expected category frequency 
o = obs@~ved category frequency 

(561 ~ 495)2 + (680 - 495)2 + 1246 - 495)2 
1487 1487 '1487 

= 2.93 + 23.02 + 41.70 

= 67.64 

Source: hypothetical data 

Expected (E) 
1487 (1/3) = 495 
1487 (1/3) = 495 
1487 (1/3) = 495 

The table value of x2 is determined by first setting a level of 
significance, and, second, determining the number of degrees of freedom 
associated with the pt'oblem. As with a t-test, a .05 level of significance 
will be used. To calculate the number of degrees of freedom (K - 1) used, 
where K equals the number of categories. The number of degrees of freedom in 
this problem is equal to 3-1 or 2 d.f. Critical values of the chi square 
statistic are presented in Exhibit 5-7. The table value of X2 for a = .05 
and 2 d.f. is equal to 5.99. Since the calculated value (203.19) exceeds the 
table value (5.99) there is sufficient evidence to indicate the "fit" is not 
good at all and the null hypothesis is rejected. This evidence supports the 
clear 'impression, drawn from simple inspection of percentages give, that the 
majority of Chaos residents favorably evaluate their police services. 
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VALUES OF 
CHI SQUARF 
AT 5% & 1% 
LEVELS OF 
S IGNIF 1,CANCE 

EXHI~:,n 5-7. 

CRITICAL VALUES OF CHI SQUARE 

DE(~REES OF 
FREEDOM _2L 

1 3.84 
2 5.99 
3 7.81 
4 9.49 
5 11.07 
6 12.59 
7 14.07 
8 15.51 
9 16.92 

10 18.31 

1% 

6.63 
9.21 

11.34 
13.28 
15.09 
16.81 
18.48 
20.09 
21.67 
23.21 

Source: Robert Parsons, Statistical Anal A Decision-Makin 
~~~~~~~~~~~~~~~~~ 

Approach (N.Y.: Harper and Row, , p. 824. 

B. Assumptions 

The X 2 goodness-of-fit test is only appropriate l.lIder the fo"/lowing 
conditions and assumptions: 

(1) The variable-of-interest is either nominal or ordinal or is a 
grouped interval or r'atio level measure. 

(2) Category assignments are mutually exclusive and exhaustive. 

1~
3l The outcomes are indeRendent. 

Sample size is large (n > 30). 
Expected category counts are greater than 5. 

c. Use in Assessing Change 

As a second example, consi der an analysis of the changing pattern in the 
conmunity's evaluation of police services. Two years pdor to the 1977 Chaos 
City survey, an identical conrnunity survey had been conducted and the same 
evaluative question was asked. The percentage dist~ibution by rating for both 
surveys is presented in Exhibit 5-8. The percentages indicate a general 
improvement in the evaluation but, to be sure, the analyst decides to test if 
the current rating is identical to the one of two years ago. The null 
hypothesis, therefore, is that there was no change in resident evaluations of 
the police. The alternative hypothesis is that the evaluation of police 
performance in 1977 was different than in 1975. 
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EXH IB IT 5-8. 

EVALUATION OF POLICE PERFORMANCE, CHAOS CITY, 1975 and 1977 

Evaluation 

Good 
Average 
Poor 
n 

Percent 1975 

36.2 
44.1 
19.7 

145:.0 

Source: hypothetical data 

Percent 1977 

37.7% 
45.7% 
16.6% 

148.0% 

Exhibit 5-9 presents the calculation of, first, the expected category 
frequencies, and second, the chi square statistic. In this problem the 1975 
category percentages are used to derive expected category counts., The 
comparison of observed category counts and expe'':ted category counts 1S the 
test of difference and the hypothesis is that the 1977 distribution is the 
same as two' years ago. 

1. 

2. 

EXHIBIT 5-9. 

CALCULATION OF x2 GOODNESS-OF-FIT STATISTIC, 
CHANGE IN POLICE PERFORMANCE RATINGS, 

CHAOS CITY, 1975-1977 

Calculate the Expected Cell Frequencies 

Eva luat ion 
Good 
Average 
Poor 
TOTAL 

Observed (1977) 
561 
680 
246 

1487 

Calculate Chi Square Statistic 
2 7 

X = L (O-E}-
E 

2 
(561-538} 2 (680-656}2 X = + 

561 680 
2 

X· = .94 + .84 
2 

X = 10.76 

+ 

+ 

Expec ted P 977 ) 
1487 (36.2 = 538 
1487 (44.1) = 656 
1487 (19.7) = 293 

( 246-293)2 
246 

. 8.98 

Source: hypothetical data 

219 
. , 



," 

The number of degrees of freedom is equal to K - 1 where K is the 
number of categories or in this problem 3-1 or 2 d.f. Assumih:; a level 
of si gnifi cance of .05 from Exhibit 5-7, the table value of X 2 is 
equal to 5.99. Since the calculated value exceeds the table Value, the 
conclusion is that the null hypothesis of no change may be rejected at 
the .05 1 eve 1, and as the percentages i nd1cate, some improvement has 
occurred. 

D. Use in Making Comparisons Between Jurisdictions 

As a last example consider the distribution of selected crimes in 
Chaos City as compared to the state distribution of these same crimes., 
The percent distribution by crime is presented in Exhibit 5-10 for both 
Chaos City and the state of Paradise. These percentages' indicate that 
Chaos City is very similar in its' profile to the statewide experience in 
these crime categories. As "a check on this impression, a test of the 
null hypothesis of no difference between the two is made; that is, a test 
of whether the Chaos City crime distribution 1S identical to the Paradise 
crime distribution is made. The alternative hypothesiS is that the two 
distributions are different. 

EXHIBIT 5-10. 

PERCENT DISTRIBUTION FOR SELECTED CRIMES, 
CHAOS CITY AND STATE OF PARADISE, 1977 

Category 

Residential Burglary 
Commerci a 1 Burgl ary , 
Commerical Robbery 
Street Robbery 
Assault 
Rape 
Auto Theft 

N = 18,300 
Source: hypothetical data 

Percent Distribution 1977 

Chaos City 

38.2% 
9.8% 
3.8% 
6.6% 

18.9% 
.8% 

21.9% 

State of Paradise 

38.0% 
10.0% 
4.0% 
7.0% 

18.5% 
.8% 

21.7% 

Exhibit 5-11 presents the calculation of the expected cell 
frequencies based on state percentages and the chi square statistic. 
Wi th the number of degrees of freedom equal to 7 - 1 or 6 d. f. and the 
level of significance equal to .05., the table value of X2 is equal to 
12.59. Therefore, the null hypotheSiS can not be rejected (12.59 > 
9.05), and it can be concluded that the two profiles are, indeed, similar. 
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EXHIBIT 5-11. 
2 

CALCULATION OF X GOODN!:SS-OF-FIT STATISTIC 
COMPARISON OF CRIME IN CHAOS CITY , 

AND THE STATE OF PARADISE, 1977 
1. Calculated Expected Values 

Category 

Residential Burglary 
Commercial Burglary 
Commercial Robbery 
Street Robbery 
Assault 

Observed 
EX2ected 

18300 (38%)* 
18300 (10%) , 
18300 ( 4%) 
18300 ( 7%) 

Rape 
Auto Theft 

7000 
1800 

700 
1200 
3450 
150 

4000 
18300" 

18300 (18.5%) 
18300 ( 0.8%) 
18300 (21. 7%) 

*State of Paradise percent distribution 

2. Calculate Chi Square Statistic 

2 = 
X 

2 -X - {7000-6954)2 ... (1800-1830~ + (]00-734)2 
6954 1830 734 

+ (1200-1281)2 + (3450-3385)2 + (150-146)2 
1281 3385 146 

+ (4000-3971) 
3971 

x2 = .30 + .49 + 1.57 + 5.12 + 1.25 + .11 + .21 

X2 = 9.05 

Source: hypothetical data 

IV. Chi Square Test Of Independence 

= 
= 
= 
= 
= 
= 
= 

6954 
1830 
734 

1281 
3385 
146 

3971 

, The chi, square· statistic rna 1 b ' 
to help in~erpret cross-classifi~a:i~~ t~b~sed a~ha test o.f a,ssociation 
degree of 1ndependence of'two classifi t' es. F e test lnd1cates the 
analysts have produced " c,a 10~S. or example, Chaos City 

neighborhood a'l1d have per~e~f~~~dci~~sl~1~at1,onEof, ~olice evaluation by 
variation is evident: for example s67 ~%a 17 :~lblt 5".12• Subst~ntjal 
evaluated police services as good but • 1 ~3 1% e Washlngton resldents 
the services were good N W h' on l . of Park residents felt 
poor but 33% of Park· O'da\ lngton res1deryts evaluated performance as 
suspect that there is a reSl en, S ,rated serV1ce as pOot~. The analysts 
citizen evaluation of POric~s~~~lf~~~oa~c~~t~een neighborhood residence and 
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EXHIBIT 5-12. 

PERCENTAGED CROSS-CLASSIFICATION, 
POLICE EVALUATION BY NEIGHBORHOOD, 

CHAOS CITY SURVEY, 1977 , 

EVALUATION NEIGHBORHOOD 

Central Westside University Park Washington TOTALS 

64 197 98 47 155 561 
25.8% 4.9.0% 39.2% 13.1% 67.7% 37.7% 

Good 

122 161 130 193 74 680 
49.2% 40.0% 52.0% 53.9% 32.3% 45.7% 

Average 

62 44 22 118 0 246 
25.0% 10.9% 8.8% 33.0% 0.0% 16.5% 

Poor 

248 402 250 358 229 1487 
16.7% 27.0% 16.8% 24.1% lS.4% 

TOTALS 

Source: hypotheti cal data 

A. Assumptions 

The chi square test of independence is used to test a null 
hypothesis of independence between two classifications. In this example 
the null hypotheses is that evaluation of police performance is 
in~ependent of neighborhood. The alternative hypothesis is that a 
respondent I s attitude about pol ice servi ces depends on their pl ace of 
residence. A chi ,square test requires, at a minimum: 

(1) two nominal or ordinal variables that have been 
cross-classified, 

(2) a large sample size (if too large, however, chi square 
statistic is not very useful), 

(3) outcomes wh i ch are i ndepend'~nt, and categor i es that are 
mutually exclusive and exhaustive, and 

(4) expected cell counts which are greater than five. 

Since the first three requirements are met in this problem, the Chaos 
City analyst proceeds to use a chi square statistic. 

B. Calculations and Interpretation 

Calculations of expected values for this cross-classification are 
presented in Exhibit S-13. These values represent the cell counts one 
would expect to find assuming the null hypothesis is true. Once the 
expected values have been determined, the chi square statistic can be 
calculated. This calculation is presented in Exhibit 5-14. 
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EXHIBIT 5-13. 

CALCULATION OF EXPECTED CELL COUNTS*, POLICE EVALUATION 
BY NEIGHBORHOOD, CHAOS CITY SURVEY, 1977 . 

Good, Central 

Good, Westside 

~ood, University 
1 . ' = 

Good, Park = 

Good, Washington ES = 

Aver~ge, Central = 

Average, Westsi de = 

Average, University E8 = 

Average, Park E9 = 

Average, Washington ElO = 

Poor, Centra 1 Ell = 

Poor, Westside E12 = 

Poor, University E13 = 

Poor, Park E14 = 

Poor, Wash ington E15 = 

*Expected Value = (Row Totalt (Column Total) 
OTAL 

(561 t ~248} = 94 
4 7 

{561 t ~ 402} = 152 
4 7 

(561 t ~250} = 94 
4 7 

{561i ~3581 = 135 
4 7 

{5611 ~229} = 155 
4 7 

(680i ~248} = 113 
4 7 

{680t ~402} = 184 
4 7 

{680 t ~250} = 114 
4 7 

J.§§9 i ~ 358} = 164 
4 7 

{680t ~229} = 105 
4 7 

{246 i ~248} - 41 
4 7 

{246 t ~402} = 67 
4 7 

{246 t ~250} = 41 
. 4 7 . 

{2461 ~358} , = . 59 
4 7 

{246 1 ~229} = 38 4 7 ( 

Note that all expected cell counts are greater than five, thus, this prlJblem 
meets one of the requirements for applying the chi square statistic. 

; 
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EXHIBIT 5-14. 

CALCULATION OF CHI SQUARE STATISTIC, 
POLICE EVALUATION BY NEIGHBORHOOD, 

CHAOS CITY SURVEY, 1977 

Use the following formula to calculate chi-square: 

X2 = (0 - E)2 where: 0 = Observed cell counts 
L E E = Expected cell counts 

Usi ng the observed ce 11 cou~t data from. Ex~ibit 5-13 and the .expected 
counts from Exhibit 5-14 a Chl square statlstlc can be calculated. 

x2 = (64-94)2 + (197-152)2 + (2a-~4)2 + (47-135)2 + 
94' 152 9 135 

(155-155)2 + (122-113)2 + (161-184)2 + (130-114)2 + 
155 113 184 114 

(193+164)~ + (74-105)2 + (162-41)2 + (44-67)2 + 
164 105 41 67 

(22-41)2 + (118-59)2 + (0-38)2 
41 59 38 

X2 = 9.57 + 13.32 + .17 + 57.36 + 0 + .72 + 2.88 + 2.25 + 5.13 

~ + 9.15 + 357.09 + 7.90+ 11.8 + 84.9 + 38 

X 2 = 600,,24 

Source: hypothetical data 

The next step in performing a chi square test is to d~t~rmine a 
table value for the chi square statistic. This requires decld1ng .on a 
level of significance and determining the degrees of freedom a~soclated 
with the problem. The concep~ o~ degrees Of. freed~m. as appl1ed to a 
cross-cl assifi cati on probl em 1S 111 ustrated ln EX~lb1t 5-15. In t~e 
diagram, assume that all the marginals have been asslgned values, t,hat 1S 
Row Total 1, Row Total 2, Column Total 1 through Column Total 6 are all 
specified. The consequence is that only the checked cel~s can be 
assigned values freely. Once these cells ha~e. been asslgned, t~e 
remaining cells of the table must take on speclfled values. In th IS 
context the number of degrees of freedom is equal to the number of freely 
specified cells which is equal to five. In the police performance 
prob 1 em there are three rows and fi ve co 1 umns; therefore the number o~ 
degrees of freedom is equal t~ (3-~)X(5-1) or~: The table. ~alue of ~ 
for 8 d.f. and a level of slgniflcance of .o!> (from Exh1b1t 5-7) 1S 
15.51. Since the calculated value of chi square (278.43) exceeds the 
tabie value (15.51), the null hypothesis is rejected. The a.na.lysts 
conclude that resident attitudes about police performance do depend on 
the neighborhood in which they. live a~d, in pi:lrticula~, resi.dents of 
Washington and Westside rate pollce serVlces favorably whlle resldents of 
Park and Central tend to be less favorably disposed toward the police. 
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E:KHIBIT 5-15 

DEGREES OF FREEDOM INI A CROSS CLASSIFICATION TABLE 

Degrees of Freedom are determined by multiplying the number of rows minus 
one times the nUr1nber of columns minus one. 

(Rows-1) (Columns-1)=Degrees of Freedom 

,; = Freely 
Specified 

O=Not 
Freely 
Specified 

,; 

0 

CT1 

C. A Second Example 

I 
,; ,; ,; ,; 

0 0 0 0 

CT2 CT3 CT4 CT5 

2x6 

(2 -1) (8 - 1) = 5 Degrees of Freedom 

0 

0 

CT6 

RT1 

RT2 

A second questi on on the Chaos City survey asked resi dents if they 
were 1 imiting their activity due to a fear of crime. Respondents could 
answer 'yes' or 'no'. Analysts tested the null hypothesis that the 
limiting of activity did not depend on neighborhood. Exhibit 5-16 is the 
MIDAS output for this cross-classification, 'lnclud"ing the expected cell 
counts (expected), and the chi square statistic. Some variation is 
evidenced in the dependent variable (limited activity) across the columns 
(i.e., across the categories the independent variable neighborhood), 
e.g., the column % varies from 41.2% in University to 56% in Central for 
t~e percent of respondents who answered 'yes'. The table value of X2 
wlth d.f.= 4 and a level of significance equal to .05 is 9.49. Since the 
calculated X2(15.36) exceeds the table value (9.49) there is sufficient 
evidence to conclude that the percent of Chaos City residents who limit 
thei~ activity does depend on neighborhood. 
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LIMITED ACTIVITY 

N 
Total % 

Yes 685 
Expected 
Total % 46.0 
Row % 
Column % 

No 804 
Expected 
Total % 54.0 
Row % 
Column % 

Total = 1489 
Chi Square = 15.360 

EXHIBIT 5-16. 

CROSS-CLASSIFICATION AND X2 MIDAS OUTPUT, 
LIMIT ACTIVITY BY NEIGHBORHOOD, 

CHAOS CITY SURVEY, 1977 

NEIGHBORHOOD 

Central Westside University ParI< ., 

248 402 250 360 
16.7 27.0 16.8 24.2 

139 181 103 169 
114 185 115 166 
9.3 12.2 6.9 11.3 

20.3 26.4 15.0 24.7 
56.0 45.0 41.2 46.9 

109 221 147 191 
134 217 135 194 
7.3 14.8 9.9 12.8 

13.6 27.5 18.3 23.8 
44.0 55.0 58.8 53.1 

Source: hypothetical data 

D. General Considerations 

Washington 

229 
15.4 

93 
105 
6.2 

13.6 
40.6 

136 
124 
9.1 

16.9 
59.4 

To summarize, the Chi Square test may be used to indicate the degree 
of independence of two class'ifications thus aiding in the interpretation 
of cross-cl assifi cati on tabl es. Chi Square requi res' categori cal data, 
assumes that outcomes are independent, and assumes that there is a 
minimum expected cell frequency of at least five for each cell. The test 
does not preclude spurious relations nor does it indicate the presence or 
absence of intervening factors. Finally, the Chi Square test of 
independence should be used in conjunction with percentage comparisons of 
a cross-classification table, thus enriching the interpretation of the 
categorical data. 

Problems in utilizing tests of association, SI1C/~ as chi square, 
usually result from an improper statement of the null hypothes.is, a 
misunderstanding of the underlying assumptions of such tests, and/or. a 
misinterpretation of the findings. Perhaps the greatest danger 1n 
applying tests of association is. the problem ~f imputin.9 a ,causal 
relationship when none, in fact, eX1sts. Such spur10us relat1QnshlPS are: 
ma.de when either thet'E at~e il10gicai inferences of causation or when two 
variables are related only by a third (an intervening var'iable). In th1e 
two pravious examples an intervening variable may be the age composition 
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of the neighborhood, i.e., a higher proportion of senior citizens live in 
Central and Central has the highest proportion of respondents who limit 
their activity due to a fear of crime. Such factors need careful 
attention in performing this type of statistical test.7 

V. Correlation Coefficient 

A. Characteristics 

The correlation coefficient (r) is a measure of association which is 
used to describe the degree to which one interval or ratio scale 'variable 
is re 1 ated to another. It is a frequent compan i on to des cr i pt i ve and 
comparative methods, particularly scattergrams. 

Values of the correlation coefficient range b2tween -1 and +1. High 
positive correlations reflect distributions in which high values of the 
independent variable (x) are associated with high values of the dependent 
variable (y) and small values of x are assoC'iated with small values of 
y. As an exampl e there is a posi t i ve corre 1 ati on (+.69) between the 
number of po 1 i ce per 100,000 popul ati on and the robbery rate in the 27 
city data set (Exhibit 3-4): i.e., the higher the robbery rate, the 
higher the police rate, generally. A negative correlation indicates that 
high values of the independent variable (x) are associated with low 
values of the dependent variable -- an inverse relationship. The 
corre 1 ati on between the age of vi cti ms and the do 11 ar value of sto 1 en 
propet'ty for the robbery data set (Exhibit 1-4) is -.44; older victims 
tend to have· less property stolen from them (although r is not 
significant at the 5% level). Section D discusses the testing of the 
significance of r. 

Scatter grams of five different relationships and their associated 
correlation coefficients are presented in Exhibit 5-17. 
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EXHIBIT 5-17 

SCATTERGRAMS AND CORRELATION COEFFICIENTS 

y Example,A 

• • 
• 

• 
• • r = + 1 

x 

y ExampleB 

• • 
• • • 

• r = - 1 
~------

X 

ExampleC ExampleD 
y y 

r = +.5 r = -.5 r:l 0 
x x x 

The direction of a correlation (positive or negative) can be seen 
instantly by whether the scattergramslopes up (Examples A and C) 
or down (Exa~les B and D) from left to right. The fatter the 
scatter (Example E) the smaller the ~", the extremes being r = 1 
(then the scattered points fall exactly on a straight line) and 
when r is 0.8 

B. Calculation and Interpretation 

To illustrate the calculation of a correlation coefficient, 
seriousness scores for each of ten offenses have been determined by Chaos 
City analysts. These seriousness scores are correlated with the elapsed 
time from arrest to police disposition. (See Exhibit 5-1 which 
calculates a t-statistic for the elapsed time.) Exhibit 5-18 presents 
the formula and calculation of the correlation coefficient between 
seriousness (x) and elapsed time (y). A strong positive correlation of 
.84 indicates that as the seriousness of a felony offehse increases so 
does the police processing time. The practical significance of a 
correlation coefficient varies from a slight relationship (0 to +.24), 
some relationship (+.25 to +.49), moderate relationship (+ .50 to + .74), 
to a strong relationship (+.75 to +1.).9 Note that a correlation 
coeffici efit should not be interpreted as a percentage, e. g., .03 is not 
83.6%. 
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1. Prepare Matrix 

EXHIBIT 5-18. 

CALCULATION OF CORRELATION COEFFICIENT, 
EFFECT OF SERIOUSNESS ON PROCESSING TIME, 

FELONY ARRESTS, CHAOS CITY, 1977 

(El apsed Time) (Seriousness) 
Y X XY y2 

1.0 3 3 1.00 
2.0 5 10 4.00 
2.5 4 10 6.25 
3.0 7 21 9.00 

n = 10 1.0 17 17 1.00 
2.5 14 35 6.25 
3.5 18 63 12.15 
4.5 34 153 20.25 
4.0 24 96 16.00 
6.0 42 252 36.00 
~ m 600' nroo 

2. Calculate Correlation Coefficient 

r =~~=n=(=E=x~Y~)=-~(~E~X~)~(=E~Y=)=====-_ 
n VEX2 - ( Ex)2 nYEy2 - ( Ey)2 

r = ________ ~1~0~(~66~O~)_-~3~O~(~16~8~) ____ __ 

101(4404) - 1682 lOV,....(1-1-2)---3-02~ 

r = 1560 
IB05' 

r = .836 

Source: hypothetical data 
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16 
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289 
196 
324 
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C. Testing the Significance of r 

The correlation coefficient, like the mean and standard deviation, 
is a descriptive statistic for a population of interest. However, for a 
sampl e such as the ten case exampl e just presented, if it can be assumed 
that such a sample represents a random sample from a 1 arger popul ati on of 
offenses, then the correlation coefficient calculated is an estimate of 
the unknown population coefficient. In such problems, the null 
hypothesis to be tested is that (rho) -- the population correlation 
coefficient -- is equal to zero. If the null is true, then there is no 
relationship. The alternative hypothesis is that the correlation 
coefficient is not equal to zero, and that a relationship exists. 

Exhibit 5-19 presents table r values for specified degrees of 
freedom and two levels of significance. The number of degrees of freedom 
is equal to n-2: in this problem (10-2) or 8 d.f. Assume that a = .05, 
the table value of r is equal to .576. Since the calculated value of 
.836 exceeds the table value, there is sufficient evidence to reject the 
null hypothesis and conclude the two variables are positively 
correlated. Thus, as seriousness increases in offenses, police and 
prosecutors may predi ct an increase in the process; ng time reqlli red to 
dispose of a case. 

* degrees of 
freedom = 

n-2 

EXHIBIT 5-19. 
CRITICAL VALUES OF r 

d.f~ 

3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

Level of Significance 
.05 .01 

.878 

.811 

.754 

.707 

.666 

.632 

.602 

.576 

.553 

.532 

.514 

.497 

.482 

.959 

.917 

.874 

.834 

.798 

.765 

.735 

.708 

.684 

.661 

.641 

.623 

.606 

Source: Snedecor, George W. & Cochran, William G. Statistical Methods. 
6th Edition. University Press, 1974 p. 557. Ames, Iowa State. 

Exhibit 5-20 presents: (1) descriptive statistics for elapsed time and 
seriousness; (2) a scattergram of these two variables; and (3

1
) 

correlation statistics. The correlation statistics provided are: () 
the number of cases, (2) the degrees of freedom (n-2), and (3) the 
critical values of r at two significance levels ~~ .05 and .01. This 
MIDAS output indicates that for the sample of nine offenses, the 
calculated value of r should exceed .6319 in order to reject the null 
hypothesis of P = 0 at the 5% level of significance and exceed .7646 
(which it does) at the 1% level. 
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EXHIBIT 5-20 

MIDAS OUTPUT, EFFECT OF SERIOUSNESS 

ON ELAPSED TIME, FELONY ARRESTS, CHAOS CITY, 1977 

1. Descriptive Measures 

Variable N Minimum Maximum 

1. EI Time 10 1.0000 6.0000 

2. Serious 10 3.0000 42.000 

2. Scattergram 

EITime 

6.0000 

5.0000 

* 
4.0000 

* 
3.0000 

* 
2.0000 * 

1.0000 * * 

* 

Mean 

3.0000 

16.800 

Std Dev 

1.5635 

13.256 

o 10.000 20.000 30.000 40.000 50.000 Serious 

3. Correlation Statistics 

N = 10 OF = 8 RC .0500 = .6319 RC .0100 = .7646 

Correlation between 1. EI Time and 2. Sorious ..... 8363 

Source: Hypothetical Data 
231 



C. StateuLevel Example 

In Exhibit 5-21, data for the fifty states are presented on three 
variables: general local government expenditures in 1970, current 
operation police expenditures in 1971, and current operation police 
expenditures in 1976.10 Exhibit 5-22 presents a MIDAS output that 
describes and rel ates local government expenditures and the 1971 pol i ce 
expenditure. A strong, positive correlation (.9353) significant at the 
1% level is evidenced; i.e., states with high local government 
expenditures tend to have high police expenditures. Exhibit 5-23 
describes and relates the local expenditure with the 1976 police 
expenditure. Note the significant increase in police expenditures -­
from an average of about $1.6 million to over $3 million. The reduced 
correlat1on between general and police expenditures -- from .93 in 1971 
to .89 in 1976 -- may not be significant. Finally, the increased range 
and standard deviation indicate greater variation, generally in 1976 
police expenditures relative to 1971 levels. 
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EXHIBIT 5-21. 

COMPARATIVE STATE DATA SET 

STr~TE GEN LOC* POL E71* POL E76* 

~ 

~ 

ALABAMA 7077 99.54 227.89 
ALASKA 880 85.05 196.68 
ARIZONA 4859 119.37 279.81 
ARKANSAS 3501 52.21 103.59 
CALIFORNIA 83063 1229.60 2214.00 
COLORADO 6566 85.47 153.73 
CONNECT! CUT 7996 131. 50 212.56 
DELAWARE 1533 49.61 101.87 
FLORIDA 16450 276.56 451.09 
GEORGIA 10197 121.88 302.61 
HAWAII 1254 2.67 12.91 
IDAHO 1670 36.96 51.83 
ILLINOIS 29186 393.16 608.84 
INDIANA 13131 188.17 336.37 
IOWA 8143 142.85 181.19 
KANSAS 6729 79.07 121.72 
KENTUCKY 5694 138.22 289.53 
LOU ISIANA 8688 146.82 375.81 
MAINE 1839 49.89 84.60 
MARYLAND 11606 168.19 416.69 
MASSAC HU S ETTS 17802 158.54 375.55 
MICHIGAN 22708 351.67 650.41 
MINNESOTA 13300 80.45 215.32 
MISS ISS IPP I 4703 100.65 186.08 
MISSOURI 11142 145.01 239.15 
MONTANA 1809 27.85 44.89 
NEBRASKA 4170 52.22 103.59 
NEVADA 1870 24.14 61.49 
NEW HAMPSHIRE 1543 28.18 53.01 
NEW JERSEY 21401 314.43 539.34 
NEW ~1EXICO 2676 64.09 114.53 
NEW YORK 84902 695.26 1073.20 
NORTH CAROLINA 10319 224.19 391. 70 
NORTH DAKOTA 1694 13.57 27.27 
OHIO 27466 282.59 447.45 
OKLAHOMA 5350 96.43 198.94 
OREGON 6249 118.99 200.14 
PENNSYLVANIA 27601 506.67 1131. 50 
RHODE ISLAND 1982 31.86 63.24 
SOUTH CAROLINA 4021 104.96 227.56 
SOUTH DAKOTA 1701 26.00 52.72 
TENNESSEE 9032 102.34 157.83 
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TEXAS 
UTAH 
VERMONT 
VIRGINIA 
WASHINGTON 
HEST VIRGINIA 
WISCONSIN 
WYOMING 

25797 
2685 

937 
9692 
9681 
2946 

14873 
1112 

268.66 
40.48 
34.58 

252.28 
147.57 
62.44 

108.57 
16.35 

788.28 
99.81 
57.99 

519.45 
250.81 
128.91 
218.10 
47.28 

*in $100,000, GEN LOC = Total General Local Expe.nditures, .1970, POL. E71 = 
Police Operating Expenditures, 1971, POL E76 = Pollee Operatlng Expendltures, 1976. 

Source: Emflo~ent and Expenditures 1976 and U.S. City and Countx Data Book, 97. 
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EXHIBIT 5-22 

MIDAS OUTPUT, EFFECT OF GENERAL 
LOCAL EXPENDITURES ON POLICE EXPENDITURES, 1971 

1. Descriptive Meal'ures 

Variable ,N Minimum Maximum Mean 

7. Pol E71 50 1229.6 161.56 
445. Gen Loc 50 

2.6700 

880.00 84902. 11724. 

2. Scatter Plot 

Pol E71 

1229.6 

984.21 

738.83 

493.44 

248.06 

2.6700 

• ,... 
2* 

2222. 
~* 562 

N = 50 out of 50 7. Pol Curr vs. 445. Gon Loc 

* Pennsylvania 

* 
* Texas • * 

,.. 

* 

* California 

* 
New York 

3 Hawaii, Vermont and Idaho 

Std Dev 

203 .. 87 

16892. 

880.00 17684. 34489. 51293. 68098. 84902. Gen Loc 

Source: Exhibit 5-21 
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EXHIBIT 5-23 

MICAS OUTPUT, EFFECT ~F GENERAL LOCAL 
EXPENDITURES ON POLICE EXPENDITU~ES, 1978 

1. Descriptive Me •• ure. 

Vetlable N Minimum Maximum Mean 

277. Pol E78 60 . 12.910 2214.0 307.78 

446. Gen Loc 60 880.00 84902. 11724. 

2. Scatter Plot N == 60 out of 50 277. Pol Curr VB. 445. Gen ~oc 

Pol E78 

2214.0 

1773.8 

1333.6 

,893.33 

463.12 

12.910 

• Pennsylvania 

* Texas 

• • • • •• • ... * 
~ -**22*'-......... 

662* 
3* 

880.00 17884. 34489. 61293. 

* California 

* New York 

88098. 84902. 

3. 'Corr.latlon Matrix 

:r I 

N - 60 DF - 48 RC .0500 - .2787 RC .0100 - .3810 

Correl.tlon between 277. Pol Curr and 446. Oen Loc = .8970 
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VI. Least Squares Regression 

An inferenti al method widely used, for prediction purposes is lea~t 
squares regression. In this section the discussion of regression is 
focused on its appl i cati on to time seri es data, al though it h,ii1s a much 
wider range of application as demonstrated by the example that concludes 
this section. The section first discusses characteristics of time series 
data, then introduces descriptive methods of trend analysis and then 
concludes with a discussion of least square regression. Throughout this 
secti on the predicti on problem and the treatment of time seri es data are 
highlighted. 

The systematic analysis of patterns over time is an essential aspect 
of criminal justice analysis because of the fo'llowing: 

I Preverltion of crime is' one basic goal of the criminal justice 
system. 

I Criminal justice resources are limited; crime prevention 
priorities and system actions that are responsive to local 
remedial action must be identified. 

I Evaluation of eXisting crime prevention' programs and assessment 
of the likely consequences of future crime prevention strategies 
are most effectively accomplished through the analysis of past 
and present data. 

I There is continually greater reliance on more systematic 
techniques for analyzing ·crime trends and predicting crime as the 
criminal justice system acquires more and better quality data, 
installs computer facilities, and, statistjcal techiques are 
refined and mastered. 

Time series analysis involves techniques for categorizing and 
studyin~ movements in time series data (that is, movements in data 
consistlng of successive values of a variable at monthly, yearly, or 
other regular time intervals). All types of data, e.g., UCR, 
vi ctimi zati on, system performance, system resources, and juveni 1 e 
justice, are amendable to such analyses. 

What is the value of time series analysis? Chang,e over a short time 
peri od -- most notably that from one year to the next -- can be 
misleading. Longitudinal data enable the analyst to conceptualize 
patterns and al so facilitate further analyses. This has relevance for 
the foll owi ng: 

I Putting statistics in historical perspective -- a 
stati c pi cture does not say much about long term 
trends that may carry into the future. 

I Assessing the relationship between' eXistirlg 
programs and, crime conditi ons -- for exampl e, a 
sharp increase in reported rape between 1977 and 
1978 after eight years of slow but steady 
i ncreas'es mi ght suggest that a program implemented 
in 1978 making it easier and less embarrassing for 
women to report a rape has had a desired impact. 

237 



I Estimating cUI"'rent condition -- for instance, UCR 
data often are not published for almost a year 
after they are collected. Time series analysis 
makes it possi bl e to llse data from past years to 
develop estimates of the current crime situation. 
A locality's crime profile for the current year can 
be constructed from these estimates for pl anning 
and evaluati on. 

I Determi ni ng the need for remedi al acti ons -- for 
exampl e, a pl anner may discover that the proporti on 
of juvenile felons in Chaos City increased 
significantly in 1978, a fact that might encourage 
consi derati on of a range of programmati c 
responses. A review of trends foY' the prior ten 
year peri od mi ght di scl ose that the proporti on of 
juvenile felons is susceptible to large 
proportional changes both increases and 
decreases -- but has, in fact, changed relatively 
little s;ncl~ 1969. The analyst could then 
reasonably c()nclude that the increases in 1978 do 
not represent a fundamental shift. 

I Forecasting an analysis of past system 
expenditures may permit one to make certain 
assumptions about future workloads and resource 
requirements. Based on these assumptions one can 
employ certa'in statistical techniques to predict 
systematically future resource needs. 

A. Estimati ng a Trend 

In chapter fou'r the' technique of. prepari ng a time chart was 
described. This section covers procedures used to describe a time series 
data set. Specifica'lly, short 'and extended time series are considered, 
as is the problem of seasonal or other regular fluctuations in a time 
seri es. 

1. Short versus extended time series 

Generally, it is easier to understand a current problem and predict 
future conditi ons on the btl5i s of extended time seri es than on the basi s 
of shorter ones. Short time seri es have a tendency to mask general 
trends. For example:, a three-year series of annual robbery data might 
look like Exhibit 5-24. A longer ten-year series might reveal a very 
different trend, as seen in Exhibit 5-25. To minimize the error in 
description and prediction, it is sOOletimes helpful to use as long a time 
seri es as is ava il able. 
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EXHIBIT 5-24. 

THREE YEAR TIME SERIES OF ANNUAL 
ROBBERY DATA, CHAOS CITY , 

~ 
Q) 
.c 
.0 
0 a: -
~ 
c: 
Q) 
::l 

~ 
LL 

~ 
8. 
Q) 

a: 

900 

700 

500 

300 

100 

1971-1974 
y 

(855) 

1972 1973 
Year 

(642) 

.. 

,- x 
1974 

Exhi bit 5-25. 
TEN YEAR TIME SERIES OF ANNUAL 

ROBBERY DATA, CHAOS CITY, 1965-1974 

~ 
Q) 
.0 
.0 

y 

900 

o 700 a: . ....... 
~ 
c: 
Q) 
::J 500-
0-
l!! 

LL 
'0 
~ 300 
8. 
Q) 

a: 
100 (181) 

Source: hypothelical data 

(855) 

1972 '1973 1974 
Year 
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Extended time seri es 1 end themsel ves to comparati ve anal ysis, 
(~specially between different jurisdictions. Exhibit 5-26 is an eleven 
year time seri es of reported burgl ari es in Chaos City whi ch cl early have 
been on the increase. Thi s trend is compared to the burgl ar y trend in 
four other cities in Exhibit 5-27. Also presented in the exhibit is the 
U.S. burglary trend. This required a second scale which is on the right 
si de of the time chart. The change in scale between Exhi bits 5-26 and 
5-27 produces a marked de-emphasi s of the importance in the increase of 
burgl aries displayed for Chaos City. 

i' I 

EXHIBIT 5-26. 

ELEVEN YEAR TIME SERIES OF ANNUAL FREQUENCY OF REPORTED BURGLARY, 
CHAOS CITY, 1964-1974 

3000 

.2800 

2600 

2400 

2200 

2000 

~ 
(1319) " 

(1269) 
(1295) 

~ 

~~ 
~ 

~~ 

~ 

/ 

~I'. 
// (1844) 

(2960) 

I I J I 1000L---~---L--~----L---1~968~--196~9--~----1~97~1--~19~n~-1=9~n~~1974 
1~ 1~ 1~ 1967 

Source: hypothetical data 
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EXHIBIT 5-27 

ANNUAL FREQUENCY OF REPORTED 
BURGLARY FOR UNITED STATES, 

CHAOS CITY AND FOUR OTHER CITIES, 1984-1974 

I 
/ 

I 
~ 

,,/ ,-----", ",'" 

" "tfII" 
",'" 

"," " 
",'" 

",'" 
,,/ 

.,.'" ,," ,," ----..., 
U.S. 

/ 

1964 1965 1966 1967 19168 1969 1970 1971 1972 1973 1974 
Year 

Source: hypotheti cal data. 

2.6M 

2.0M 

1.5M 

1.0M 

O.5M 

x 

As a 1 ast exampl e of a short and extended time seri es, exami ne the 
two trends presented in Exhibits 5-28 and 5-29 whi·ch plot the variables 
-- per capi ta expenditure for jail sin Chaos City (PS Cor $, in cents) 
and the number of murders per hundred thousand population (M PHT). In 
Exhibit 5-28 the period 1950-1958 is covered. Note the fluctuation in 
the murder rate and the steady increase in the expenditure fi gure. 
Exhibit 5-29 extends this series over a thirty year period. As may be 
seen, the nine year period 1950-1958 was the end of a relatively constant 
pattern in both variables which was followed by a dramatic increase 
between 1958-1973. The slash marks in the year scale indicates years 
excluded due to missing or unreliable measures. The parallel increase in 
the murder rate and jail expenditures is quite clearly illustrated in 
this time chart. 
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121 
M PHT 

34.434 

28.3 

I 
" 

22.172 

18.0 

9.90 

"., 

3.78 

EXHIBIT 5-2S 

NINE YEAR TIME SERIES~ PER CAPITA. JAIL EXPENDITURES 

AND MURDERS PER HUNDRED THOUSAND POPULATION, 

CHAOS CITY, 19~O-1958 

(2) (1 ) 
'M PHT PC Cor$ 

9.4764 .128 2-2 1 

/ 2 \ 2 8.9214 .110 

-1 \/\2/2 8.3685 .092 

·1 
2 

7.8115 .075 

·1 1,.--1 

7.2565 .057 1/. 

·1 / 
6.7015 .039 

1--1_1 __ 1 2 

1950 1951 19521953 1954 1955 1956 1957 1958 Year 

Source: Hypothetlcill DlItll 

EXHIBIT 5-29 

111 
PC Cor. 

THIRTY YEAR TIME SERIES·, PER CAPITA JAIL EXPENDITURES 

AND MURDERS PER HUNDRED THOUSAND POPULATION, 

CHAOS CITY, 1939 - 1973 

.636 

.432 

.330 

.227 

.. 126 

. t. t ••• ; ••• t. '11'. t,'" tt i 

39 40 41 42 43 44 45 48 47 48 49 50 51 52 53 54 55 58 67 58 84 115 1111 87 88 89 70 71 72 73 V.I' 

Source: Hypothetlcill Dlltll 242 
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2 •. Estimating a trend using a moving average 

There are several different methods for estimati ng a trend in an 
extended time series. Examining the plot and visualizing a line or curve 
that "best fits" the data is one such method. Such a visually determined 
trend line is presented in Exhibit 5-30. Using this trend line it is 
possible to develop rough point estimates of the incidence of burglary 
over this ten year period. For example, the estimated incidence of 
burglary in 1970 is about 2100. Precision of a visually estimated trend 
line generally decreases if a time series exhibits irregularities and 
cyclical functions, or if only a few data points are availab·le. A major 
disadvantage of a visually estimated trend is its dependence on the 
visual acuity and subjective judgment of the analyst. 

3000 

2800 

2600 

2400 

2200 

2000 

1800 

1600 

1400 

1200 

EXHIBIT 5-30. 

VISUALLY ESTIMATED TREND, BURGLARIES, 
CHAOS CITY, 1964-1975 

I 
I 

I 

~ 
1(1644) 

,,/(1332) 

" ,," (1409) 
.." 
(1295) 

(2307) 

" I " I 
I 

/ 

~~ 
~ 

(2220) 

(2960) 
I 

I 
I 

I 
I VlsualiV 

Estimated Trend 

~ (2330) 

1984 1966 1968 1967 1988 1989 1970 1971 1972 1973 1974 197& 

Source: hvpothetical data 
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A less subjective method of estimati ng a trend is to use a movi ng 
average. A moving average is calculated by first deciding the time 
interval over which the moving average will be determined; second, 
sunming the values of the variable over this time period (the moving 
total); and third, dividing the moving total by the number of intervals 
being used. The robbery data in Exhibit 5-30 contains two components: a 
smooth component, representing the general long-term trend; and a 
fl uct uati ng component whi ch i ndi cates regul ar changes, such as annual, 
seasonal. or hourly vari ati ons. The mov; ng average method, by reduci ng 
such fluctuation, helps to identify the long-term trend. A five year 
movi ng average is cal culclted and plotted in Exhi bi t 5-31 f Dr the ten year 
burgl ary data. 
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EXHIBIT 5-31. 

CALCULATION OF A TEN YEAR MOVING AVERAGE, 
BURGLARIES, CHAOS CITY, 1964-1974 

1. Calculate Ten Year Moving· Average. 

Five Year Five Year 

Year Moving Total Moving Average 

1964 
1965 
1986 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 

I", 1269 
1319 
1295 . 
1409 

:.J 1532 
1844 
2089 
~507 

2330 
2538 
2960 

.. 
.. 

.J 

.. 
.. 

.J 

-
,_u1 

1 
1 

6824 
7399 
8169 
936i 
0302 
1308 
2424 

2. Plot Ten V •• r Moving Av .... g •• 

~ 
.!I 
CII .. 
;, 

CII 
." 

i 
i a: 
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2800 

2800 
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1100 

1000~~~_~1~~1 __ ~1~~1~~1 __ ~1 __ ~1~~1 __ ~1 __ ~I 
1114 1. 1911 1117 1161 1111 11170 1971 1172 1m 1974 

Source: hypothetical cNitli 245 
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3. Seasonal Variations in a Time Series 

Cyclical variations in time series play a significant part in 
understanding the causes of criminal justice problems, and in studying 
the impacts of programs and policies on these problems. Changes in the 

. resi de~ti al burgl ary rate, may simply be seasonal, i.e., the result of 
recurrlng seasonal factors such as weather, outdoors activities 
vacati ons and increased hours of darkness, or they may be the result of 
other irregular or random factors. One method for identifying the 
seasonal component of a time seri es 'j nvol ves the cal cul ati on of an index 
which reflects the cyclical variation.11 

Chaos City analysts have collected monthly data on residential 
burglaries 'for the pef'iua 1975 through 1977. This data is reported in 
the first colll11n of Exhibit 5-32. In working with monthly data it is 
often useful to adjust each month's value according to a "30 day month." 
For example, there are 31 days in January but only 28 days in February. 
If there is a ten percent decline in residential burglaries during this 
two month period, is it because February was colder than January or 
because February has ten percent fewer days', By adjusti ng each month to 
a 30 day estimate, improved month-to-month comparisons may be made in the 
fol~owin~ examples; however, no suc.h adjustme~t is made in the monthly 
res1dent1al burglary total. The f1rst step 1n calculating a seasonal 
index is to calculate the 12 months totals for each possible midpoint 
(i.e., 6 months prior and 6 months past). Since the data in colll11n two 
are arrayed at the mi d-poi nts between months, a twenty-four-month movi ng 
total is cal cul ated in cohllln three; this centers the data on specific 
months. 
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Year 
and 
Month 

1975 
Jan 
Feb 
Mar 
Apr 
May 
June 
July 
Aug 
Sept 
Oct 
Nov 
Dec 
1976 
Jan 
Feb 
Mar 
Apr 

:) May 
June 
July 
Aug 
Sept 
Oct 
Nov 
Dec 
1977 
Jan 
Feb 
Mar 
Apr 
May 
June 
July 
Aug 
Sept 
Oct 
Nov 
Dec 

Source: 

EXHIBIT 5-32. 

CALCUATION OF SEASONAL INDEX, RESIDENTIAL BURGLARIES BY MONTH, 
CHAOS CITY, 1975-1977 

(1) (2) (3) (4) ( 5) ( 6) 
12 month 24 month 12 m6. Centered Seasonal Ave. 

Burgl ari es Movi ng Total Movi ng Totc.Jl Movi ng Average Index S.1. 

221 
241 
210 
200 
238 
330 3083 
402 3034 6117 254.9 157.7 
393 2957 5991 249.6 157.6 
301 2915 5872 244.7 123.0 
237 2903 5818 242.4 97.7 
120 2893 5796 241.5 49.7 
190 2857 5750 239.6 79.3 

172 2773 5630 234.6 73.3 67.2 
164 2703 5476 228.2 71.9 76.8 
168 2672 5375 224.0 75.0 76.3 
188 2582 5254 218.9 85.9 84.2 
228 2598 5180 215.8 105.7 104.8 
294 2556 5154 214.8 136.9 128.5 
309 2522 5078 211.6 145.0 156.9 
332 2503 5025 209.3 158.6 158.1 
270 2468 4971 207'.1 130.4 126.7 
147 2421 4889 20~J. 7 72.2 85.0 
136 2372 4793 199.7 68.1 58.9 
148 2282 '2654 19:3.9 76.3 77.8 

138 2191 4473 186.3 61.1 
145 2077 4268 177.8 81.6 
133 2038 4115 171. 5 77 .6 
141 2065 4103 170.9 82.5 
179 2067 4132 172.2 103.9 
204 2149 4086 170.3 119.8 
218 
231 
169 
174 
138 
130 

hypothetical data 
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The third step is to di vi de each of the twenty-four month total s by 
24 to obtai n the 12 centered movi ng average. The 1 ast val ue in CollJlln 4 
-- 170.3 for June 1977 -- represents the average monthl y i nci dence of 
residential burglary for the 12 month period centered at June. The last 
co 1 urnn is cal cul ated by di vi di ng the actual monthl y i nci dence by the 
corresponding moving average; e.g., for June 1977, 204 divided by 170.3 
times 100 equals 119:8. This is inte."preted as meaning that June was 
120% as great as the average incidence for the twelve month period 
centered at June. These seasonal indices help isolate the seasonal 
changes in the time seri es. Cl early the months May - September have 
seasonal indices greater than their averages, indicating a strong 
seasonal vari at; on in resi denti al burgl ary i nci dence in Chaos City duri ng 
the SlJTlmer months. The last column simply is an average of two seasonal 
indices calculated for each month. This average may then be used to 
deseasonalize the time series. 

It is frequently useful to estimate the deseasonalized values of a 
time series in order to examine changes in light of estimated seasonal 
influences, i.e., whether the observed changes in the incidence in 
residential burglaries is greater than or less t.han values based on 
seasonal factors alone. Deseasonalized values of the residential 
burgl ary data are presented in Exhi bit 5-33. These are cal cul ated by 
dividing the monthly incidence by the seasonal index expressed in decimal 
fonn, e.g., Jan. 1975 = 221/.672 = 328. These 328 robberies represent 
the deseasonal ized or seasonally adjusted i nci dence of resi denti al 
burglaries. By multiplying each of these'deseasonalized monthly values 
by 12 a seasonally adjusted annual incidence may be estimated, e.g., 328 
x 12 = 3936 incidents. 
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EXH IB IT 5-33. 

DESEASONALIZED TIME SERIES, RESIDENTIAL BURGLARY BY MONTH 
CHAOS C lTY, 1975-1977 ' 

1975 
Deseasonalized 

Burgl ari es Inci dence 

Jan 221 328 
Feb 241 313 
Mar 210 275 
Apr 200 238 
May 238 227 
June 330 257 
July 402 264 
Aug 393 249 
Sept 301 238 
Oct 237 278 
Nov 120 204 
Dec 190 244 

1976 
Jan 172 256 
Feb 164 213 
Mar 168 220 
Apr 188 223 
May 228 217 
June 294 229 
July 309 203 
Aug 332 210 
Sept 270 213 
Oct 147 172 
Nov 136 231 
Dec 148 190 

1977 
Jan 138 205 
Feb 145 189 
Mar 133 174 
Apr 141 167 
May 179 171 
June 204 159 
July 218 144 
Aug 231 146 
Sept 169 133 
Oct 174 205 
Nov 138 234 
Dec 130 167 

hypothet i ca 1 data 
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· Exhibit 5-34 plots the incidence and the seasonally adjusted 
i nci dence of resi dent; al burgl ari es. Compari ng the two trends i ndi cates 
the significant seasonal fluctuation in residentilll burglaries. The 
shaded ar@a on the graph indicates the months for which the actual 
i nci dente was greater than the deseasonal i zed i nci dence. Such 
comparisons are useful in analyzing past or current performance and 
conditions to determine an appropriate course of action, and in 
developing operational forecasts, schedules and goals for the future. 12 
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EXHIBIT 5-34 

COMPARISON OF INCIDENT AND SEASONALLY ADJUSTED TREND 
IN RESIDENTIAL BURGLARY, CHAOS CITY, 1975 - 1977 
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B. Regression in Time Series Analysis and Causal Models 

There are three main elements of any forecast. First, the analyst 
must decide on a time frame for the specific prediction. Changing the 
points in time for the prediction could effect both the specific tool to 
be used as well as the final product. Second, many forecasting 
procedures rely on the past and specifically use relevant historical data 
to make pred icti ons. This assumes the past, or some porti on of the past, 
is a good predictor of the future. The third element is that forecasts 
are characterized by uncertainty which will inevitably produce errors in 
the analyst's predictions. 

There are basically three types of forecasting methods, two of which 
will be presented in this section. Time series models utilize historical 
data of the variable to be forecast in making a prediction. This method 
assumes that the trends that occurred in the past are stable and will 
recur in the future. Such models are unable to account for significant 
policy changes, or environmental cbanges and, hence, are limited in 
measuring the impact of proposed actions. Their major use is in 
establishing a baseline prediction which assumes maintaining current 
conditions and trends. 

The second type of forecasti ng method is the causal model. This 
technique utilizes closely associated variables to make a prediction of a 
dependent variable. That is, population growth is a good indicator of 
index crime change, and so the analyst uses readily available population 
projections to model and to predict the crime rate. Causal models, in 
addition to being difficult to develop, require more historical data than 
do time series models, and require an ability to accurately predict the 
independent variables (e.g., population). However, causal models can 
more readily incorporate policy or environmental changes. 

The third type of forecasting method depends primarily on individual 
or group judgments about the future. These qualitative approaches range 
from the Delphi method to visionary forecasting. The central components 
of such methods are s.ubjective judgments and ,"'ating schemes. 13 

1. Purpose and Approach 

Least squares ,"egression is a prediction method that is used to 
determine future estimates of a dependent variable given information 
about the independent variab1e(s) it is related to. As used in bivariate 
(two variable) problems, the regression line is the "best-fit" of a line 
to the data. Exhibit 5-35 presents the basic concepts associated with 
determining such a regression. Any line displayed on an x-y grid is 
defined by two factors: (1) the location on the y-axis of its intercept 
(A in the exhibit) and (2) its slope (B in the exhibit). Least squares 
regression is a procedure used to estimate values of the slope and of 
y-intercept for a set of data consisting of two interval or ratio scale 
variables. E~hibit 5-36 contains the steps and formula used to estimate 
the slope (B) and y-intercept (A) • 
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EXHIBIT 5-35 

SLOPE AND V-INTERCEPT 

I;. V 

AX I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

AX 
Source: hypothetical data 
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EXHIBIT 5-36. 

FORMULA FOR REGRESSION COEFFICIENTS 

Step 1: 

Step 2: 

Calculate Sums 

B = N~XY - (~X)(~Y) 
N~X2 _ (~X)2 

Step 3: A = ~y - B~X 
N 

A 

Step 4: Y = A + BX 
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2. Application 

Following is the calculation of the slope and y-intercept for the 
burgl ary data presented in Exhibit 5-26. Note in Exhibit 5-37 the x 
variable (year) is renumbered for ease of calculation. The first step is 
to calculate the required sunrnations as indicated in step 1. Next, the 
appropriate sUbstitutions are made into the formula for the slope--step 
2. For this problem the slope of the line is equal to 174 burglaries per 
year, i.e., an increase of one year results in an increase of 174 
burglaries. The third step is to calculate the y-int.ercept (A) by 
substituting the appropriate values into the formula. The y-intercept is 
interpreted as the value of y (burglaries) when ~; (year) is equal to 
zero. The intercept is 871 burglaries. With 'these two pieces of 
information the regression line can be plotted'. This line is the 
"best-fit" to the data and is graphed in Exhibit 5-38. To graph the 
regression line, first anchor the line at the y-intercept; second count 
over 1 unit on the x-axis and either up or down the number of units 
indicated by the magnitude and sign of the slope -- place a dot. In this 
example the slope is positive so the count is up 174 units. Finally 
connect the intercept and the dot and extend the 1 i nee 
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EXHIBIT !;-37. 

CALCULATION OF REGRESSION COErFICIENTS, 
INCIDENCE OF BURGLARY, CHAOS CIT'f, 1964-1974 

Step 1: Calculate Sums 

Year 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 

E 

EN = 11 
EX = 66 

X 

1 
2 
3. 
4 
5 
6 
7 
8 
9 

10 
11' 
66 

E Y = 21,092 
EXY = 145,741 
E X2 = 506 
E y2 = 44,040,702 

Y 

1269 
1319 
1295 
1409 
1532 
1844 
289 
2507 
2330 
2538 
2960 

21092 

XY X2 y2 

1269 1 1610361 
2638 4 1739761 
3885 9 1677025 
5636 16 1985291 
7660 25 2347024 

11064 36 3400336 
14623 49 4363921 
20056 64 6285049 
20970 81 5428900 
25380 100 6441444 
32560 121 8761600 

145741 506 44040702 

Step 2: b= NEXY-(EX) (EY) 
NEX2 - (EX)2 

= (11) (145741) - (66) (21,092) 
N(506) - (66)2 

= 1,603~151 - 1~392,072 = 211079 
566 - 4 56 1210 

= 174.45 

Step 3: a = :E Y - b E X 
N 

= 870.75 

,., 

= 21092 - ~174.45) ~ 
1 

Step 4: Y = 174.45X + 870.75 

Source: hypothetical data 
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EXHIBIT 5-38 

REGRESSION LINE, INCIDENCE OF BURGLARIES, 
CHAOS CITY, 1984 - 1974 

Burglaries 

3000 

2000 

Y 

• ,," . "",,""". 
// . 

"". 
/.~ 

.... ----"",,-.,-11/. "1\ 
."",,~. Y = 174x'+ 871 

1000 ~:.:::r AY Ie 174 

Y intercept filii" I)X 
II 

(871) 1 

o 
~I----------·~-----·~"",--------------X Years 1983 1964 1985 1966 1987 1968 1989 1970 1971 1972 1973 1974 

(0) (1) (2) (3) (4) (5) (8) (7) (8) (9) (10) (11) 

Source: Hypothetical Data 
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The estimated values of the number of' burglaries for different years 
can be directly read off the chart; e.g., the estimated number of 
burglaries in 1967 is obtained by reading up to the line ,at 1967 and over 
to the V-axis. The 1967 value is about 1600. A more aceurate estimated 
value may be obtained by substituting 4 (for 1967) into the regression 
equation; e.g., V67 = 174x + 871 or V = 174(4) + 871 = 1567 
burglaries. By substituting the values of 12 to 22 one at a time into 
the equation, a set of predicted values can be obtained for the incidence 
of btlrfjlary. These are presented in Exhibit 5-39. They represent a 
prediction of the number of burglaries in Chaos City for the period 
1975-1985 based on the actual incidence between 1964-1971. 

EXHIBIT 5-39. 

PREDICTED INCIDENCE OF BURGLARY, 
CHAOS CITY, 1975 - 1985 . 

Year Predicted Burglaries 

1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 

Source: hypothetical data 

3. Assessment of Prediction 

2964.1 
3138.6 
3313.0 
3487.5 
3661.9 
3836.4 
4010.8 
4185.2 
4359.7 
4534.1 
4708.6 

There are a number of statistics used to assess the accuracy and 
usefulness of a regression. Three such statistics are the standard error, the 
coefficient of determination and the estimation of a prediction interval. 
These are based on the simple premise that the higher the correlation between 
X and V the more accurate will be the pred i ct ion. The accuracy of a 
prediction may be assessed by, first, calculating the differences between the 
predicted and actual V values, and then summing the squares of these 
differences. The differences between predicted and actual V values are called 
the residuals. The higher the correlation, the smaller the residual value. 
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A statistic which incorporates the residual value is the Standard 
Error of Estimate (SE). The SE is the standard deviation of the 
residuals. Its formula is: 

SE = \ l r. (Y - Y) 2, 
V n - 2 

If -the SE is relatively large compared to the standard deviation of the 
dependent variable, the prediction of Y on the basis of X is unreliable. 
The smaller the SE, generally, the better the prediction. For example, 
the calculation of the standard error is presented in Exhibit 5-40< Step 
one requires calculating: (1) predicted values using the regression 
equation; (2) calculating the residuals by subtracting the actual from 
the predicted value for each year; and (3) squaring and summing the 
residuals. Step two involves substitution into the formula for the 
standard error. The SE for this time series is equal to 167 burglaries. 
Th ismay be interpreted as mean i ng that if two para 11 ell i nes are drawn 
one standard error in distance from the regression line, about 68% of th~ 
saill> 1 e shou 1 d b~ enc 1 osed between these 1 i nes; and 95% wi th in two 
standard errors. In this example, five or 50% are within one standard 
error and all eleven or 100% are within two standard errors. Also note 
that the standard error of 167 is small in comparison to .the standard 
deviation of 599.81 burglaries. These indicate the regression may be a 
good "fit" and predictor. 
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EXHIBIT 5-40. 

CALCULATION OF STANDARD ERROR, 
BURGLARY INCIDENCE, 

CHAOS CITY, 1964-1974 

Stetl: 

Burglary Predicted Resi dual 
Year Incidence Incidence Residual .Squared 

1964 1269.0 1045.2 -223.770 50074.00 
1965 1319.0 1219.7 - 99.327 9865.90 
1966 1295.0 1394.7 99.118 9824.40 
1967 1409.0 1568.6 159.560 25461.00 
1968 1532.0 1743.0 211.010 44525.00 
1969 1844.0 1917.5 73.455 5395.60 
1970 2089.0 2091.9 2.900 8.41 
1971 2507.0 2266.3 -240.650 57915.00 
1972 2330.0 2440.8 110.790 12275.00 
1973 2538.0 2615.2 77 .236 5965.50 
1974 2960.0 2789.7 -170.320 29008.00 

250317.81 

n = 11 

Step 2: 

SE = \l250~17.81 = 166.8 

Source: hypothetical data 

, 



A second check of the regression is the coefficient of determination 
(2) This statistic based on the correlation coefficient, ranges in 
v~lU\; from ° to +1 wh~re high values indicate the amount of ilJ1lrovement 
in p~ediction the least squares r,~gression offers over the .mean val~~. 
This is frequently interpreted as the amount of variat10n in e 
dependent variable "explained" by variation in the independ.ent vari?ble~ 
The coeffici ent of determi nati on may be calcul ated by f1 rst eS~lmat1ng 
the c~rrelation coefficient and then squaring it. These calCU~a\10nS ~~e 
performed in Exhibit 5-41 using the eleven yea~ bu~glary a a. e 
coefficiQnt of determination, r 2, is + .93 wh1Ch 1S interpreted as 
meaning ~only 7% of the variation in burglaries is un~xplained and that 
the regression is a very useful prediction model for th1s data. 

EXHIBIT 5-41. 

CALCULATION OF THE COEFFICIENT OF DETERMINATION, 
INCIDENCE OF BURGLARY, CHAOS CITY, 1964 - 1974 

Step 1: r = Person's Correlation Coefficient 

r = NEXY - (EX) (EY) 

\jffir.X2 - (EX)2] [NEY2 - (EY)~ 

Step 2: NEXY - (EX) (EY) = 211,079 

= 1,210 NEX2 - (EX)2 

NEy2 - (Ey)2 = 11(44,640,702) - (21092)2 

= 484,447,772 

Step 3: = 211,079 r = -====2::11::,::07::9==== 
\/(1210) (39,575,258) V 47,886,062,180 

r = n§,079 ,m 
r = ±.9645 

Step 4: r2 = Coefficient of determination 

r2 = .96452 = .93 

Source: hypothetical data 
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A third procedure used to assess a regression equation is to 

estimate a prediction interval for each predicted value of the dependent 
variable. For example, the predicted incidences of burglary in 1975 and 
1985 using the regression equation of Y = 174.45X + 870.75 are 2964 and 
4709 burglaries, respectively, (substitute 12 for 1975 and 22 for 1985). 
To estimate a 95% prediction interval for these two estimates, i.e., the 
range of predicted .values in 1975 and 1985 that we could be 95% likely to 
contain the actual inCidence, the following formula is used: 

PI = Y ± (tn-2,.05) SE \ I 1 + 1 + fx-X)2 
V n E Xi-X)Z 

Exhibit 5-42 presents the cal cul ati on of these two predict ion i nterva 1 s: 
the interval in 1975 is 1594 to 3334 burglaries; the interval in 1985 is 
4136 to 5282 burglaries. The prediction interval gets larger, at an 
increasing rate, the farther a predicted value is from the actual data. 
This widening of the prediction interval's minimum and maximum values is 
represented in Exhibit 5-43. As the interval widens the likelihood of 
error in the prediction increases. Consequently, in time series 
regreSSions, the farther out in time from the base period, the more 
likely an errlor in the prediction. As long as prediction intervals stay 
reasonably small, as in 1975 for the burglary data, the prediction 
accuracy is likely to be high. However, the size of the 1985 prediction 
interval should caution the analys~ i'from being confident in the predicted 
value. 
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EXHIBIT 5-42. 

CALCULATION OF PREDICTION INTERVALS, 
INCIDENCE OF BURGLARY~ 

CHAOS CITY, 1975 AND 1985 

Step 1: Given the formula, sample sue, . and date to be predicted, cal-
cul ate the basic stat, stics. ' _-----;;-_ 

-)2 ) SE + 1 (x-x Formula: PI = Y + (tn-2, .05 1 n E(Xi-X)2 
1 Si • n = 11 Samp e ze. 

Year to be Predicted: x = 12 (1975) 

Cal cul ate: x = 5.5 
(Xi-x)2 = 112.75 

1975 = 2964 
SE = 167 

Step 2: Substitute the basic statistics into the form~ 

1975 PI = 2964 ! 1.833 ~67 1 + If + ft~~~~ 
= 2964 ~ 1.833 (202) 

= 2964 + 370 burglaries 

Step 3: Repeat this pro:edure to estimate prediction interval for 1985 

Given: n = 11 
x = 22 (1985) 

Calculate Y = 4709 ~ 

1985 PI = 4709 + 1.833 k:67 +...1 + (22-5.5)2 
- 11 112.75 

= 4709 ~ 573 burg aries 

Source: hypothetical data 
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EXHIBIT 5-43 

UPPER AND LOWER LIMITS OF PREDICTION INTERVALS 
FOR ESTIMATED VALUES OF THE DEPENDENT VARIABLE 

m 

6000 

.,. , 

,'" 
" 

, .,. 

.,." Predicted Value .,. 

---------... 

~--~------~----~----~-----------x 1977 1978 1979 1980 

Source: hypothetical data 

4. Regression in Causal Models 

Prediction of a dependent variable m~ be based on other independent 
variables besides the passage of time. Such models are referred to as 
causal models since there is an implied causal relationship. Consider 
the problem of predicting the pr.ocessing time necessary for the police to 
dispose of a felony case with a seriousness score of 15. Exhibit 5-44 
presents descriptive statistics for nine felony cases on two variables __ 
elapsed time and seriousness. The scatterplot and correlation of 
seriousness and elapsed time is also displayed fn the exhibit. There is 
evidence of a strong Positive relationship, i.e., the more serious the 
felony case, the longer the processing time required. 
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EXHIBIT 5-44 

REGRESSION LINE AND 'STANDARD ERROR, 
EFFECT OF SERIOUSNESS ON ELAPSED TIME, 

FELONY CASES" CHAOS CITY POLICE DEPARTMENT, 1877 

Elaplad Time 
(Day,) 

V 

7 

6 

5 

4 

3 

2 

1 

o 

• 

Standard Error 
(SE) 

Standard Error 
(SE) 

rl -= .89941 

SE - .90919 

2 4 8 8 10 12 14 18 18 20 22 24 28 28 30 32 34 38 38 40 42 44 48 48 60 
x 

SerlOUlnel1 
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The calculation of a regression equation in which the dependent 
variable (y) is elapsed time and the independent variable (x) is 
seriousness results, in a slope equal to .0986 and a y-intercept of +1.3 
days. (This 1 atter val ue is the e1 apsed time for a felony case having a 
zero seriousness score, a theoretically significant but practicaW1y 
irrelevant fact.) These may be expressed in equation form as Y = .0986x 
+ 1.3. The standard error is .909 and r2 is equal to .70 indicating 
the usefulness of the equation for prediction. Finally, the predicted 
elapsed time for a felony arrest with a seY'iousness score of 15 is 
determined by the equation y = .0986 (15) + 1.3, and is equal to 2.8 
days. The 95% prediction interval is between 1.0 and 4.5 days (a large 
interval due to the scatter of the p10t).14 Exhibit 4-44 presents the 
graph of this regressi on and a1 so plots the 11 nes i ndi cati ng one standard 
error. Note that 80% of the values are within one SE and 100% are within 
two SE indicating a good-fit of the regression to the data. 

V II. Sunmary 

Least squares regression as applied to time series data or in causal 
models is a powerful predictive tool based on the assumption that all 
relevant factors will continue to operate as they have' in the past. 
Small standard error values and high coefficients of determination 
indicate the usefulness of the method in making a prediction. Large 
standard errors and low r2 values indicate that a regression shou1(l be 
used with caution. Similarly, small prediction intervals indicate a 
"good fit" of the regression line and the data. 

Least squares regression builds upon problem specification and 
descriptive and comparative analyses. The analyst should first describe 
each of the variables of interest in terms of the identified hypotheses. 
The data should next be evaluated for possible comparative analysis 
including the deve10JlJ\ent of indices, scattergrams, or 
cross-c1 assifi cati ons; inferenti al methods shoul d be consi dered to enrich 
and expand the descriptive and cOOlparative analyses. 

Thi s chapter has exami ned a range of i nferenti a1 methods organized, 
in two parts: (1) tests and mE:asures of association and difference, 
including the t-statistic, chi square and the correlation coefficient; 
and (2) 1 east squares regressi on and time seri es methods. A flow chart 
guide to inferenti a1 methods and to the chapter is presented in Exhibit 
5-45. 
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EXHIBIT 5-45 

CHAPTER 5 SUMMARY: 
. INFERENTIAL METHODS 
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1U.S. Department of Justice, "Lights Reduce Fear of Crime," 
LEAA Newsl etter 8, No.6 (June/Ju'ly 1979): 1 

2Lj111an Ott, WillilJl1 Mendenhall and Richard Larson, Statistics: 
A Tool for the Soci al Sci ences,' 2nd ed. (North Scituate: Duxbury Press, 
TIllS), p. 228. 

4william L. Hays, Statistics For the Social Scientist, 2nd ed. 
{N.Y.: Hold, Rinehart and Winston, 1973}, pp. 384-386. 
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Elementa1 Statistics Using MIDAS, 2nd ed. (Ann Arbor, Michigan: 1976)~ 
pp. 253-2 6. 

6Ibid, p. 125. A further assllTlption of the t-test is that the 
sampling vari ances are equal. An F test is the standard check of this 
assumption. For the offender age data the F statistic equals 4.5968 with 
an attained significance of .0561. 

7Herman J. Loether and Donald G. McTavish, Descri~the and 
Inferential Statistics (Boston: Allyn and Bacon, 1976), pp. 259- 00. 

8R. L. D. Wright, Understanding Statistics (New York: 
Harcourt, Brace, Jovanov; ch, Inc., 1976), p. 244. 

9J.p. Guilford, Fundamental Statistics in Psychology and 
Education (New York: McGraw Aill, Inc., 1956), p. 145. 

10Sources for these data were: 4rB92yment and Expenditures, 
1976 and the U.S. City and County Data Book, • 

llJohn Neter, Willicwn Wasserman and G.A. Whitmore, Fundamental 
Statistics For Business and Economics, ,4th ed. (Boston: Allyn and Bacon, 
Inc., 1973), pp. 699-719. 

12Ibid, pp. 700-701. 

13John C. Chambers, Satender K. Mullick and Donald Smith, "How 
to Choose the Ri ght Forecasti ng Ts-ehnique, II Harvard Bus; ness Rev; ew 
(July-August 1971): 49. 

14PI = 2.78 .:!: 1. 860 [~9! 1 + -1 + (15-16.8~ 
10 1581.6:J 
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CHAPTER 6 

DATA INTERPRETATION SYSTEMS 

Introducti on 

There are severa1 orientations that may appropriately be used to 
study criminal justice organizations. In this chapter a systems approach 
is defined and outlined. A system in this context consists of a 
regularly interacting or interdependent group of agencies forming a 
unified whole. Criminal justice agencies include: 

Any court with criminal jurisdiction and any other government 
agency or subunit, which defends indigents, or of which the 
pri ncipal functi ons or activities consist of the prevention, 
detection, and investigation of crime; the apprehension, 
detention, and prosecution of alleged offenders; the 
confinement or official correctional supervision of accused or 
convicted persons; or the admin i strative or techni cal support 
of the above functions. 1 

'rhe five major types of organizations enc':>mpassed. by this definition are 
law enforcement agencies, prosecution(ll agencles, public defender's, 
offices, courts, and correction.al agencies. ,These agencies perform an 
enormous variety of complex operations; however their collective 
activities may be characterized as: (1) goal oriented and (2) organized 
in a sequential manner. 

The purpose of the r.rimi na 1 just; ce system is to deal with crime and 
delinquency. While each agency or component pursues specific objectives 
that may or may not be consistent with other agencies of the system, 
broad goals such as crime reduction, just and speedy dispositions, and 
cost-efficient operation are, generally, shared among agencies. In 
addition, the agencies and the activities of the criminal justice system 
are organized in a sequenti al manner in response to problems created by 
the commission of criminal acts. Th~ President's Commissioh on, Law 
Enforcement and Admi~istration of Justice referred to this sequence as a 
continuum or orderly progression of events in which the agencies serve as 
filters through which cases are sifted: some move downstream to the ne.xt 
agency and 'decision point, while others remain and/or are disposed of. 

Exhibit 6-1 is a view of the criminal justice 'system emphasizing its 
constituent agenci es. The agencies respond to crimi nal acts and i nter'act 
in such a way that offender and case flows are established. The 'flow of 
cases is from top to bottom in the exhibit, with each circle signifying a 
release point or disposition. The overall structure and process in a 
jurisdiction may vary somewhat from the exhibit due to differences in the 
legal codes and statutes which provide a framework for the delivery of 
criminal justice services. 

One tool used to help describe system-related concerns are flow 
charts. In the following section the use of flow charts and disposition 
trees is discussed. A second tool used to analyze a system is the 
input/output model; Following a definition of selected system variables, 
an example of input/output analysis concludes the chapter. 
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EXHIBIT 6-1 

THE CRIMINAL JUSTICE SYSTEM 
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I. Flow Charts 

A major descriptive method used in system studies is flow charting. 
Flow charts help to identify problems and gaps in knowledge and tighten 
the logic of I,m argument about a system problem. Flow charts, like other 
graphic techniques, highlight and focus the attention of a reader or an 
audience. 

. 
There are fhe types of flow charts typically used in crimina' 

justice studies. A process flow chart outlines the major components of ~ 
process, and in the case of Exhibit 6-1, the emphasis is on the movement 
of an offender from one stage in the process to the next. Operati cns 
charts illustrate the essential operational aspects of a system. Exhibit 
6-2 is an operations flow chart for a patrol deployment d'ecision-making 
system used by the Chaos City Police Department. Note that in the 
exhibit: 

(1 ) 
(2) 

(3) 

(4) 

a rectangle is used to present an instruction or information 
a diamond-shape is used' to indicate decision points, or 
places where choices must be made 
circles, ovals or triangles are used to indicate products or 
end points in the flow, process or operation 
arrows indicate the direction of the flow, process, or 
operation. 

This particular model emphasizes the interaction of crime analysiS in 
deployment decisions. 2 

A third type of flow chart depicts dependency chains in a sequence 
of events. Examples of such dependency chains are the time charts 
presented in Chapters 3 and 5· and the Gantt and PERT Charts presented in 
Chapter 8. Perhaps the most common flow chart is the organization chart 
in which flows of authority and responsibility in an organization are 
displayed. Exhibit 6-3 is an organization chart for the Chaos City 
Regional Planning Unit. Generally, solid lines are used to indicate the 
11 nes c,f authority and dotted 11 nes i ndi cate "confer and advise" 
relati onships. Issues of span of control, unity of command, chain of 
cOltl11ar4d, and the division of labor in an organization may be illustrated 
and diagnosed with organization charts. 
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EXHIBIT 6-2 

OPERATIONS FLOW CHART: 

DEPLOYMENT DECISION MAKING SYSTEM 

Tactical Response 
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EXHIBIT 8-3 

ORGANIZATION CHART, 
CHAOS CITY REGIONAL PLANNING UNIT, 1979 

Chief Admlnlltrator Supervllory Board 

Deputy .. 

. , 

I I 

Chief of Plannl"g Chief of Procelling Chief of Evaluation 

I I 

Planner Statlltlclan Evaluator 

I I 

Planner Programmer Evaluator 

Source: Chaol City, Regional Planning Unit, 1977, hypothetical data 



The fifth and fi nal type of flow chart i ndi cates the di vergence or 
convergence of an offender flow to one of several poss i b 1 e outcomes. 
This is the principle of a disposition tree, a widely used method in 
criminal justice. Exhibit 6-4 is a disposition tree for the flow of 
felony offenders in the State of Paradise for 1977. Note that the tree 
is structured by agency and disposition, and that only a portion of the 
criminal justice system is covered. 

r I 

EXHIBIT 8-4 

DIVERGENCE FLOW CHART ASSAULT ARRESTS 
(JUVENILES ONLY) CHAOS CITY, 1977 

Referred To 
Court by DA 

138 

Petition 
Filed in 

115 

Probation 
42 

, Juveniles 
Arrested 

318 

Commitment 
21 

Source: ChllOS City Regional Planning Unit, 1917. 
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E~t'!ibit 6-5 covers the upper porti on of the tree presented in 6-4: 
reasons for complai nt deni ed are not i ncl uded. Each limb of the tree 
represents a portion of all felony arrests. Note that felony complaints 
are requeste'd for only 19.1% of all felony arrests. Input percentages 
are ca 1 cu lated by us i ng f e 1 ony arrest s (174.000) as the denomi nator or 
base. Note also that 8.5% of all those arrested on felony charges are 
released by the police. 

Insufficient 
Evidence 

4,600 
(2.5%) 

EXHIBIT 8-5 

DISPOSITION TREE 
FELONY COUNT 

(WITH INPUT PERCENTAGES) 
STATE OF PARADISE 

1977 

I 
Pollee 

Released 
14,800 
(8.5%) 

I 
I 

Exonerated 
1,700 

(1.0%) 

I 
Victim 

Refuses 
to 

Prosecute 
3,700 

(2.1%) 

Felony 
Arrests 
174,000 
(100%) 

I 
Court 

Warrants 
and I"dictments 

13,000 
(7.5%) 

I' I 
Other Complaint 
4,900 

(2.8%) 
Denied 
4,600 

(26.9%) 

I 
Prosecutor 

Complaint 
Requested 

148,200 
(84.0%) 

I 
I 

Misdemeanor 
Complaint 

88,000 
(39.1%' 

Source: hypothetical data 
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A second way of presenting the same data is by decision point 
percentages. These percentages are calculated by using the preceding 
stage, or decision point, as the denominator. Exhibit 6-6 presents 
decision point percentages for the disposition data of Exhibit 6-5. This 
format focuses the reader's attenti on on .specific decisi ons made and 
their consequences, e.g~, the consequence of the prosecutor's requesting 
complaints in felony arrests. Note the impoy·tance of insufficient 
ev i dence as an exp 1 anat i on of pol i ce re 1 ease and the large percentage of 
felony complaints denied by the prosecutor. This is useful in 
identifying the consequences of decisions. 

EXHIBIT 8-8 

DISPOSITION TREE 
FELONY COUNT 

(WITH DECISION POINT PERCENTAGES) 
STATE OF PARADISE 

I 
Police 

1977 

Fe'ony 
Arrests 
174,000 
(100%) 

I Prosecutor 
Relealed Court Complaint 

14,800 Warrants Requelted 
(8.5%) and Indlctmentl 148,200 

I 13,000 (84.0%) 
_ (7.5%) I 

r---~I~--~I ___ I ~r-t --~I-----
Insufficient Exonerated Victim Other Complaint Mlldemeanor 
Evidence 1 700 R f ... 900 ' e ules ~, Denied Compl~lnt 

(:;::) (11.5%) P to (2.8%) 4&,000 __ ,000 
rOlecute (30.8%) (48.5%) 
3,700 

(26.0%) 

Source: hypothetical data 
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A third type of disposition tree is used to indicate elapsed tittle 
from the point of arrest to each specific type of disposition. Exhibit 
6-7 presents the dispositi on of felony arrests in Paradise with the mean 
elapsed time indicated. Time is measured in days and includes weekends 
and holidays. An average of over three days elapsed before the 
Prosecutor issued a felony complaint and nearly two days elapsed on 
arrests in Which insufficient evidence was found. 

Insufficient 
Evidence 

1.7 

Police 

Released 
1.5 

I 
Exonerated 

1.8 

Source: hypothetical data 

EXHIBIT 6-7 

DISPOSITION TREE 
FELONY COUNT 

(WITH ELAPSED TIME) 
STATE OF PARADISE 

1977 

Felony 
Arrests 

NIA 

I 

Victim Other 
Refuses to 1.0 
Prosecute 

1.0 

Complaint 
Denied 

2.5 

Prosecutor 

Complaint 
Requested 

2;0 

I 
Misdemeanor 

Complaint 
1.7 

Felony 
Complaint 

3.1 

In sllTlTlary, flow charts may be used to illustrate a wide variety of 
system characteri stics ranging from procedural and organizati onal 
attributes to offender flows measured in the number of offenders, 
percentages, mean elapsed time, or mean cost. They are a valuable method 
of analyzing criminal justice system problems. Caution should be taken, 
however, to ~void excessive reliance on such charts. For example, 
dispositions trees are more effectively used to present small portions of 
1 arge processes. When used to illustrate a complex system they have a 
tendency of becoming a "bushy mess" to the reader. Chapter seven 
discusses some common-sense rules to follow in developing and using 
graphics, such as flow charts, in a report or presentation. 
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II. Input/Output Analysis 

Another tool that is useful in analyzing the criminal justice system 
is the input/output models illustrated in Exhibit 6-8. This model may be 
applied either at a "macro" level, e.g., the crim~nal justice .system for 
Chaos City, or at a "micro" level for a partlcul~r decisl0n making 
process of a particular agency such as felony trlals in the Chaos 
Criminal Court. In this model inputs may come from three sources: an 
entering branch (felony arrests in the police depart~ent), a p~ior stage 
(complaints filed from Police to Prosecutor in Exhiblt 6-1), or feedback 
(parole revocations). Similarly, there are three forms of output -­
terminating branch (a di$position), next stage (transfer from one stage 
to the next), and feedbm:k. 

Inputs 

EXHIBIT 8-8 

GENERAL SYSTEM MODEL 

Outputs 

Entering Branch Terminating Branch (Exit) .. 
Prior Stage Next Stage .. 

Feedback 

• Feedback 
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The application of this input/out model requires: (1) definition and 
measurement of the major system concepts and variables and (2) a 
description and comparison of these measures for a particular agency, 
jurisdiction, or process. The following section defines and gives 
examples of three major system concepts and their related variables. A 
case study applying input/output analysis to the problem of court backlog 
in Chaos City concludes the chapter. 

A. System Concepts 

There are three concepts used to analyze the criminal justice 
system: envi ronment, admin i strati on, and system operati ons. The 
criminal justice system's environment consists of all external factors 
that influence the system. These include measures of crime (e.g.\ type, 
volume, location, rate, victim, and offender characteristics), its 
correlates (e.g., population change, unemployment attitude measures, 
family stability), and the activities and operation of related private 
and public agencies. An assumption of input/output analysis is that 
there are relationships among environmental factors, administrative 
decisions, and system operation. Change(s) in one may result in changes 
in the other. For example, shifts in public attitudes towards offenders 
may influence sentencing practices in the Chaos Criminal Court resulting 
in changes in the county pri son popu 1 at ion. Envi ronmenta 1 factors also 
help to define the overall mission of the criminal justice system and 
establish the types and limits of publicly acceptable sanctions. In this 
sense the environment provides two types of inputs -- crimes to which the 
system responds and attitudes which help to shape the form of the 
response. 

Administration is a concept that refers to agency and/or system 
goals and standards, the organization of activities and management of 
resources. The establishment of policies and regulations, administrative 
procedures, and the creati on or reorganizati on of an agency can 
critically influence system operations and may affect the environment. 
The environment, administration, and system operation are interdependent 
and interactive. Input/output analysis while focusing on system 
operations should reflect this fact • 

At the center of input/output analysis is an understanding of system 
operations, the third major system concept. System operations refers to 
the functions and activities of the criminal justice agencies. Exhibit 
6-9 is an input/output model applied to system operations. Note that it 
is embedded in administration and the environment, and that crimes form 
the environment and goals and standards form administration or inputs to 
system operation. 
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EXHIBIT 8-9 

SYSTEM OPERATION, INPUT/OUTPUT MODEL 

Input 

~,~~ _0" __ "",; .-~~.- -,..-- ," -

- -:-~~-:.,-t"-::-:------."--.-.-.,-,.--c: ,~.-"--:-~~-::--~~.--.,...~-. , 
~ f 

The Relationship 
Among System 

Operation Variables 

Performance 

Standards 
and 

Goals 
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In Exhibit 6-10 the component variables used to analyze system operations 
are diagrammed. The following sections discuss each of these system 
operation variables and their related measures. 

EXHIBIT 6-10 . 

SYSTEM OPERATIONS, VARIABLES AND MEASURES 

Elaboration of System Operations 

Systems Operations 
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1. Goals 

In Exhibit 6-10, goals are_measured by objectives. These are either 
expl i cit statements or impl i cit assumpti ons about the crimi nal justi ce 
system's ope,~ation. A goal is defined as a desired future state usually 
described in general terms. In contrast an objective is defined as a 
specific condition to be attained by a specific set of activities stated 
in time-limited and measurable terms. An example of a goal might be to 
reduce the cost of operating a vocational counseling program for 
ex-offenders. The objective might be to cut costs by 15% in three months. 

2. Standards 

A standard is an established criteria by which administrative 
decisions can be made. Typically such standards are based on 
professional experienc:e and/or comparable national, state, or local 
jurisdiction standards. Two frequently used types of standards are 
capability and capacity. Capability (Ca) is the expected level of output 
at a planned level of productivity with a specified amount of resources 
in a given time period. . 

Ca = Resource Measure x Productivity Standard 

For example, assume a productivity standard of 1,800 cases per judge 
per year. In a court with 15 judges a measure of the court's capabil ity 
woul d be to process 27, ClOO cases per year: 

27,()00 cases per year = 15 judges x 1800 cases/judge 

A second type of standard is capacity (Cp). This refers to the 
potenti al output when productivity is maximized with a specified level of 
resource in a given time period: . 

Cp = Resource Measure x Maximum Productivity Standard 

For example, the minimum case cost during 1977 in the Chaos City 
Court was $210. This cost could be assumed to be a reasonable indicator 
of maximum productivity (i.e., minimum cost). Given a budget of $6.5 
million and a maximum productivity standard of $210 per case, the 
capacity of the court would be to process 30,952 cases. 

30,952 cases = $6.5 million/$210 per case 

There are many other types of standards besi des capabi 1 ; ty and 
capacity. However, most standards are explicit in their measurement and 
similar in their applications. Standards are important to the design and 
planning of programs and for evaluation purposes. . 

3. Resources 

Inputs are defi ned as the work to be processed and the resources 
available to process work through the criminal justice system or its 
component agencies. FollOWing is a list of some common resource measures 
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for criminal justice agencies: 

Pol i ce 
Offi cers 
Weapons 
Vehicles 
Office Equipment 
Budget 
Time 

Prosecutors 
Attorneys 
Clerks 
Off; ce Equi JlTIent 
Time 
Budget 

Courts 
Judges 
Courtrooms 
Cl erks 
Equipment 
Time 
Budget 

Correcti ons 
Offi cers 
Institutions 
Eq ui ll11ent 
Budget 

. Time 

The resources for an anti-fencing unit in the Chaos Police Department 
might consist of (1) a budget of $61,000 per year; (2) five sworn 
officers and one secretary; and (3) three police cars plus equiJlTlent and 
office space. In measuring resources several distinctions are frequently 
important. 

• staff and operational resources should be distinguished; 
• operating and capital expenditures should be distinguished; 
• fixed costs and variable costs should be distinguished; and 
• direct and indirect costs should be distinguished. 

Another measure of input is work. Work is defined as the type, 
amount, and importance of units to be processed through the crimi nal 
justice system or its component agencies within a specific time period. 
Examples of work units include: 

Measures (weekly) of: 
Pol i ce 
Calls for service 

Arrests 

Crimi nal 
investi gati ons 

Court Appearances 

Prosecutor/Courts 
Cases 

Heari ngs 

Filings 

Corrections 
Pre-Sentence 
investi gati ons 

Probati oners 
supervised 

Parol ees 
supervised 

Inmates 
supervised 

Generally work measures cannot be directly compared between different 
types of criminal justice agenCies since different work measures are used. 

A deri ved input measure that rel ates resources and work is 
workload. Workload is defined as the units of work to be processed per 
unit of resource. For I;!xample, the motor vehicle accident division of the 
Chaos Pol ice Department has fi ve offi cers (resource); they must 
investi gate an average of 150 acci dents per month (work). Therefore the 
'workload is 30 investigations per officer p~r month. Workload is usually 
expressed as a rate that compares measures of work with measures of 
resources: 

Wor,kload = Work Measure 
R~~ource Measure 
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As a second workload example, in January it is estimated that 600 
convicted fel~ns will be sentenced to a state prison which is expected to 
have 3bo cells available. The expected workload is equal to two felons 
per cell: 

Workload = 600 felons 
300 cell s 

Usually workload measures are restri cted to rates of work per employee; 
however, as just illystrated, workload rates may be developed for other 
types of resources such as cells, courts, or dollars. 

4. Perf ormance 

Performance is defined as the implementation of administrati've 
decisions the conduct of operations, and the accomplishment of tasks. 
There ar~ three common measures of performance: productivity (P), 
efficiency (E) and ,effectiveness (EfJ. Productivity is the amount 
of work that ccin be produced or processed with specified resources in a 
gi ven amount of time. It is usually expressed as a rate that compa~es 
measures of output (described in the next section) with measures of 
resources consumed or budgeted. 

P = Output Measure 
Resource Measure 

For example, the five person motor vehicle accident team investigated 80 
accidents in December. The average productivity for each officer was 16 
accident investigtions: 

P = 80 investigations 
5 officers 

Efficiency is thl~ ratio of c)Utput to work, and it is usually 
expressed as a percent, percent chanfJe, or percent difference. 

E = out put meas y,rp:' 
work measure 

For example, in 1978 the Chaos PO/lice Department followed-up on 10,989 
out of a total of 46,560 rp.ported la!"ceny thefts. The efficiency of the 
police in the follow-up ofjarceny~theft reports is 23.6%: 

E = 10,989 11011 C7t'1- ups t 1978) 
-,0" 500 reportf~d 1 arcenyhef ts (! 978) 

The analyst should be cautious in the developnent alnd interpretation of 
efficiency measures. They invite naive comparisons subject to 
significant measurement error, particularly when mllde between 
jurisdi cti ons. 

A third performance measure is effectiveness. This measure is 
defi ned as the extent to whi ch obj ecti ves and standards have been 
achi eved. Measures of ~.rfecti veness compare pl anned p,erformance or 
output to the performance or output achieved: 
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Ef = output or performance measure 
obJ ecti ve or standard 

The Chaos Police Department has set an objective of a response time on 
·all nonemergency calls of not greater than six minutes. During the past 
year a sample of 685 non-emergency calls was taken. Of these 620 had 
response times of less than six minutes. Therefore the Chaos Police 
Department was 90.5% effective in meeting its standard of less than a six 
minute response time. 

Ef = 620 less than six minutes = .905 
685 non-emergency ca 11 s 

There are several "traps" to avoid in using these definitions of 
efficiency and effectiveness. A police agency may be very efficient if 
it investigates every reported offense but would be ineffect1lve if it 
made no arrests. Effectiveness relates to how well an agency 
accomplishes its goals and not just ho'vI efficiently it accomplishes its 
mi ssi on. 

5. Output 

The final variable used to describe system operation is output 
(0). This variable is measured in terms of work produced or services 
rendered in a specified time p\~riod. An example of an output measure for 
the Prosecutor's Office in product terms is the 36 complaints filed by 
the Prosecuting Attorney in Chaos Criminal Court during January. The 80 
investigations by the motor vehicle accident team in December is an 
exaillple of a servi ce output. 

Exhibit 6-11 illustrates tne basic components used to analyze system 
operati ons. The rows and col umns are di rectly observabl e measures of 
system operations. Each cell represents a different possible derived 
measure defined by combining the respective measures. Three analytic 
levels are indicated: measuY'es may be obtained for individuals or small 
groups, for an organization or agency, or for a collection of agencies or 
a system such as criminal justice. An input/output analysis is performed 
in two steps. First system concerns are identified and a problem 
specifi cati on prepared that i ncl 'Jdes i dentifi cati on of the analyti c 
1 evel. Second, measures of obj ecti ves, resources, work, products, and 
services are collected and described. Third, derived measures of 
capability. capacity, work load, efficiency, effectiveness, and 
productivity are calculated and described. Finally, comparisons overtime 
of specif"lc measures or between jurisdictions may be performed. Exhibit 
6-12 sl,I1ITIarizes the types of research questi ons appropri ate to an input 
out analysis. 
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EXHIBIT 6-11 

SYSTEM OPERATIONS MATRIX, 
DERIVED MEASURES AND APPLICATIONS 

Capability 

Capacity 

Workload 

Workload 

Efficiency 
Criminal Justice 
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I. ENVIRONMENT: 

EXHIB IT 6-12. 

SUMMARY OF SYSTEM CONCEPTS, 
VARIABLES AND MEASURES 

What fact~rs outside the system affect the system? 

II. ADMINISTRATION: 

How is the work to be organi zed and managed? What are the goal sand 
standards? 

III. SYSTEM OPERATIONS: 

How does the system functi on and how do components withi n the system 
i nterrel ate? 

A. Goals and Objectives: What is expected? 

B. Standards: What is ideal? ' 

1. Capability: How much is expected to be done? 

2. Capacity: How much can be done using maximum potenti al? 

C. Input: What is to'be done and what is available to do it? 

1. Resources: What is available to work with? 

2. Work: What is to be done? 

a. WOI~kl oad: How much work has to be done per unit of 
resources? 

D. Perfonnance: What are the resul ts? 

1. Producthity: What results are accomplished with the 
resourCElS used'l 

2. Efficiency: How much of the work to be done is done? 

3. Effectiveness: How does the result compar'e to goals, 
standard:s, objectives or estimates? 

E. Output: Whajt has been done? 
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In the following section an input/output analysis is ust~d to analyze 
the Chaos Criminal Court. Concerns have been raised by the Chief Judge 
and other elected officials about the growing backlog of cases, the high 
cost of operation and, generally, inadequate performance during a period 
of rising community crime. 

B. Chaos Criminal Court 

In response to the Mayor's request for an analysis of the operations 
of the Chaos City Court, the Regional Analysis Group (RAG) has collected 
five years of data pertai ni ng to the court. Thi s data is presented in 
Exhibit 6-13. Following is an analysis of (1) the. resource, work, 
output, and workload data; (2) system performance measures; and (3) the 
capability:and capacity of the court. The concluding section examines 
alternative strategies for reducing court backlog. 

Throughout this analysis several simplifying asslftnpti ons have been 
made. For example, th~ use of measures of central tendency and the 
treatment of all cases as alike fran a processing perspective grossly 
simplifies reality. Separating the the caseload into groups by crime 
seri ousness and/or crime type woul d si gnificantly improve the foll owi ng 
discussion as would the examination of the variation in case processing 
and not just the central tendencies. Similarly, backlog and caseload, 
are frequently examined in terms of individual judges and in elapsed time 
terms. For political reasons the Regional Planning Unit did not develop 
individual profiles. It was also determined that collecting elapsed time 
data would be prohibitively expensive and too time conslftning. Finally, 
the aggregated nature of readily available data precluded the develolJl1ent 
of crime seriousness groups. 
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EXHIBIT 6-13. 

CHAOS CRIMINAL COURT DATA SET, 1973-1977 

1973 1974 1975 1976 

Resources 

# Judges 12 13 13 15 
#Hrs/J/yr 1600 1600 1600 1600 # Judges Hrs 19200 20800 20800 24000 
Budget( $) 3.1 3.6 4.0 5.6 Expended{$) 3.0 3.1 3.3 4.8 Budget Share 7.4% 7.9% 8.4% 9.1% 

Work -
# Cases 28000 28500 28200 29100 Arrests 18000 18900 19200 <"11 '''00 t:~~ New Tri al s 1200 300 400 roo 
Pending Cases 8800 9300 8600 6,!,!Qt1 

Output 

# Cases 15000 14000 15050 16000 Convi cti ons 12750 12740 12943 12000 Acquittal s 500 650 350 700 Dismissals 1750 610 1757 3300 Backlog 9300 8600 6900 7000 

Source: hypotheti cal data 
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1977 
% Change 
1973-1977 

15 25.0% 
1600 

24000 25.0% 
6.5 109.0% 
6.0 100.0% 
9.4% 27.0% 

30000 7.1% 
22000 22.2% 
1000 -16.6% 
7000 -20.5% 

20000 33.3% 
14000 9.8% 

400 -2.0% 
5600 22.0% 

10000 7.5% 



1. In put and Out puts 

a. Resources 

The data in Exhi bi t 6-13 i ndi cate that duri ng the 1973-1977 peri od 
there has been a significant increase in criminal court resources. The 
number of judges increased by'25% while the budget more than doubled 
going from $3.1 million in 1973 to $6.5 million in 1977. Not only has 
there been an absol ute increase in resources, but the court's resources 
relative to other local <;riminal justice agencies also has increased. 
For each dollar budgeted for criminal justice in Chaos City, 7 cents went 
to the court in 1973 and over 9 cents in 1977. Finally, the court has 
had a surplus of unspent monies in each year during the ri.eriod. This 
surplus ranged from $100,000 in 1973 to a high of $800,000 in 1976. 

b. Work 

There has been a gradual increase in the number of court cases 
invo'lving new arrests. There also has been a pronounced change in the 
mix of cases before the court: a larger proportion of the caseload is 
new arrests and a smaller proportion is the previous year's backlog of 
cases. As a percentage of the casel oad, new arrests increased from 64,,2% 
to 73.3% between 1973 and 1977 while pendi ng cases decreased from 31. 4% 
to 23.3%. 

The number of cases as used here refers to the number of cases fi 1 ed 
in the Chaos Criminal Court during each of the Sf·!!cified years. It is a 
common work unit in Court studies. The case count is based on the number 
of defendants and includes active cases only. A case is concluded 
through court di sposti on -- the fi nal judi ci al deci si on termi nati ng a 
criminal proceeding by a judgnent of acquittal or dismissal or a specific 
sentence for a conviction. The pending case category is the number of 
cases filed but which have not been disposed of during the year. 3 

c. Output 

Court output increased from 15,000 cases in 1973 to 20,000 cases in 
1. 977 • 

Exhibit 6-14 indicates a significant drop in the conviction rate 
{number of convi cti ons di vi d(~d by the number of cases disposed of and a 
significant increase in the dismissal rate. The number of cases not 
acted upon due to insufficient time or resourr.es during the year is 
referred to as the ba.cklog. The backlog increased by 7.5% duri ng the 
1973-1977 peri ad. Exhi bit 6-15 (see next page) organi zes the data on 
work and output into an input/output format for the 1977 data. Note that 
whil e there were 30,000 cases in 1977, the total output was only 20,000 
cases resulting in a backlog of 10,000 cases. 
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EXHIB IT 6-14. 

CONVICTION, ACQUITTAL AND DISMISSAL RATES, 
CHAOS CRI MINAL COURT, 1973-1977 

1973 1974 1975 1976 1977 % Change 

Convict; on 
Rate 85.0% 91.0% 86.0% 75.0% 70.0% -17.6% 

Acqui ttal 
3.3% 4.6% 2.3% 4.4% 2.0% -3.9% Rate 

Di sm; ssal 
Rate 11. 7% 4.4% 11. 7% 20.6% 28.~ 139.3% 

Source: hypothet i ca 1 data 
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EXHIBIT 6-15 

CHAOS CRIMINAL COURT, INPUTS AND OUTPUTS, 1977 

Total Work 
30,000* 

Inputs 

* All measures are "cases" 

Arrests 
22,000 

NEIW Trials 
1,000 

Source: Hypothetical data 
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Process 

15 Judges 

$6.5 million 

(I 

Convicted 
14,900 

Acquitted 
400 

Dismissed 
5,600 

i New Backlog 
10,000 
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Outputs 

Total Output 
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d. Workload 

The 1977 the courts' workload was 2,000 cases per judge. There were 
also 48 judge minutes available for each case. Exhibit 6-16 presents the 
trend in these two workload measures. While the amount of time per case 
has increased fran .68 of one hour (41 minutes) to .80 (48 minutes) the 
number of cases tried by each judge has declined from 2,333 cases per 
judge to 2,000. Consequently, both workload ; ndi cators suggest a 
s1 gnifi cant decrease in court workload between 1973 and 1977. 

EXHIB IT 6-16. 

WCRKLOAD MEASURES, 
CHAOS CRIMINAL COURT, 1973-1977 

Workload Meas ure 1973 1974 1975 1976 1977 

Cases/Judge/Year 2333.3 2192.3 2169.2 1940 2000 

Judge-Hrs/Cas e .685 .729 .737 .824 .80 

J) Source: hypothetl cal data 
~/ 

2. Performance 

a. Productivity 

Three producti v1ty measures were deri ved from the data in Exhibi t 
6-13: (1) the nlltlber of cases tried per judge per y(~ar; (2) the avera~e 
cost per case each year; and (3) the, average judge hours per case each 
year. Note that a pr'oductivity index is constructed using resource and 
output measures: \\'orkload is calculated using resource and work 
measures. Thus the third productivity index is calculated using the 
total output of cases, while the comparable workload indicator is 
calcul ated using the caseload. Exhibit 6-17 presents, these three 
producti vi ty i ndi cators for 1973-1977. No cl ear pattern or trend 1 s 
apparent 1 n terms of j udge-hrs/ case or cases/j udge. Thus whil e workload 
has Significantly decreased, productivity hQS remained about the sane. 
However, there has been a marked increase in the average cost per case 
between 1973 and 1977 of over 50% • 
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EXHIBIT 6-17. 

PRODUCTIVITY MEASURES 
CHAOS CRIMINAL COURT, 1973~1977. 

Producti v1ty 
Measures 1973 1974 1975 1976 1977 

C ases/ Judge/ Year 1250 1076.9 1157.7 1066.7 1333.3 

Cost/Case $200.00 $221. 43 $219.27 $300.00 $300.00 

Judge-Hrs/Case 1.28 1.48 1.38 1.50 1.20 

Source: hypot heti cal data 

b. Eff1 ci ency 

set. S~~~~l gg~:11~~re t~~fiCienCy indicators may be derived from this data 
example, in'1977 there was r~a;~~~ri~fb~Jw658 output and work measures. For 
30, 000 cases, or a 66 6% eff1 ci ency i' case; compared to a caseload of 
presents this efficienc' measure n process ng cases. Exhibit 6-18 
the improved effi ci encl of the c~~~ t~t;:~~-\9l16 perJ 01' Note especi ally 
period there was an overall improvement of 24 So/ ~n 977. During this processed. • It I n percentage of cases 

EXHIBIT 6-18. 

EFFICIENCY .MEASURE, CHAOS CRIMINAL COURT, 1973-1977 
Efficiency 
Measure 1973 1974 1975 1976 1977 

Percent Cases 
Processed 53.5% 49.1% 53.4% 55.0% 66.6% 

Source: hypotheti cal data 
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A second type of efficiency measure may be derived by comparing two 
or, more jurisdictions, For example, the mean caseload and output of 15 
criminal courts in the State of Paradise during 1977 (excluding Chaos 
City) was 13,000 and 11,000 respectively. Thus, the average efficiency 
of criminal courts in the state in terms of processing cases is 11,000 
divided by 13,000 or 84.6%. Chaos Criminal Court may be compared using 
the percent change (or difference) formula. 

Efficiency = 66.6 - 84.6 = -21.3% 
.84.6 

Chaos Crimi na 1 Court in 1977 processed 21.3% fewer cases than the average 
of the other 15 criminal courts in the state. 

c. Effectiveness 

In 1972 the State Trial Judge Association determined that a 
reasonable producti,.vity standard is 1,800 cases per judge per year. By 
comparing this standard to court productivity, a measure of effectiveness 
may be determined. In Exhibit 6-19, there is some improvement in the 
court's effectiveness, although the Chaos Criminal Court remains far from 
the statewide productivity standard. 

EXHIB IT 6-19. 

EFFECTIVENESS MEASURE, BASED ON PRODUCTIVITY STANDARD, 
CHAOS CRIMINAL COURT, 1973-1977 . 

1973 1974 1975 
'Producti vity 
(Cases per judge 
per yr) 

Productivity 
Standard 

Effecti veness 

1250.0 

1800.0 

69.4% 

Source: hypothetical data 

1076.9 

1800.0 

59.8% 

1157.7 

1800.0 

64.3% 

1066.7 

1800.0 

59.3% 

1333.3 

1800.0 

74.1% 

A second type of effectiveness measure may be based on an objective 
of not increasing the previous year's backlog. For example, in Exhibit 
6-20, between 1976 and 1977 the back 1 og increased from 7,000 cases to 
10,000 cases. Assuming an output standard of not increasing the 7,000 
case backlog, the court was only 70% effective. Note the decreasing 
effectiveness of the court in dealing with the backlog problem over this 
period. 
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EXHIB IT 6-20. 

EFFECTIVENESS MEASURE BASED ON OUTPUT STANDARD, 
CHAOS CRI MINAL COURT, 1973-1977 

Output 

Out put Standard 

Effecti veness 

Source: hypothet1 cal data 

3. Capabil ity and Capacity 

1974 1975 1976 

8600 

9300 

108.1% 

6900 

8600 

124.6% 

7000 

6900 

98.0% 

1977 

10000 

7000 

70.0% 

The develoJ)Tlent of capability measures also requires the setting of 
standards and objectives. Using the State Trial Judges Association 
productivity standard of 1,800 cases per judge each year, one measure of 
the court's capability in 1977 is 27,000 cases per year, 1.e., 15 judges 
x 1,800 cases per judge. The first row of Exhibit 6-21 is this 
capability measure for the period 1973-1977. 

EXHIBIT 6-21. 

CAPABILITY MEASURES, CHAOS CRIMINAL COURT, 1973-1977 

C apabi 1 i ty Meas ure 
Cases per Year 

1973 1974 1975 1976 1977 % Change 

(Based on cases per judge) 21,000 23,400 23,400 27,000 27,000 25.0% 
Case per Year 
(Based on $ per Case) '11,273 13,091 14,545 20,364 23,636 109.7% 
Case per Year 
(Based on Average 
ti me per case) 191 200 201 800 201 800 24.000 24.000 

Source: hypot heti cal data 

With a fixed productivity standard and an increase in the mmber of 
judges, the capability of the court to process cases al so increased as 
i ndi cated. 
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A second capability measure is derived fran the $275 per case 
product; vity standard al so establ i shed by the Tri al Justi ces. Wi th a 
budget of $6.5 million in 1977, this means that the courts' capability is 
equal to 23,636 cases, i.e., $6,500,000/$275 per case. The second row of 
Exhibit 6-21 presents the cases per year for which funds have been 
budgeted asslJ11i ng an average cost of $275/case. The fi nal capabil i ty 
measure is determi ned by assuming a producti vity standard of one 
judge-hour per case. If the average time per case in 1977 was equal to 
one judge-hour, the number of cases that could be disposed of would be 
equal to 24,000, i.e., 24,000 judge-hours x one judge-hour per case. Over 
this period, as indicated by all three measures, the court's capability 
to process cases increased. 

Setti ng objecti ves and standards are an important part of studyi ng 
system operations. Many times goals are stated in qualitative terms not 
readily translated into objectives and/or standards. Frequently external 
sources such as LEAA's Standards and Goals publications are a useful 
source of quantitative objectives and stanCiards. Similar agencies in 
canparable jurisdictions also may have developed a useful set of 
standards. Where no such external source exists, intuition, experience, 
and conmon sense may prove useful in experimenting with standards and 
objectives in the conduct of this type of analysis. 

Capacity is based on establishing a maximllTl productivity standard. 
For example, the minimlJ11 case cost during 1976 was $210. This figure is 
assllTled to be a reasonable indicator of maximlll1 productivity. If the 
average cost per case in 1977 was $210, 30,952 cases coul d have been 
processed. This is one estimate of the court's capacity in 1977. 
AssllTli ng thi s $210 maximum producti vi ty standard for the peri od resul ts 
in capacity estimates fJf 14,762 cases in 1973, 17,143 cases in 1974, 
19,048 cases in 1975, )nd 26,667 cases in 1976. 

In sunmary the following fi ndings are noted: 
• Court resources have significantly increased; 

however, court spending has not kept pace with 
growth in budget. 

• There has been a gradual increase in caseload with 
a greater proportion being new arrests. 

• While court output has increased over this period, 
there has been a significant decline in the 
conviction rate and an increse in the dismissal 
rate • 

• Court \\Urkload has sign'ificantly declined dudng 
thi s peri od. 

• Producti vity has decl i ned in terms of costs per 
case (which has increased); the individual judge1s 
pY'oductivity has not significantly changed over the 
peri od. 

o The effi ci ency of the court in terms of the 
percentage of caseload processed has improved; 
however, in compari son to other crimi nal courts, 
the Chaos Court is significantly less efficient • 

• The court has been 1 ess effecti ve in recent years 
in dealing with the backlog problem. 

• Court capabil i ty and capaci ty have both increased 
over this period. 
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Consequently, .there appears to be a major gap between the court's 
capabilities and capacities on the one hand and its performance on the 
other. In a period of increasing resources and decreasing workloads, 
productivi ty has not kept pace. The consequences of decreasi ng 
effectiveness, increases in the average cost per case, and a growing 
backlog of cases are serious. This evidence, generally, supports the 
initial concerns of the Mayor. In the last section two alternative 
pol i ci es for remedyi ng these probl ens are di scussed: further i ncreasi ng 
court resources and improvi ng court producti vity. 

4. Considering Policy Options 

Two options are considered for dealing with the backlog problen. 
Even though a significant. increase in resources has been allocated to the 
Chaos Criminal Court, the re&ult -- in the face of an increasing caseload 
-- has been negligible in terms of a growing backlog of cases. However, 
one possi bl e strategy is to further increase the number of judges. For 
example, if productivity renained at 1.2 judge-hours per case and 
resources had been increased to 22.5 judges, there woul d have been no 
court backlog in 1977. An alternative strategy is to increase the 
average producti vi ty of the court. For exampl e, if resources were hel d 
const ant at 15 judges and producti vi ty was increased to .8 judge ho urs 
per case, the court backlog would have been eliminated in 1977. 

Obviously trade-offs between resources and productivity are 
necessary to rem~dy the backlog problen. Increased resources are an 
added burden to the taxpayer and a political liability, while increasing 
producthHy poses real threats to fair proceedings and may be unpopular 
with the 1,egal comnunity.. Yet, the backlog itself, is expensive to the 
taxpayer and may be a ho:rdship on the defendant. In Exhibft 6-22 a 
matrix is presented which indicates the size of the backlog in 1977 under 
different asslI11ptions regarding court resources and productivity. A 7.4% 
increase in productivity results 1n a 17.5% decrease in the backlog: a 
6.6% increase in resources res ul ts ina 13.3% decrease in the backlog. 
These "marginal utilities" are a useful method for assessing alternative 
policies. 3 
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EXHIBIT 6-22. 

EFFECT OF INCREASING PRODUCTIVITY AND RESOURCES 
ON COURT BACKLOG, CHAOS CRIMINAL COURT, 1977 

Productivity 
Standard (I>S) Resources 
( Judge-r~i nu tes (Number of Judges) 

Per Case) 
15 16 17 18 19 20 21 22 -

72 10,000 8667 7333 6000 4666 3333 2000 666 
67 8,507 7075 5642 4209 2776 1343 0 0 
62 6,774 5226 3677 2129 580 0 0 0 
57 4,737 3053· 1368 0 0 0 0 0 
52 2,308 462 a a a a a a 
47 a a a a a a a a 

Source: hypotheti cal data 

The IImarginal utilities ll concept provides an index of the resultant 
~hange in values of performance indicators occurring from planned changes 
ln resource levels. For example, how many more (or less) residential 
bur~laries would be committed as a result of incremental changes to 
pollce patrol strength? Or, what difference would occur in criminal 
justice processing times with the addition of a new judge and/or changes 
in the facilities, eqUipment, and staff for that Judge? While these 
questions are .difficult to answer, it is clear that answers would be 
invaluable toward making the most effective and efficient use of police 
officers, judges, parole officers, correctional facilities, or other 
resources. 

Corre 1 ati ng agency-to-agency' impacts of resource changes represents 
an important aspect of input/output analysis. For example, increasing 
~ourt productivity and/or resources will increase output resulting in 
lncreased work for the corrections agency. A graphic illustration of 
this type of interaction and how it relates to input/output analysis is 
presented in Exhibit 6-23 . 

Effects can be gleaned from the respective IImarginal utilities. II 
Implications of changes in the value of an output indicator in one agency 
can be compared to the need for change in the value of a related 
performance indicator for another agency. An example may serve to 
clarify this conc.ept . 

Suppose that in 1978 one additional judge is provided, the court and 
the judges agree to an average productivity of 62 mi nutes per case. The 
caseload in 1978 is predicted, using least squares regression, to be 
30,140. Sixteen judges could process, in 1978, at a productivity level 
of 62 minutes per case, approximately 24,774 cases. Assuming the 
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conviction rate is the sane as in 1977, approximately 75% or 18,580 
offenders are con vi cted. Of those con vi cted, approximately 30% or 5574 
offenders are sentenced to terms 1 n the county pri son. (In 1977, of the 
14,000 convictions, 4200 offenders wei~e sent to the county prison.) This 
is an increase of 33% in the work or caseload of the county pri son whi ch 
must, consequently, adjust to the changed perfonnance of the Chaos Court. 

An analyst performing this type of analysis should be cautioned 
agai nst taki ng too "mechani sti c" a vi ew of systetl operati ons. The 
crimi nal justi ce system rarely converts resource investments into 
benefits as di rectly as impli ed by margi nal uti'l ity-type analysis. 
Adaptability may be a more appropriate term to use when describing the 
criminal justice systen. "For exanple, the number of commitments to 
correct; onal lnsti tuti ons by the courts generally are greater than or 
equal to the anount of space. When more prison space is available, more 
offenders are sent to prison. Such action is probably due to the 
infonnal infonnational networks which exist. Because of this 
informality, such feedback and change is difficult to anticipate and 
measure bu~ soould be accounted for by the analyst."4 

Exhibit 6-23 illustrates thiS interaction between changes in 
resources and/or performance in the Chaos Criminal Court and its 
downstream impact on the work of the County Prison. Changes in Criminal 
Court act hi ty s i mil ar 1 y impacts the Pros ecutor an d Pu b 1 i c 0 ef en der 
c,lseloads and the work of poli ce who must testify at the increased number 
of trials. These interactive costs also must be factored into a final 
policy recoomend~tion on the input/output analysis for dealing with the 
backlog problem. 5 
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EXHIBIT 6-23 

MARGINAL UTILITIES AND INTERAGENCY 

EFFECTS OF CHANGING RESOURCES AND/OR PRODUCTIVITY, 

CHAOS CRIMINAL COURt AND COUNTY PRISON, 1978 

, Chaos Criminal 
Court Resource Agency- to - Agency Effects 

and Performance 
Indicators 

a; If) 

,5 CD 
g) ~ .. 
as '., 

:E ::;) 

Chaos Implications 
Criminal Court 

Output Indicators 

County Prison 
Output Indicators 

'i ., 
c ,! 'ji = .. 
as ... 

:E ::;) 

County Prison 
Resources end 
Performence 

Indicators 

t 
Change in 

Resourcft Level. 
Mix and/or 
Productivity 

I 

Source: HypotheticBI DBtB 
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II I. Sumnary 

This chapter began with a description of the criminal justice system 
and how flOt'/ charts are used to analyze it. As indicated in Exhibit 
6-24, flow charts should be used along with the descriptive methods 
covered in chapter t.hree to fully cl arify the system problems being 
examined. Three concepts used to analyze systems were discllssed. 
Parti cul ar emphasis was gi ven to system operati ons whi ch was el aborated 
into its component variables and measures. These were used to conduct an 
Input/Output analysis of the Chaos Criminal Court's operation during the 
1973-1977 period. While few of the comparative or inferential methods 
were used in the example, as Exhibit 6-24 indicates, they may be 
appropriate in an Input/Output analysis for testing hypotheses and/or 
making predictions of system operations. 

Finally, the study of crimi nal justi ce system operati ons mi ght 
include consideration of each of the following functions: 6 

(1) 

( 2) 

(3 ) 

(4 ) 

( 5) 

~! I 

Patterns and Trends in Operati ons 

This includes the elabm'ation of 'input, 
performance, and output indicators over time and 
between agencies and/or jurisdictions; consideration 
should be given to the level, rate of change~ and 
mi x of these i ndi cators. 

Administrative Profiles 

The standards and obj ecti ves of ~he agenci es and 
organizations under study are made explicit, as are 
the uses of such standards and objectives to monitor 
system operati ons and to prepare excepti on reports. 

Envi ronmental Profil es 

Demographic, crime, and other environmental 
vari abl es that have a di rect impact on crimi nal 
justice agency operations are discussed. 

Predicting System Operations 

Forecasting caseloads, resources and output in 
light of changing levels of performance requires the 
use of i nf erenti al methods and input/output 
analysis. It may also require consideration of 
future crime volume by type of crime. 

Pol icy Opt ions 

Resource and performance issues in light of 
changing patterns in caseloads and output are 
di scussed. Provi di ng insight into the i mpl i cat ions 
of resource allocation decisions and progrcm and 
policy options for decision makers is a major theme 
of this chapter and of this text. 
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CHAPTER 6 SUMMARY CHART: 

DATA INTERPRETATION SYSTEM 

No 

Flow 
Chal1e 

System 
Concepts 

Input/Output 
'Analysis 

Six System 
Conceots t--... ~ 

~_~ Six System 
Concepts 
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1U.S. Department of Justice, National Criminal Justice 
Information and Statistics Service, Dictionary of Criminal Justice Data 
Terminology, A Report prepared by Search Group, Inc. SD-DCJ-1, 1976, p. 
37. 

2G. Hobart Reiner et. ale Crime Analysis o~erations Manual, 
Integrated Criminal Apprehension Program, U.S. Oepar ment of Justice, 
LEAA, June 6,1977, pp. 1-7 to 1-9. 

3U.S. Department of Justice, Dictionary, pp. 20 and 40. 

4Marianne Zawitz and Benjamin H. Renshaw, Memorandum to Richa,rj 
Ulrich, Bureau of Criminal Justice Statistics (January 21, 1980). 

5This chapter focuses on introducing an approach to analyzing 
system operations. Readers with interests and skills beyond those 
treated are encouraged to co~s;der the ,developing, 1iterat,ure, in 
operations research and economlCS as app11ed to cnmlna1 Justlce. 
Following are selected publications that should be useful in this regard: 

Alfred Blumstein and Richard JaY'son, "A Systems Approach to the 
Study of Criminal Justice," Operations Research for Public Systems, 
Philip M. Morse ed. (Cambridge:, MIT Press, 1969). 

Alfred Blumstein, "Management Science to Aid the Manage~: An 
Example from the Criminal Justice System" Sloane Management Revlew 15 
( Fall, 1973): 35-48. 

Richard C. Larson and Jan M. Chaikin, "Methods for Allocating 
Urban Emergency Units: A Survey" Management Science 19 (Dec. 1972): 
110-130. 

Stuart Nagel and Marian Neef, "What's New About Policy Analysis 
Research?", Transaction/Society, 1978. 

R. W. Anderson, The Economics of Crime (London: MacMillan Press, 
1976) . , 

Lee R. McPheters and William B. Strong, ed. The EconomlCS of 
Crime and Law Enforcement (Springfield: Charles C. Thomas, 1976). 

6Suggested by a similar list prepared by the Internatio~a1 
Association of Chiefs of Police. See Samson K. Change, et. al. Cnme 
Analysis System Support: Descriptive Report of Manual ,and Autqm~ted 
Crime Analysis Functions. A Report prepared for the Natlonal Cnmlnal 
Justice Information Statistics Service, LEAA, May, 1979. 
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Introduction 

CHAPTER 7 

PRESENTATION OF FINDINGS 

This chapter suggests methods of maki ng effective presentat10ns both 
written and orally before an audience. '(he importance of a strong 
presentation cannot be stressed enough since all the products of analysis 
are useless if they are not persuasively presented to the proper 
individuals and organizaUons. The chapter is divided into three parts: 
(1) an il'ltroduction covering the factors that should be considered in 
pt'eparing a presentation; (2) a discussion of the role of the analyst in 
making a pre.sentati on; and (3) gui deli nes for preparing improved written 
reports and oral presentation. 

I. Considerations in Preparing a Presentation 

The problen of organizing facts and opinions into an orQanized 
pY'esentati on is a major chal1 enge in doing analysis. The preparatf on for 
presentation is necessary to develop a strong argument. When 
presentati ons are not properly prepared, essenti al f acts and messages may 
be camouflaged, miSinterpreted, or lost. There are several factors that 
the analyst should consi der in preparing a presentati on, these i ncl ude: 
(1) the objecti ves and organizati on of the materi al; (2) the 
responsibilities of the presenter (or writer); and (3) the pitfalls of 
inadequate preparation. 

A. Obj ect1 ves 

A well-written or presented problem statement develops in the 
audience a clear sense of the underlying concerns that motivated the 
analysis. At a minimtm the statement needs to cover why the problem ;s 
important and in which areas the decision maker cnn effect1vell devote 
the~jr attention. Not only should the analyst addr(~ss the nature of the 
problem, but also should relate the message to the decision maker'S 
authority. 

A second objective is to organize the material effectively. IISound 
organizat10n is characteri zed by unity, coherence, re1 evance, 
conciseness, and comprehensiveness.1I1 

Unity refers to the development of a central theme to which each 
component of the report or presentati on may be linked. Making the theme 
explicit in a single clear statement or paragraph should have a high 
priority in preparing a presentation. Coherence is thu overall structure 
or deSign of the: report. In the concluding section of this chapter a 
recomnended format for developing a written problem statement is 
presented. Using such it format, as well as providing links between 
sections of your presentation, should increase coherence. 

The relevance of a presentation is, 1'n part, a function of the 
analyst's understanding of his/her audience and the minimizing of 
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distracting anecdotes, opinions, and images which seem to be related 
the subject. The analyst should weed out such excess material unless 
can be ti ed convi nci ngly to the theme and subj ect of the presentati on. 

to 
it 

~I I 

The analyst should avoid repetitive and/or redundant information. 

A very cOlllnon organizational fault 'is to deal with a topiC, drop 
it, take up a second idea, perhaps a third, and then return to 
the first. The beginner is learning to be concise when (he/she) 
can cut dis/her message into parts and paste it together again 
so that all of the statements about a given topic are clustered 
togeth~r .2 

Another organ i zat i ona 1 cons i derat ion is comprehens i veness. All important 
concerns, and hypotheses and the central theme need to be dealt with. The 
amount of detail and depth of a presentation varies, of course, by the 
audience'S understanding and knowledge of the subject. Exhibit 7-1 is a 
technical checklist to use as a guide in r~!Viewing the comprehensiveness 
of your analysis. A major purpose of a preparation is to famili arize 
yourself thoroughly with the materia'!. When making a presentation, the 
analyst should assllTle ownership and responsibility for its content. By 
following this checklist, a quality control check is made, at the same 
time the analyst is revi ewi ng the content of the materi al • 

The conceptual foundaticm establishes the presentation's theme, must 
be clearly stated, and rl"1ate directly to the audience's concerns. The 
hypotheses should relate directly to the theme and be measurable, 
accurate, testable, and important. They should as well cover the 
magnitude of the problem, its rate of change, temporal aspect, 
seriousness, persons affected, spatial aspects, and the system's response 
to the problem. Measures used in the analysis should be correct, 
properly and fully interpreted and useful to the reader or audience. 

B. Analyst's Responsibilities 

The responsibilities of the analyst in preparing a presentation 
include: (1) making certain the information is transmitted clearly and 
succi nctly; (2) assuring that the materi al is in a form and 1 anguage that 
is meaningful to the audience or reader; and (3) "selling the product" 
and not just presenting a "problem statement." The relatively brief 
attention spans of most audiences means that rambling, prolonged, or 
confused presentations will "turn off" many individuals and alienate 
others. With few excepti ons most of the probl ems crimi nal justi ce 
analyst's dea1 with are complex, impinging on other systems, other 
problems, and real people. These "others" may be of primary importance 
to the audience and a skilled presenter will build these 
interrelationships into the material. 

The effort expended between a first draft of a presentati on and its 
final form is usually significant. The process of revision and 
refinement involves several activities. These include: 

• altering the, approach and language to better su~t the 
audience; 
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review1ng the technical content; 
recon

l
sldering the evidence used to support 

conc usions; and 
reconsidering the 

the 

arrangement of materi al .3 

Refi nement s houl d be consi de d 
mus t be made dead 11 nes 0 re a conti nuous process. However, 
conventional ~;Sdom intuiti~~ur a,nd, unless the analyst is 
on the decis;on-maki'ng process: or worse will be the dominant 

EXHIBIT 7-1. 

TECHNICAL CHECKLIST 

• 

deCisions 
prepared, 
influence 

ItS tthere a well-stated conceptual foundatl'on s a anent? for the probl em 

• Have the critical hypotheses been selected? 

• 
• 

Are the variables and measures reliable and valid? 

Are the statistical techniques used appropriately? 

• Are the data used effectively and interpreted correctly? 

II. Achieving Perspective 

A major aspect of preparing at' 
understandi ng about the i ntended pr~fen at 1 on is the deve 1 or.ment of an 
decision-making Three au ence and the analyst's role in 
crimi nal justi ~e anal s~oupsr which usually comprise the a.udi ence for 
administrators, and pr;'~ate c't~ze~!ecteEd hOf:icia~s, criminal justice 
needs to which the analyst should' try 'to r~cspon~~ dlfferent interests and 

, For example, politicians tend to b ' 
1 dealogi cal. They frequently must work d ~h pragmatl c rather than 
the demand for action. In dealing with C~~f~~ct eposlt:teissi of a crisis and 

, 1 cans try to: 
(~) ankticiPate public and interest group reactions 
( ) ma e use of political symbols 
(3) simplify issues 

((54)) bPersona1ize and particularize issues 
e solution-oriented 

Criminal justice administrator i 
agency-oriented. Their focu s, n contrast, tend to be program and 
~nd responsibility. Aanini;tr~~o~~equent~y on issues of accountability 
Jurisdiction of problems, the criti are rawn in~o confl icts over the 
resource all ocat ion. Aaron Wi 1 dav Cki sm _ of perf orm ance or operations, or 
by bureaucrats used to mai ntain S Y isuggests sev~ral strategies taken 
budget. Sane of these include f1n3f nc~ease the1: allocation of the 

ng an cultivatlng clientele groups, 
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acting confident and cultivating trust from other decision-makers, and 
avoiding over-promising and under-performing. 4 Analysts need to 
consider such aspects of their .environment if they are to be an influence. 

Public and organized interest gy'oups play an important part in 
criminal justice decision-making. The! analy.st should be sensitive to 
their perceptions, interests, and needs. 

The issues of fear of crime and concerns over government costs are 
common to public discussion of criminal justice. The public, as do 
interest groups, uses a variety of methods for communicating their 
feelings and beliefs to decision makers. These range from 

r I 

1 etters-to-the-editor to public. hearings and informal meetings. The 
analyst should monitor these expressed interests and consider them in 
prepari ng a presentati on. 

Another important element in achieving perspective is to understand 
fully your own role in the decision making process. Chapter 1 discussed 
this issue in some detail. One additional concept that may be useful is 
the disti ncti on between the old and new expert presented in Exhi bit 7-2. 
Reality rarely exists in terms of opposites as presented in the exhibit. 
However, the contrasts are useful in describing the orientation of this 
text in terms of the role analysts should play in decision-making. A 
second perception of the analyst's role is presented in Exhibit 7-3. 
Most of these rol e types are not mutally e~cl usi ve; that is, each analyst 
tends to integrate the consultant, trainer, and leader roles into a styl~ 
that is suited to the situation and the individual's personality. 
Neverthel ess, the emphasis is on the analyst being both responsi ve to the 
needs of the deci si on maker and a probl em-seeker .. 

III. Guidelines for Effective Presentations 

The following guidelines are relevant to both the preparation of a 
written report and the preparati on and deli very of oral presentati ons. A 
basic theme running throughout these guidelines is that the analyst 
shaul d sti ck to a pri ority message. An analyst cannot expect to convey 
all that is known about a problem or all the data collected and analyses 
performed; rather, the analyst must sel ect and develop pr10rity messages 
which are of major importance to the decision-maker. A related theme is 
that decision-makers have limited time to devote to the task of listening 
to or rt -. .Ji ng a staff report, regardl ess of the cr i ti ca 1 nature of the 
problem or of the effort devoted to the ana'lysis. If the analyst doesn't 
maximize this opportunity, it will leave the audience with a blurred or 
incorrect impression. Following is a discussion of two factors that need 
to be consi dered in devel opi ng an oral or wri tten presentati on: (1) 
organization and (2) emphasis. 
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EXHIBIT 7-'2. 

CHARACTERISTICS OF THE OLD AND NEW EXPERT 

Old Expert 

Solution Oriented 

(defines a problem in 
terms of a solution) 
bounded 
emphaSis on primary effects 

simp 1 ifyi ng 
assumption accepting 

Question Answer)~g Expertise 

error denyi ng 
surpr i se-free 

System Cl osi ng 

e liti st 
technocratic 
comforti ng 
conflict masking 
product oriented 

Organization· Captive 

protected 
"hired gun" 
i nstituti onal 
client-oriented 

Politically Explicit 

late in political process 

choice related 
well-defined expectations 

New Expert 

Problem Oriented 

(explores a situation to 
find the problem) 
unbounded 
secondary and tertiary 
effects . 
complexifying 
assumption challenging 

Qgestio~ Asking Expertise 

error emo rac i ng 
surprise embracing 

System Open i ~.9. 

democratic 
pub lic 
threatening 
conflict exposing 
process ori ented 

Boundary Spanning 

exposed 
free floating 
personal 
issue-opportunistic 

Politically Ambiguous 

early in political 
process 
issue formulating 
uncertain expectations 

Source: 
to Learn 1sa~U~;~n~~s~~~algo~~e~~~~:~lpU~~1~~:~~:n~9~g)~1~~ r~95~lannfng 
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EXHIBIT 7-3. 

ROLES OF THE ANALYST 

Role TyPe Function 

Conveyor To transfer knowledge from producers 
(scientists, experts, scholars, develop­
ers, researchers) to decision makers. 

Consul tant To assist decision makers in ,identifi~a- , 
tion of problems and resources, to ass1st ,1n 
linkage to appropriate re,so,urces; to ,ass~st 
in adaption to use: fac1l,tator, obJectlVe 
observer, process analyst. 

Trainer 

Leader 

Innovator 

Defender 

To transfer by instilling in the decision 
makers an understanding of an entire area of 
knowledge or practice. 

To effect linkage through power or influence 
in one's group, to transfer by example. or 
direction. 

To transfer by initiating diffusion in the 
criminal justice system. 

To sensitize the decision ma~e~ to t~e 
pitfalls of innovations, to mob11iza publ~c 
opinion public selectivity, and PUb~1C 
demand for adequate applications of analys1s. 

Source: Adapted from R. Havelock in Donald Michael, On Learning to Plan 
and Planning to Learn (San Francisco: Jossey Bass, 1977), p. 243. 

A. Organizati on 

There are many approaches to organizing a presentation. Following 
is a list of rules, suggested by David Ewing, that can b~ used to ,help 
select the particular facts and ideas that will be 1ncluded 1n a 
p resentati on: 

r I 

1. Consi der how much background is necessarY
d 

bt~fOnrse YfOorU 
present ideas, directives, or recommen a 10 
change. 

2. Your cred ibil ity with YOUir readers affects your 
strategy. " d 'c: 

3. If your audience disagrees W1thb Ytohur ,1d eas for thle'~ 
uncertain about them, present 0 S1 es 0 
argument. , 

4! Put your strongest points 1 ast if~ tthe 'faU9ti e~cse no't~" 
very interested in the argument , 1 rs , 1 1 
so i ntere sted • 
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5. Do not hope to change attitudes by offering 
i nformati on alone. 

6. "Testimonials" are most likely to be persuasive if 
drawn fran groups with which readers (or the 
audience) associate. 

7. Be wary of USing extreme or "sensational" claims, 
facts, or examples to support your message. 

B. Tailor your presentation to the reasons for reader's 
(or i,iudience's) attitudes, if you are pretty sure of 
them.S 

Such a set of r'ules helps to identify the priority messages. It also 
makes clear the importance of the intended audience in developing and 
organizing a presentation. 

A general pattern or framework shaul d be used to integrate the 
different pieces of infonnation. Sane of the more common patterns are: 

• 
• • 
• 
• 
• 
• 
• 
• 

• 
• 
• 

ti me order (hi stori ca 1, or when gi vi ng di rect ions, 
what is to done fi rst, second, 1 ast); 
space order (geographical, left to right); 
classification (such as crime or system operation 
concepts ); 
cause and effect (first outl ine causes, then discuss 
effects, useful in predicting future events); 
simple to complex (begin with descriptive analysis 
and 1 ntroduce more comp'lex analyses gradually); 
problem-solution (begin with analysis of problem, 
then suggest solution); 
proposition-support (state your case, then provide 
evi dence ); " 
support-proposition (provide evidence then draw 
proposition as conclusion Oi" allow audience to infer 
proposi ti on); 
effect to cause (first di scuss effects, then suggest 
possi ble causes usefu'J in analyzing present 
problem); 
method of residues (list representative solutions, 
then object to and eliminate all but the last); 
climax order (list points in increasing order of 
importance); and 
ant i cl imax (1 i st poi nts in decreas i ng order of 
importance) .6 

B. Emphasis 

Emphasis ina presentati on is the consequence of organi zati on as 
well as the methods used to c1 arify and i nterpret~ There are three 
concerns in this regard: (1) the effective use of data; (2) the use of 
contrasts and canparisons; and (3) anticipating audience or reader 
questi ons and isSlISS. 
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1. The Use of Data 

The pupose of data ina report or presentati on must be cl early 
understood by the analyst and the reader. 

In general, observati oris have most val ue when the 
investigator has examined them, made some interpretation, 
and arranged them to show some pattern. The average reader 
does not want raw data any more than he wants raw sugar 
cane. Both have value, but the refined product is usually 
the more pal atabl e. 7 

Sane general considerations in selecting data for a presentation are! 
(1) data must be consistent and, supportive of the narrative; (2) 
selection of data should be based on their relevance, clarity, accuracy, 
and their assistance to the reader in understanding the problem; and (3) 
too much or poorly organized data can confuse a presentation. All 
tables, charts, and graphs used 1n a presentation should be fully labeled 
and correctly interpreted in the narrative. A good report or 
presentation does not leave the interpretation of the data up to the reader. 

2. Contrast and Compari son 

A well-prepared presentation makes use of silent contrasts and 
compari sons and powey'ful combi n,at; OI1S to achi eve emphasis. Pr.obl em 
statements should provide, if possible, a sense of the dynamics of a 
problem, i.e., its history, current status, and future consequences. The 
analyst shaul d try to rei nforce a presentati on by compari sons and 
analogies with which the audience is familial". Exanples and 
illustrations drawn from neighborhood aspects of the problem or a 
specific incident of the problem are more easily understood by an 
audience than are conceptual arguments. The use of comparisons and 
contrasts~ the audi ence understands focuses and hol ds attenti on and hel ps 
peopl e to remember the pri or; ty mess ages. 

3. Audience Awareness 

Emphasis also is based on the analyst's perception of his/her 
audi ence. The assumpti ons of a presentati on should be made expl i cit. 
The presentation should be critiqued prior to its delivery to develop an 
awareness of what the weak poi nts are and what quest; ons may be 
anticipated. Rehearsal and editing should be from the audience or 
reader's perspective and responses to 'anticipated questions should be 
either edited into the presentation 9r planned for. Finally, the analyst 
should use terms important to the audience. While technical language is 
helpful if the audience knows it, it is not helpful if there are no 
techni cally b'a'! ned peopl e. 
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IV. Preparing a Written Report 

A written report typically provides greater detail than an oral 
presentation, it may be used to supplem~nt ~n oral p)'esentati~n or 
stand-by itself and it can be broadly dlssemlnated. In developlng a 
written report the author should avoid n!ajor omiss,ions. of evidence. and/or 
interpretation. The importance of 10glcal organlzatlon and conslstency 
in form and content should be based on the reader's needs. Poorly 
organized reports have little impact. The use of an organizing f:amework 
is as important in a written report as it is in an oral presentatl0n. In 
Exhibit 7-4 a recommended outline for a Problem Statement is illustrated. 

Secti on 1.0 

Section 2.0 

Secti on 3.0 

Secti on 4.0 

Secti on 5.0 

Section 6.0 

EXHIBIT 7-4. 

WRITTEN REPORT ORGANIZATION 

Introducti on 

1.1 Statement of concerns 
1.2 Nature and source of concerns 
1.3 Scope of concerns 

AnalYSis MethodolQgy 
" 

2.1 Definition of'terms used 
2.2 Measurement reliability and validity 
2.3 Data collection procedures used 
2.4 Statistical methods used 

Findings 

3.1 Conceptual Hypothesis #1 - Supporting 
and measurement hypotheses, 
interpretations, and conclusions 

3.2 Conceptual Hypothesis #2 - Supporting 
and measurement hypotheses, 
interpretations, and conclusions 

3.3 Etc. 

Discussion of findings in general 

4.1 Discussion of findings in relation 
concerns expressed 

4.2 Discussion of limitations 

Summary 

5.1 Highlights 
5.2 Conclusions 

Appendices 
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Thi s f onnat is consi stent with t~e l~giC ho~~~ ~r~c~eu~~e~lldiso~US~~ 
throughout the text. A. problem stat-emen sll information may not be 
indicated infonnation: 1 In d~:n{~ 1m":yta~g:s r:q~ire all that 1S indicated. 
avail ab1 e, or a SpeC1 a au - di to whan the statement 

i~ ad~~{~~d s ~~l ~u:l w~r, ~~ a~~e p~P;..'fi .o~u t~nC;~fg;:i :cc:d!~:~ ~;I s F r.; 
exanp1~" one 0kf th~ S1hog~if~ga~~n~~Oyb\~p~r~nan~~~ai1s. gspec;a1 formats 
a dec1s10n rna er 1S . S can be instrlJ11enta1 in 
such as in Exhibit 7-4 ar an Executive ,unmar! cif1c areas 
building interest, CO~fide~fe'A an~t d~~ec~~~~l::i"~~t~nt~fss~aPter, is a 
~~lf~ed:~~~0;:N°;;~b1efP:rat:ment prepared by Chaos City analysts. 

i i ng a wri tten report is A second important consi derat1 on n prepar do different sty1 es 
the s ty1 e of wr1 ti ng. Ew1 ng i dent 1 f 1 es over a zen 
i ncl udi ng: 

• • • • • • • 

abstract, bloodless; 
elaborate, meticulous; 
excessive, redundant; 
fi gurati ve, metaphori cal; 
1 og1 ca 1, sys temat i C; 
oratori cal, fl. ower; and 
p1 a; n, strai ghtforward. 

He suggests, and don 'ts far any sty1 e:" in add1 ti on, sane "do's 

1 Vary the structure and 1 ength of your sentences. 
• Avoid the e1ongated-ye110w-fruit school, (i.e., hou)se becanes 

2. an abode, habi tat, 1i vi ng quarters, "dom1 C1 1 e., etc: h extreme 
3. Go easy on euphemi911s (e·

d
9 •h" toer11,icmai1nadto~geW}~r the word 

4. 

5. 

prej udi ce" was a euphemi sm an 1 s 
"kill") No matter how techni cal your ~ommuni cati on, try to frane 
sane thoUghts in an active who-dld-what-to-whan, way. • 
Avoid excessive words (e.g., in the proxim1ty of, ne~r, 
resultant effect, effect; and advance planning, planning.) 

V. Conducting a Briefing 

re are three f actors to be aware of in conducti ng a bri efi ng: 
(1) t~~emateria1s used; (2) theMm;nn~r1~f t~~se~!;t1~n;us~~d ~;\~~;~;:i~~ 
proper emphasis and balance. a er a re ort and visual aids. 
oral presenta~i on i

de
llC1 U1de a ~u~f~u~~i~~ n~o o~i st~i bute to the audi ence 

The analyst m1~t va op a r , t t d that highlights 
that succinctly cov,:~rs the ~~ie:i~~af ~1o~SenSuc~ as a flip chart, 
priority message1si'd The u~; effective if they are clear, neat, and 
overheads, or s es can 1 lid for a presentation be sure they 
informative. In devel~pin1gt v mS~:sag~s sand integrated into the delivery. 

~~~, ~e~~~~~ ~~aihet~r a~1.:nce ~ will see 1:, t~1~arl1;U1S~g;h~~~ !heV1~~~ 
me ani n 9 you g1 ve to 1 t · BYenatPaPr'yO Pgr~ 1ajf ~gy t ~ au9d 1 en ce I s f nt er pr et at 1 on Ii 
a1 d and us1 ng proper comm 
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employing visual aids can have significant positive effects on a 
pres ent ati on. 9 

The manner of presentation also is a significant factor. This 
includes specifying individual responsibilities if more than one person 
is involved, giving attention to, the audience's needs, and paying 
attention to delivery style. Frequently a group will give a presentation 
in whi ch specifi c assi gnments have not been made. The consequences are 
obvious to the audience and embarrassing to the presenters. In 
considering the audience make sure that the presenter: (1) faces them; 
(2) locates the visual aides in a manner so that they ,are easily read; 
(3) avoids "loaded" words and negative s~bo1s; and (4) is responsive to 
their reactions and questions. 

Finding a balance in an oral presentation requires the analyst to 
prepare a delivery that is both technically complete and has perspective 
on the problem. Problem specification, measurement, and data 
interpretation must be refined and adjusted to the interests and concerns 
of the aud i er'lce. 

VI. Conqlusion 

A well prepared Problem Statement, is a delicate balance between 
concepts, variables, meaSlr,~es, hypotheses, and data interpretation. 10 
If too little emphasis is given to the conceptualization of a problem, 
the resulting hypotheses' and data interpretation will suffer. (See Chart 
I of Exhibit 7-5). Typically, when too little thought is given to 
concepts, the result is massive "number crunching" without the production 
of much information. The analyst canpares, graphs, contrasts, correlates, 
tabulates, and re-analyzes large vol,urnes of data which result from an 
aiml ess searching when specifi c hypotheses are not constructed. Suppose 
a patrol commander were to ask for an analysis of the department's 
performance witt-tOut, reducing his vague concerns to specific concepts. 
The result would be dismay, ambiguity, an excessive number of analytic 
false starts, and the production of a confusing accllTlulat;on of answers 
without questions. 

Another type of imbalance involves insufficient measurement. In 
this situation, concerns have been refined to specific concepts; but the 
process for securing data to analyze these concepts is haphazard, 
unsci entific, superfi ci al, or mi 9llanaged. Not i nfY'equently, the analyst 
is presented with specific questions; but, due to the pressures of time, 
inadequate preparation, or insufficient technical capability, the 
measurement of the concepts is insufficient or inadequate. The statisti­
cal procedures employed are superfi ci ale Sanpl ing procedures are 
1 nadequate. The amount of data gathered is too small or unrepresentati ve. 
tive. Canputational errors are made, and inappropriate statistical proce­
dures are applied. (See Chart II Exhibit 7a 5). 

For exanple, the analyst responds to the patrol cOl11nander's concerns 
about performance by examining only the calls for police service on 
Fri day and Saturday ni ghts, disregarding the other days of the week. Or 
imagi ne if the analyst doesn't take' into cons i derati on seasonal 
fluctuations and the effects of weather conditions on response time. 
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EXHIBIT 1-& 

PROBLEM STATEMENT TRIANGLE 

1 Analysis With Inadequate Problem 
• Specification And Measurement 

Lacks 
Problem 

Specification 

/', 
~~, Lacks , , 

/ , Measurement 
./ , 

/ , 

Problem Statement 

Adequate Data Interpretation 

I • W'lth Inadequate Measurement II. Ana YSls • 
And Data Interpretation 

Adequate' 
Problem 

Specification 

, Lacks 
, Measurement , , , , , 

----.----~ 
~--~k. oa; Interpretation 

III. A W&iI ~~tianced Analysis Produces 
Adequate Problem Statements 

Adequate 
Problem 

Specification 
Adequate 
Problem 

Statement 

Adequate 
Measurement 

Adequat9 Deta Interpretation 
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Supposing the analyst only uses graphic or stat1stical techniques with 
which he is familiar even though the data do not meet minimll1l 
assumpti ons. This type of imbal ance resul ts in probl em statements whi ch 
are superficial and unSUbstantiated. The results of such analyses are 
difficult to replicate and do not lead to confident generalizations. 
Si nce this imbal ance frequently resul ts in superfi ci al analyses, the 
resulting problem statements may include suggested alternatives which 
attack s)111ptans not problems. They address the transitory aspects of the 
problem and may not result in any long-term solutions. 

A well-balanced Problem Statement consists of adequate problem 
specification, measurement, and data interpretation as illustrated in 
Chart III of Exhibit 7-5; also important are the organizational and 
delivery considerations discussed in this chapter. These are presented 
in the concluding chart -- Exhibit 7-6. Each aspect of an analysis __ 
fran identification of concerns to delivering a report -- warrants 
attention to detail in its perfonnance and presentation. In this manner 
the analyst may have a greater confi dence in the accuracy and rel evance 
of his/her work and a greater impact on decisions effecting criminal 
justi ceo 
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EXHIBIT 7 .. 6 

CHAPTER 7 CHART: PRESENTATION OF FINDINGS 

Technical 
Checklist 

No 

Yes 

Yes 
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1Will; Ml Howell and Ernest Bormann, Present at; onal Speak; ng 
for Bus; ness and The Profess; ons (New York: Harper g; Row, 1971), p. 11l. 

2Ibid, p. 112. 

300nald H. Menzel et. al., Writing A Technical Report (New 
York: McGraw-Hill Book CanpCl'lY, 1961), pp. 15-20. 

4Aaron Wil davsky, The Politi cs of the BudgetoY'y Proces~, 2nd 
ed. (Boston: Little, BrCttln and Canpany, 1974), pp. 63-123. 

6HC7t'/ell and BormCl'ln, Presentational Speaking, pp. 120-121. 

7Menze 1, p. 37. 

SEwing, Writing For Results, pp. 364-411. 

9Howell and Bormann, Presentational Speaking, p. 268. 

lOne ideas in this st.mmary were suggested by Charles Friel, 
San Houston State Uni versity. 
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Introduction 

CHAPTER 8 

MANAGING ANALYSIS 

The management problems associated with doing analysis include: {1} 
maintaining the technical quality of the products by monitoring 
procedures and tasks; {2} using available staff effectively;, {3} 
controlling expenditures; and {4} ensuring the products developed are 
responsive to the decision makers' needs. In this chapter management 
skills and tools particularly useful in planning an analysis are 
covered. These include identifying tasks and procedures, establishing a 
schedule, labor allocation, and budget. These are presented iln the 
context of an Analysis Plan which is a written document or' oral 
presentation which systematically outlines and describes a sequence of 
events and procedures for conducting an analysis. 

I. Analysis Plan 

The structure of th i s text close ly para 11 e 1 s the components of an 
Analysis Plan. These components include: 

I. Analysis Objectives. 

, A. Questions to be Answered. 
B. Problems Specification. 

II. Analysis Procedures. 

A. Elaboration of Measures. 
B. Data Collection Plan. 

III. Analysis Methods. 

IV. Presentation and Disse\,,;nation Plan. 

V. Work Plan 

A. Tasks and Schedule. 
B. Labor Allocation. 
C. Budget. 

Establishing the objectives of a proposed analysis has several important 
dimensions that were discussed in some detail in chapters one and two. 
The statement of objectives should be convincing in terms of the 
importance of the proposed analysis and clear in terms of what is to be 
included and what has been left out.1 In addition, t.he problem 
specification should identify good hypotheses easily link,ed to the 
objectives and questions the analysis is to address. 

The second part of an Analysis Plan presents a discussion of the 
sources of data and data co 11 ect i on procedures to be used. The analyst 
should make explicit the specific data to be col'lected, where and how 
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this data is to obtained, and the instruments to be used (e.g., 
questionnaires, interview protocols), if any. Chapter 2 covered many of 
the techniques and issues central to preparing a Data Collection Plan. 
However, an important subject area in this section of a plan, not covered 
by this text, is of research design. The quality of criminal justice 
analysis depends, in large part, on the design choice, particularly in 
doing evaluative studies. 2 

The third part of an Analysis Plan indicates the methods that will 
be used in examining the data for each hypothesis. In preparing this 
secti on be sure to check the assumpti ons and appropri, ateness of the 
methods selected.3 Should the need arise for unfamiliar multivariate 
or advanced methods, experts should be consulted to ensure appropriate 
selection and application. 

An important component of an Ana lysi s Pl an is a descripti on of the 
expected products. A detailed outline of the ,final report might be 
included and a discussion of the methods for distributing information 
about results presented. A central issue in this section is the 
identification of the primary and secondary audiences for the information 
and the methods of communication to be used to reach these audiences. 

The last component is the Work Plan which is the major focus of this 
chapter. This portion of an Analysis Plan outlines the tasks and 
activities of the analysis, identifies major events and milestones, and 
establishes a schedule. It is important that this schedule and 
description of tasks be consistent with the prior sections of the plan 
and pravi des suffici ent time for each of the critical tasks such as data 
collection or report writing. Also included in the Work Plan is the 
labor collection or report writing. Also included in the Work Plan is 
the labor allocation which identifies, by position, the time necessary to 
complete each task. The last part of the Work Plan is the budget. This 
is a translation of the preceeding sections into a statement of resource 
requirements. Typically, the rationale for all budgeted items is 
included in an accompanying narrative. Finally, there should be a clear 
correspondence between the budget, labor allocations, and schedule. In 
Exhibit 8-1 the different components of an Analysis Plan are identified 
and are linked to the respective chapters in this text which treat each 
topic. 

Analyses, like most administrative activities, require some degree 
of prior planning. Formal written Analysis Plans are the exception in 
most criminal justice work; most prior planning involves more of an 
intuitive mental checklist done more or 'less spontaneously when 
necessary. The degree of formalization in planning an analysis depends 
on several factors including the scale of the proposed study, the amount 
of resources involved, and the need to form a consensus about aspects of 
the analysis. In general, a more formal Analysis Plan is not required on 
small-scale studies, "crisis" studies, studies requiring confidentiality, 
studies not needing a consensus on what the problems are or how they 
should be analyzed, low-priority studies, and studies that are 
exploratory and which require significant innovation as they proceed. 
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EXHIBIT 8-1 

ANALYSIS PLAN DEVELOPMENT, COMPONENTS, AND USES 

Specify Select State concern concepts, 
Assess Identify Select 

Identify 
presentation for which variables, measu/'es & select analysis 

Perform audience 
format & 

analy~is is and data analysis and use measures, techniques dissemination 
needed hypotheses 

hypotheses sources for findings 
procedure 

Questions P'roblem Prioritized Data Selected ! nterpretation 
Audience Presentation 
identifica-to be sp~,cifica- list of collection analysis of tion & use 

and 
ans\iiered tion hypotheses plan techniques findings 

for products 
dissemination 

WHO 
WHAT 

WHY WHAT WHAT HOW HOW WHEN FOR FOR 

WHERE WHOM WHOM 

WHY 

MOL'ULE 1: MODULE 2: ~ODULES 3,4,5,6 MODULE7: 
PROBLEM METHODS OF PRESENTATION 
SPECh'=ICATION 
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ANALYSIS OF FINDINGS 
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Formal Analysis Plans are used to help assure accurate results 
produced in a cost-effective manner. By forcing the analyst to think 
through each of the components, potential sources of error may be 
eliminated and efficiencies achieved. The lack of analysis planning 
frequently results in missed opportunities, overspending, and inferior 
products. Such efforts, characterized as "data grubbing, II are usually 
based on vague understandings of concerns and are subject to criticism 
for being erroneous in their conclusions, are of poor technical quality, 
and are over-priced. 

Finally, there are many occasions when a formal Analysis Plan may be 
requil"'ed. Frequently budget requests and grant applications must be 
accompanied by an Analysis Plan. Federal, state, and private funding 
agencies usually require a detailed outline of a proposed analysis before 
authorizing funds to cover its cost. The outline in Exhibit 8-1 covers 
the types of issues raised by decision-makers about proposed studies. 

There are obviously many possible ways of organizing an Analysis 
Plan, but the major components generally are similar. The process of 
preparing such a plan follo\,ls the logic of the text. Following the 
Chapter Summary Charts presented in this text, in sequence, should be a 
useful guide. However, new information or insights may result in changes 
to the original hypothesis or the data collection efforts. The lack of 
available data or the complexity required to analyze certain hypotheses 
may result in a revised problem specificaton. Simi larly if the data 
collection effort is estimated to cost more than the available budget, 
cljanges in the plan must be made. However, it is important to work 
through each stage, and to link each component to all components, so that 
inconsistencies may be avoided, gaps in logic or design eliminated, and a 
strong structure for conducting an analysis established. 

II. Work Pl an 
. The Work Plan is one of the most important aspects of analysis, 

since scheduling and resource allocation are needed to ensure that the 
analysis tasks actually get done, are completed on time, and the results 
are of high quality. A number of management tools are available to 
assist in this effort. These tools are used to aid in determining: 

(1) the tasks and sequence of tasks necessary to complete 
the ana lys is 

(2) the types and amounts of manpower requ i red and spec i a 1 
skillS needed to peform each task 

(3) major milestones and target dates 
(4) a time schedule for use of resources to perform tasks 

Following is a discussion of each part of a Work Plan. These include the 
tasks and schedule, labor allocation, and budget. 

A. Task ing 

Tasking refers to the identification of tasks and activities, 
establishment of milestones, and the development of a time schedule. By 
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EXHIBIT 8-2 

STATE ANALYSIS OF LOCAL CRIME REDUCTION PROGRAM IMPACTS 
BY MONTH 

GANnCHART 
Ta.k. 1 2 3 4 • • 7 • • 10 

1. Project Orlentetlon ~ 
2. Ravllw Documentation. -3. Intlrvlew LoclI Steff and 

Collect B ... llnl Impact 
. , 

Deta 
4. De.Iun, Conduct, Analyza 

Vlcllmlzetlon Survey 

,'. evalulte PI.nnlng end 
Implamantallon Proc .. , t- -t 

•• Dra't Interim Raport 
Ilncluda Victimization --- 1--
Survey Rlluh,) 

7. Intervl_ Criminal Jullica 
and Public Offlcl,I, 

•• Collact Po.t-Implilmlnta-
lion Impact Deta ~ 

•• Evaluatl Efflct on Crimin-
al Ju.tlcl Syatam It Public 
and Implct on Crlma 

10. Dra't Final Repo~ 

11. Incorportte Revltwtr', 
Commenll 

12. Revl .. Final Report 
With Appended Commanll 

Progrt" Rlport, • • • .: . . . . 
Interllm or Final Report • • • 

Source: hypothelloal data 
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In the exhibit the rows are used to indicate activities or tasks. 
These should be discrete to avoid overlapping. In the proposed study 
there are 12 tasks identified. The analysis has been broken into four 
stages: (1) initial project orientation; (2) collection of pre-project 
data including interview data, official crime data, and victimization 
data; (3) collection of postproject data (including same items as in 2); 
and (4), preparation of a final report. 

The columns of this exhibit are used to indicate months of the 
project. Products are indicated by triangles, and lines indicate the 
starting time, duration, and completion data for each task. Task 4, the 
victimization survey, is scheduled to begin during the second month and 
conclude by the end of the fOl:lrth month. Note that in the sixth and 
eleventh months of the chart no scheduled activity is planned. These 
gaps are used to allow for slippage 'In the schedule. However, using the 
month as a time interval builds in an additional four week slippage 
automatically (4 x 12 = 48 weeks). To correct for this as well as to 
provide greater detail in scheduling, the pr'eferred time interval of a 
Gantt Chart is the week. Exhibit 8-3 presents a Gantt Chart for the 
first six tasks of Exhibit 8-2 (through drafting the interim report). 
Greater task detail is provided in the weekly Gantt and the automatic 
slippage is avoided. 

EXHIBIT 8·3 

GANTT CHART 
STATE ANALYSIS OF LOCAL CRIME REDUCTION PROGRAM IMPACTS, BY WEEK 

Titkl Wllkl 

1 2 3 4 II II 7 II • 10 11 12 13 1.. 111 111 17 111 1. 20 21 22 23 24 

A. Orllntillon 

B. Documlnt Rlvllw -i-

c. Intervllw Locel 8tlff 

D. Collict BI .. llnl 
Implct Oltl 

E. O •• llIn Vlctlmlzillon 
Survey 

F. CoII.ct Vlcllmlzillon 
Oltl 

0. Anlly .. Vlctlmlzillon ~ r--Oltl 

H. EVllultl SurvlY Pllnnlnll 
" Implementltlon 

I. Ore't Intlrlm Report 

" 
80urcI: hypothillcil dltl 
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2. PERT Ch art 

A limitation of the Gantt Chart is that it does not indicate which 
activities must be completed before others can begin or which sequence of 
tasks should be given highest priority. These problems are particularly 
significant in large and/or complex analysis projects. The PERT (Program 
Evaluation and Review Technique) technique was developed in the 1950's by 
the U.S. Navy for coordinating and controlling complex projects involving 
a large number of geographically dispersed contractors. In its 
application to analysis planning and management, PERT allows the analyst 
to examine the interrelationships of tasks over time. In turn, this 
information permits an estimate of the duration of those tasks which are 
expected to take the longest and wh i ch are cruc i alto comp 1 et i on of the 
project on schedule. 

Nine activities or tasks are identified in Exhibit 8-3. Exhibit 8-4 
converts each of these activities into its component events. For 
example, the Project Orientation (A) consists of two events: (1) start 
project and (2) complete orientation. In this manner 18 events have been 
identified for the nine activities. In the PERT Chart, events are 
indicated by numbered circles. Arrows between circles indicate 
activities that link events and the direction or. flow of these 
activities. The duration of each activity is indicated above the solid 
arrows. For example. the duration of activity I -- Draft Interim Report 
-- is four weeks.· Dotted arrows indicate a relationship but no required 
activity time, e.g., between (16) victimization data analyzed and (17} 
start interim report. 

In this report three tasks may be accomplished Simultaneously: 
staff interviews, ba~?line data analysis, and victimization survey. 
These separate tasks are indicated by the branching at event (4) into 
three paths. By adding the times along each possible path in a PERT 
Chart, the longest or critical path may be determined. 

Path 1: A, 8, D, H, I = 18 weeks 
Path 2: A, B, C, ,H, I = 17 weeks 
Path 3: A, B, E, F, H, I = 22 weeks 
Path 4: A, B, E, F, G, I = 20 weeks 

The critical path in this project is path 3 and it is 'indicated on the 
exhibit with shading. Delays of three, four and two weeks might be 
tolerated during the project along the other three paths without 
affecting the completion of the Interim Report. Any delays along the 
critical path would jeopardize completing the Interim Report on schedule. 

In an actual application, the PERT network could be specified in 
more detail. The classic PERT technique also contains procedures for 
estimating activity times where uncertainty is involved. Estimates are 
obtained for the "most likely" time or subtask manager; the person 
directly responsible for the work is reponsible for both the estimates 
and task completion. 

PERT is most useful for large-scale and complex problems such as 
schedu 1 i ng and track i ng the tasks a 1 arge metropo 1 i tan or state cr imi na 1 
justice Dlanning agency undertakes over a year period. However, PERT can 
also be useful on a more informal basis for smaller projects as wel' 
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EXHIBIT 8-4 

PERT NETWORK WITH CRITICAL PATH INDICATED FOR ANALYSIS PROJECT 
(TASK = TIME IN WEEKS) 

1. Start Project 
2. Complete Orientation 
3. Begin Document Review 
4. Finish Document Review 
5. Start Staff Interviews 
6. Finish S~aff Interviews 

() 
I( 

Events 

7. Collect Baseline Data 
8. Baseline Data Collected 
9. Design Victimization Survey 

10. Survey Design ComplGted 
11. Collect Victimization Data 
12. Victimization Data Collected 

Key 0 Event 
Relationship 

~ Sequence of events 

13. Evaluate Survey 
14. Complete Evaluation 
15. Analysis of Victimization Data 
16. Victimization Data Analyzed 
17. Start Interim Report 
18. Finish Draft Report 

A = 2 Time between events showing number of weeks 
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Project managers who have used PERT techniques say that its 
advantages are that it facilitates: 

• understanding the relationships and precise nature of 
the constraints during the development of an Analysis Plan; 

• monitoring progress and slippage during implementation; 
• identifying priorities for resource reallocation through 

use of the critical path as the highest priority; and 
• reminding individual task managers of their schedules 

and progress. 

Software programs for computerized PERT charting and monitoring are 
available. An example of the type of output available from a software 
package is shown in Exhibit 8-5. This exhibit shows information, for one 
of the task managers, during week 9 of the Analysis Tasks outlined in the 
PERT Chart in Exhibit 8-4. A major advantage of this system is that it 
provi des an automatic remi nder to task managers about the status of the 
work for which they are responsible. This computerized system removes 
the onus from the project managers for reminding staff of their schedule 
conmitments and the standardized reporting system similar-ly relieves 
managers of ongoing manual, data collection. 

In sunmary, Gantt Charts are a useful means for indicating the 
weekly time line for each task. They are easy to construct and easy to 
understand. However, they fail to show the interrelationship of tasks. 
PERT Charts a\~e used to identify precedent and concurrent rel at"'.onships 
between all activities and events. They help to identify priority tasks 
and to assess the probability of meeting deadlines. However, they are 
more useful for large, complex projects which are infrequently undertaken 
in criminal justice analysis.4 

B. Labor Allocation 

Once target dates and milestones, based on preliminary estimates of 
staff workloads and performance, have been identified on a Gantt Chart, a 
1 abor all ocati on chart can be developed. Know; ng how many person-hours 
to assign each activity requires that the analyst has completed similar 
tasks. A safety margin should be built in to each estimate since many 
managers tend to under-estimate the actual time necessary to complete 
analytic tasks. 

The first step in developing a labor allocation chart is to select a 
part; cul ar positi on associ ated with the project, i. e., Project Di rector 
or Interviewers, and indicate on the Gantt Chart the personnel 
requirements for the project. For example, in Exhibit 8-6 each weekly 
column indicates the planned allocation of the Project Director's time 
for each task. No more than 40 hours is allowed in each column; thus in 
week nine the Director is allocated 30 hours to interview local staff, 
five hours to help collect baseline data and five hours to help in the 
victimization data collection. The final column indicates the amount of 
the director's time planned for each task and the total time required of 
the director (880 hours). Approximately l7% of his/her time is planned 
for interviewing local staff and 18% for drafting the Interim Report. 
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EXHIBIT 8-5 

PERT REPORT 
STATE ANALYSIS ClIF LOCAL CRIME REDUCTION IMPACTS, 

2/3/77 

Page 1 Page 1 

Component: Local Programs OveralfResponsibility: John Buchanan Phone: 5364 

-------------------------------------------------------------------------------
Office Person Responsible 

Actillin Step 
Uescription 

Start 
Date 

Time Time % 
Est.* Used* Status Compl 

Pland New 
Compl Compl 

Documentation 
for Verification -------------------------------------------------------------------------------

Analysis Design James McPherson Design Interviewing 
Instrument 

Analysis Design James McPherson Training Interview 
Staff 

Analysis Design James McPherson Conduct Interviews 

Analysis Design James McPhersu;.:·.- Conclude Interview!; 

• (inDaysl 

This report lists each of the action steps for which you have primary rlesponsibiJity. 
Please report current status of thesl!l activities in the following mannler. 

1. Check the information under status (STA.I. "S" means that the action step is 
scheduled but not yet begun. "I" means that the action step is in Pltogress. And 
"C" means that the action step is complete. The space under VERIFICATION 
lists the documentation required to verify completion of the action step. A "V" 
in the status column indicates that the documentation has been received 
and recorded by the AIDP Office. 

Source: hypothetical data 

o o 

" 

1/3 5 5 C 100 117 Interview Instructions 

1/10 2 2 C 100 1/11 Interview Assignments 

1/12 18 20 95 2/3 2/8 Weekly Completion 
Checklists 

S 00 2/4 2/9 Completions Interview 
Checklist 

Signature 

2. Examine the information unde,' the percent complete (% COMPLI and status 
(STA.I headings. If the information presented is no longer correct, line through 
the incorrect information and place the correct information in the space above. 

3. If you must request a completion date later than the date listed, write this new 
estimated completion date in the new completion date (NEW COMPL.I column. 
This request will be reviewed by the person responsible for your component. 

4. Sign the report in the space provided and return the l~rm to Dr. Buchanan'S 
office. 

c' 

" 

.-
\ 

i 
I. 
I! 

Ii 
'I , 
II 

Ii 
11 

" II 

Ii 
~ 
II 

'\ 

Ii 
/1 
f 
II 
!} 

~ 
, 

..... 
-



» 

" 

~ I 

EXHIBIT 8-8 

PROJECT DIRECTOR, LABOR ALLOCATION ON GANTT CHART 

TASks Weeks 

A, Orlonlotlon 

B, Document RevIew 

C, IntervIew local Stoff 

0, Collect Bllsallne 
Impllct Dota 

E, Doslgn Vlctfmlzotlon 
Survey 

F. Colloct Vlctlmlzlltlon 
Doto 

G. Analyse VIctimization 
Dota 

H. Evaluoto Survey 
Planning & 
Implementotlon 

I. Draft Interim Report 

TololHours 

Sou rca: hypothotlolll data 

GANTT CHART 

Statu Analysis of loclIl CrIme Reductlo.n Progrem Impacts 

2 3 4 6 8 7 8 9 10 11 12 13 14 16 18 17 18 19 20 21 22 23 24 

~ ~ 

~ ~ 
30 16 36 36 36 

20 6 6 6 6 2U 

20 36 35 

35 6 6 6 6 6 40 

~ ~ 
20 10 40 40 

4040 4040 ... 
404040404040404040404040404040404040404040404040 

------------------------401--------------------------

ProJoct 
Dlroctor 
Hours 

eo 

80 

160 

60 

90 

100 

60 

110 

160 

880 

The! same procedure is followed for each position required to perform 
the proposed analysis. These Gantt Charts give a clear picture of weekly 
assignme!nts of staff to tasks by position. By consolidating the Gantt 
Charts as indicated in Exhibit 8-7, using only the total hours column for 
each Gantt Chart, an estimate of total task hours and the labor 
reqUirements of an entire project may be developed. The consolidated 
Gantt Charts are, then, directly transferred to the labor allocation 
chart in Exhibit 8-8. The labor allocation indicates the heavy emphasis 
given to the victimization survey and the need for part-time assistance 
to help in the victimization survey effort. 
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EXHIBIT 8-7 

CONSOLIDATED GANTT CHARTS 

Labor Allocation Chart - Obtained by Consolidating 
the Gantt Charts for Separate Positions 
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EXHIBIT 8-8 

LABOR ALLOCATION CHART 

Tasks 

A. Orientation 80 80 80 160 

B. Doc. Review 80 80 80 160 80' 

C. Int. Local Staff 150 150 150 160 

D. Collect B. Data 60 70 70 120 

E. Design V. Survey 90 80 80 120 160 

F. Collect V. Data 100 100 100 560 

G. AnalyzeV. Data 50 40 40 160 ,80 

H. Evaluate V. Survey 110 120 120 

I. Interim Report 160 11:'-0 160 120 

Total 880 880 880 120 1320 440 

Source: hypothetical data 
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610 
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530 

1600 80 2540 
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600 

1600 80 6200 
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C. Budget 

The last component of the Work Plan is the budget. Assessing the 
cost of a proposed analysis should be straightforward once the Gantt and 
Labor All otation Charts have been prepared. A sample hudget is provided 
in Exhibit 8-9 for the victimization survey ta~L:, of the project 
(activities E, F and G of the labor allocation Cnl:,'~\. Three major 
budget categories are included: (1) sala~ies an~ wuges; (2) direct 
expense items; and (3) indirect costs. Salaries arU wages are based on 
an hourly rate for each position and the estimated hout's required. Also 
included are the fringe benefits for these employees. The direct 
expenses include the costs of equipmer-,t and purchased services such as 
keypunching. 

EXHIBIT 8-9. 

SAMPLE BUDGET FOR 
PROPOSED VICTIMIZATION SURVEY 

SALARIES & WAGES 

Project Director 
Deputy Proj. Di rec tor, 
Secretary 
Survey Designer 
Senior Designer 
Analyst 
Interviewers 
Coders 
Total S & W 
Fringe 30% of S & W 

TOTAL DIRECT LABOR! 

EXPENSES 

Computer 
Printing 
Telephone 
Keypunch/Verification 

Total Expense 

TOTAL DIRECT COSTS 

*INDIRECT (70% of S & W) 

TOTAL COSTS 

HOURLY RATE 

12.21 
10.54 
5.64 
8.65 
8.03 
5.17 
3.50 
5.00 

, HOURS 

240 
220 
220 
120 
880 

80 
1600 

80 

COST 

2,930 
2,319 
1,241 
1,038 
7,066 

414 
5,600 

400 
21,008 
6,302 

27 ,310 

1,467 
1,000 
8,400 
1,250 

12,117 

39,427 

14,706 

54,133 

*Neg ot i ated 
application. 

percentage on ly app 1 i cab 1 e for 
Not used in operational budget. 

a grant or contrac t 

Source: hypothetical data 
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The costs of the direct expenses have been estimated based on the 
assumption of 5,000 telephone interviews to be completed in a six week 
period. The last category of indirect costs include overhead costs for 
such items as office spa1ce, heating, 'and lighting. Normally in an 
operational agency budget, this category is not included. 

In developing a cost estimate, the analyst should asse,ss the scope 
of each task, costs of alternative approaches to performing the task, ana 
the consequences of reduced cost alternatives on the project schedule, on 
products, and on management. The basis for costing an alternative may be 
professional judgment, cost experiance in comparable activities, ceilings 
set by available resources, a pre-test, and/or pure guestimates. For 
example, if only $40,000 (74% less) was available for this phase of the 
project, a revised budget could be prepared based on proportionate 
ceilings within each category: $20,180 would be available for salaries 
and wages; $8,954 for direct costs, and $10,866 for indirect costs. If 
resources will not stretch to cover all costs, a significant scaling down 
of activities and products should be built into the Work Plan. 

Rationales need to be developed in this budget for each expense 
item. Computer costs are based on a contract with Paradise University' s 
Computing Center that includes computer time and one terminal for an 
estimated $177 .25 per month for 12 months. Printing costs are based on 
twenty copies of two reports, each 200 pages in length (2.5¢ per copy 
including printing, collating, and binding). Telephone charges are based 
on a service contract with the telephone company for six watt lines for a 
three month period to conduct the victimization survey as well as $50 per 
month for miscellaneous phone charges. The keypunch and verification 
estimate is based on a per record charge of 20¢ and an estimate of 6,250 
records. 

In prepar i ng a budget narrat i ve the ana lyst must be aware of areas 
in the budget which either comprise a large portion of the budget (e.g., 
survey costs), are weak in their justification (e.g., the computer charge 
does not spec i fy the amount of compu ter time allotted), or are potent i a 1 
cost-reduction items. In a review of the budget these will likely be 
focused on by a funding source. 

All costs of the analysis project should be identified in the 
budget. If different sources of funds are to be used, the d i stributi on 
of expenses by funding source should be indicated. In summary, in 
developing a budget, the following should be considered:5 

• All other components of the Analysis Plan and, particularly, the 
Work Plan must be prepared prior to drafting a budget. 

• The budget should have the same detai 1 as other components of 
the Analysis Plan and should be prepared by the person most 
knowledgeable about the tasks of the ~roject. 

• A record of all budget calculations, assumptions, and/or 
rationales should be kept for future reference and for 
monitoring of expenses. 

• All expenses included in 'the budget should be well documented in 
the Work Plan, either in the budget narrative or in appendices, 
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e. g., the servi ce contracts. It may be desi rab 1e to reference 
budget items to other components of the Analysis Plan that 
justify the proposed expenditure. 

III. Benefits of Planned Analysis 

From the perspective of the city manager, mayor, or taxpayer, 
Analysis Plans help to ensure that a useful product will result from a 
proposed project. Such p1~:,mi!1g permits a wider participation in the 
setting of analytic priorities by citizens, interest groups, and decision 
makers within the jurisdiction who may be interested or have a need for 
the results of the analysis effort and whose support may be essential for 
its funding. From the manager's at'- supervisor's perspective, preparing 
Analysis Plans has several advantages. This perspective: 

• helps provide staff direction and organization while 
reducing the uncertainty and risk of analysis efforts 

• gives the manager information necessary for establishing 
a realistic and cost-effective analysis agenda 

• facilitates staff and agency performance evaluation in 
that a clear plan exists by which conduct may be compared 

• facilitates early agreement by key participants on the 
prob 1em( s), and desi red products , 

• provides the manager with concrete proposals for analyses 
to be performed should additional funds be made available 

Of course, the detailed planning of a major analysis effort is 
expensive. Time spent in preparing and writing such a document is a real 
expense. The re 1 at; ve e ff ort spent by staff in p 1 ann i ng an ana 1ys is mu st 
be carefu lly deteY'mi ned by the manager. 

Ernest All en conducted an ana'lysis of the shortcomi ngs of 
disapproved Analysis Plans submitted to DHEW. While the data are close 
to 20 years old, Allen's findings still are a useful checklist for 
planning an analysis effort:6 

Problem Specification 

• The problem ;s of insufficient importance or is unlikely 
to produce any new or useful information. 

• The proposed research is based on a hypothesis that rests 
on insufficient evidence, is doubtful, or is unsound. 

• The problem is more complex than the investigator appears 
to rea 1ize. 

• The research as proposed is overly involved, with too 
many elements under simultaneous investigation. 

• The description of the nature of the analysis and of its 
sign if; cance 1 eaves the proposal 'nebulous, diffuse, and 
without clear purpose. 
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Methods 

The proposed tests, or methods, or scientific procedures 
are unsuited to the stated objective. 
The description of the approach is too nebulous, diffuse, 
and lacking in clarity to permit adequate evaluation. 
The over-all design of the study has not been carefully 
thought out. 
The statistical aspects of the approach have not been 
given sUfficient consideration. 
The approach 1 acks scientifi c imagi nat ion. 
The data the investigator proposes to use is unsuited to 
the objectives of the study or is difficult to obtain. 
The number of observations is unsuitable. 

Analyst 

The analyst does not have adequate experience or training, 
or both, for this project. 
The analyst appears to be unfamiliar with recent pertinent 
literature or methods, or both. 
The analyst proposes to rely too heavily on insufficiently 
experienced associates. 
The analyst is spreading himself too thin; he/she will be 
more productive if he/she concentrates on fewer projects. 
The investigator needs more coordination with colleagues, 

Management " 

The requirements for equipment or personnel, or both, are 
unrealistic. 
It appears that other responsibilities would prevent 
devotion of sufficient time and attention to this 
ana lysis. ' 
The institutional setting is unfavorable. 

IV. Conclusi on 

Effective analysis projects must be carefully planned and well 
managed. In this chapter, the outline of an Analysis Plan and the 
management tools used to organize an analysis have beEln presented. The 
steps to follow in preparing a Work Plan are indicated in Exhibit 8-10. 

Uncertainty and risk are inherent in the role of a criminal justice 
analyst who is actively involved with the decision-making process. By 
giving more attention to planning analyses formally, as described in this 
chapter, some of these uncertainties and risks may be dealt with. It is 
expected that, consequently, the analyst will play e. larger and more 
constructive part in criminal justice decision-making. 
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Prepare 
Work Plan 

EXHIBIT 8-10 

CHAPTER '8 SUMMARY CHART: 
MANAGING ANALYSIS CHART 
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Task Out 
Analysis 

Prepare Gantt 
Chart and/or 

PERT Chart 

Prepare Labor 
Allocation 

C~art 

Prepare Budget 

, 

() 

J. 
} 
'1 
! 

'. 

. r,lJ 

• 

o 

1Dav i d Krathwoh 1, How to Prepare a Research Proposa 1 (Syracuse 
University, School of Education, 1966), pp. 7-10 • 

3Krathwohol, Research Proposal, p. 13 • . 
4Additional information on PERT may be found in Desmond L. 

Cook, Program Evaluation and Review Technique, U.S. Office of Education, 
1966. See also Aarry F. Evart, Introduction to PERT (Boston, Allyn and Bacon, 1964). 

(Corvallis 
Education, 

6Ernest M. Allen, II Why are Research Grant Applications 
D isapproved?" Sci ence (Nov. 25, 1960): 1533. 
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