
E x P O S U r E  D R A F T  

G U I D E L I N E ~  F O R  

M O D E L  E VA L UA T I O N  

r3,o 
I 

j f  

S. GENERAL ACCOUNTING OFFICE WASHINGTON, D.C. 20548 
~D-79-17 J A N U A R Y  1979 

If you have issues viewing or accessing this file contact us at NCJRS.gov.





• ~ .  C O M P T R O L L E R  G E N E R A L  O F  ' ] -HE U N I T E D  S T A T E S  

WASI-I INGTON, D.C. 2054~ 

B-115369 

This document is intended to guide the decisioi~maker 
in the difficult task of determining how much confidence 
to place in a model's results. A model which is a repre- 
sentation of either a real or proposed process or system can 
be used as an aid to assist evaluators and analysts in sup- 
porting decisionmakers. Thus, models can allow analysts 
and decisionmakers to anticipate the implications cf various 
policies on particular issues or systems when such implica- 
tions are not readily susceptible to analysis with other 
tools. 

While modeling is an extremely useful analytical approach, 
it is important to avoid the temptation to view a model as a 
magical "black box" which automatically gives reliable, valid 
answers. For various reasons, decisionmakers sometimes use 
a model's results without being fully aware of the theories, 
assumptions~ approximations, and judgments that went into the 
development of the model. Also, it may be unclear how these 
factors affect the validity and reliability of the model's 
predictions. For those cases in which the model is at least 
partially implemented by means of a computer, the fact that 
a computer can Perform immense numbers of calculatioi~s and 
produce large amounts of output very rapidly may give a false 
air of reality to the results. All too often, decisionmakers 
fail to ask, "How much confidence should be placed in the 
results provided by the model?" And, when they ask this 
question, there is all too often no sound basis for an answer. 

This document is directed toward the person(s) who must 
answer this question of model confidence. More specifically, 
this document provides guidelines for the accumulation of 
evidence on which to base reasonable opinions, conclusions, 
judgments, and recommendations concerning the confidence 
which call be given to a model's results. It should be useful 
in planning a model evaluation effort. It provides a general 



overview of model evaluation and also identifies some concerns 
which should be considered before the results of a modeling 
effort are used by a decisionmaker. 

The full-scale evaluation of a complex model can be an 
e~pensive, time-consuming effort requiring diverse talents 
and skills. Ideally, any model whose results will be used in 
the decisionmaking process should be subjected to such an 
evaluation. In reality, this will not always be possible 
because of constraints on time or resources. In these cases, 
if the use of the model plays a significai~t part in the deci- 
sionmaking process, consideration should be given to some 
level of evaluation° Tilae may permit no raore than a quick 
but careful look by an expert in the field, ok it may be pos- 
sible to perform some, but not all, of the detailed analysis 
described in this document. The results of whatever evalua- 
tion is performed should be provided to the decisionmaker, 
accompanied by an assessment (insofar as possible) of the 
risks which may be involved in using the model without a more 
extensive evaluation. 

We hope that this document will both increase and improve 
communication among decisionmakers, evaluators, analysts, and 
model @eveloperso These guidelines are presented as a working 
document. They will need refinement in the light of experi- 
ence gained from efforts to use them. Accordingly, we invite 
comments arid suggestions for improvement from readers and 
particularly from those whose comments are based on the actual 
application of these guidelines. Such comments may be ad- 
dressed to the Program Analysis Division of the General 
Accounting Office. 
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CHAPTER 1 

INTRODUCTION 

BACKGROUND 

The Congressional Budget Act of 1974 requires, among 
other things~ that "the Comptroller General shall develop 
and recommend to the Congress methods for review and evalua- 
tion of government programs and activities carried on under 
existing law." A guidance document we issued earlier con- 
tained some fundamental requirements for evaluation and 
analysis to support decisionmaking, i/ This document ad- 
dresses one aspect of that support--modeling. 

GAO has been reviewing models, particularly military 
models, for a number of years. More recently, in 1974, 
the Chairman of the Committee on Science and Technology, 
U.S. House of Representatives, in a letter to the General 
Accounting Office, noted that much of the information in 
the Federal Energy Administration's soon-to-be-available 
Project Independence Blueprint "was obtained by the use of 
computer simulation models." The Chairman requested GAO "to 
undertake a thorough review and analysis of the methodology 
used in the computer programs..." and cited several specific 
interests. Thus, GAO became engaged in the comprehensive 
evaluation of large scale models with this congressional 
request to evaluate the Project Independence Evaluation Sys- 
tem (PIES), the formal name of the model used to support 
development of the Blueprint. The difficulty of this task 
soon became apparent. There simply did not exist any guide- 
lines, much less standards, outlining how one might proceed. 

In performing the analysis, GAO assembled and reviewed 
program material, the status of model evaluation, and inter- 
viewed numerous experts in the general field of modeling° 
The GAO findings, relative to PIES, were documented in a 
report to the Congress. 2/ An important side-effect of that 
document was that a foundation was laid for model evaluation 
by GAO. In particular, the PIES report said GAO believes 
emphasis should be placed on three areas: (i) model verifi- 

!/Evaluation and Analysis to Support Decisionmaking, PAD-76-9, 
U.S. GAO, Washington, D.C., September i, 1976. 

2/Review of the 1974 Project Independence Evaluation ~,stem, 
OPA-76-20, U.S. GAO, Washington, D.C., April 21, 1976. 



cation/validation, (2) sensitivity testing, and (3) model 
documentation. Moreover, each of the three was identified as 
being "essential in developing a computer model." 

This effort was followed by a GAO initiated project in 
which the Transfer Income Model (TRIM), a large scale model 
used in welfare policy analysis, was reviewed and evaluated. 
This project also resulted in a report to the Congress. i/ 
In the evaluation portion of the report, GAO further devel- 
oped and refined the criteria used in the PIES report. 

The need for a capability to evaluate models, data 
collection, analysis, and general agency activities in these 
areas was also acknowledged by the Energy Conservation and 
Production Act (Public Law 94-385, August 14, 1976). This 
act created a six member Professional Audit Review Team 
(PART), chaired by GAO, to perform these functions. PART's 
report to the President and the Congress 2/ contributed to 
model evaluation by describing actions needed to improve the 
credibility of energy models and data. 

The models which were the bases of these reports are but 
two of a large number of similar models used by the Federal 
Government to assist policy analysts and decisionmakers in 
shaping their policy recommendations and decisions. These 
models are similar in the sense that they are large scale 
computerized models designed or used to help in making deci- 
sions about public programs which involve the lives of mil- 
lions of Americans and large amounts of Federal funds. They 
are termed large scale in the sense that the system which they 
represent is large--in number of parts, in number of different 
types of parts, in number of functions performed, in number 
of inputs, and in absolute cost. There are more such models 
being developed all the time. Because such complex policy 
analysis models are costly to develop and require large staffs 
to maintain and exercise, they are the primary subjects of 
this document. 

MODEL EVALUATION - PERSPECTIVE AND ROLE 

There is a growing recognition of the need to assess 
large scale models. This task is unlike the situation in 

i/An Evaluation of the Use of the Transfer Income Model-- 
TRIM--To Analyze Welfare Programs, PAD-78-14, U.S. GAO, 
Washington, D.C., November 25, 1977. 

2/Activities of the Office of Energy Information and Analy- 
sis, Professional Audit Review Team, Washington, D.C., 
December 5, 1977. 



which GAO might be asked to audit financial accounts of an 
agency. In that case there exist standards and accepted 
procedures, while for model evaluation there are no generally 
accepted standards or methods. Hence, GAO perceives the need 
to expand upon the lessons learned in evaluating PIES and 
TRIM. Hopefully, this will stimulate a continuing discussion 
within the modeling community of the need for such guidelines 
and standards. 

Model evaluation should not be a purely retrospective 
task. If there have been no foundations laid and no thought 
given to evaluation until the model is complete, or nearly 
so, then the task of the auditor or evaluator is made more 
difficult. The familiarization and understanding of a model 
that is required in an evaluation might take months to 
accomplish in the absence of appropriate documentation. 
Wherefore, it is very important that the evaluative aspects 
of model building be considered at the start of the project 
and be carried out during model development as well as after 
the model is operational. Thus, this document also will be 
useful to those persons active in model development. ~lodel 
builders should realize at the beginning that their proclucts 
may be evaluated in terms of a set of criteria such as that 
discussed in this document. In this manner the model builders 
will know what their models may be measured against and this, 
hopefully, will encourage them to meet the evaluative cri- 
teria as a natural product of good model building, i.e., 
model evaluation must be an ongoing process and of continuing 
concern. 

The guidance provided in this document is general in 
that it is neither restricted to the evaluation of some spe- 
cific modeling methodology nor is it dependent upon tile model 
having some particular theoretical foundation, indeed, a 
portion of any evaluation involves assessing whether the theo- 
retical foundations of the methodology developed or adopted 
during the formulation of the model are appropriate. The 
final report on a model evaluation study should provide an 
independent assessment of (among other things): (i) whether 
or not and under what conditions the potential user should 
use the model for the purpose described to the evaluators by 
that user; and (2) how the model should be used. 

It is the intent of GAO that this document and its 
future refinements be useful to persons charged with the task 
of evaluating a model. To place the proposed evaluation cri- 
teria in their proper perspective, this document first dis- 
cusses the modeling process itself. 



CHAPTER 2 

THE MODELING PROCESS AND MODEL EVALUATION 

For purposes of this document a model is a representa- 
tion of the underlying structure of a process or system. The 
system might be conceptual, ideal, or real. In general, a 
model has a simple and/or manipulatable structure relative to 
the system it represents. By making explicit the implications 
of alternative assumptions regarding key relationships of the 
issue or system under study, a model can provide a clearer 
understanding of these relationships. This definition is very 
general and can be applied to many different types of "repre- 
sentation," from a toy car (which represents an automobile) 
to a full-scale prototype of a supersonic aircraft; and from 
the game of Monopoly (which represents the real estate busi- 
ness in Atlantic City) to a set of mathematical equations 
that represent the behavior of the national economy. All 
of the above examples are relatively concrete or tangible. 
It shculd be noted, however, that models often are used 
to represent concepts or ideas or conditions of the future 
which do not exist Jn any tangible form. 

The types of models considered as the primary basis for 
develcping these guidelines have the following general char- 
acteristics: (i) they are models that are developed to assist 
the policy analyst or decisionmaker in selecting or evaluating 
various policies regarding governmental issues and programs 
(e.g., social, economic, political, or military programs); 
(2) they a~e mathematical models of a complex system and 
have been computerized; and (3) they are large scale models. 
Ideally, any model whose results will be used in the decision- 
making process should be subjected to some level of evaluation 
using these guidelines to the extent possible. 

THE MODELING STEPS 

Before introducing the evaluation criteria, it is per- 
tinent to review the basic steps that are involved in any 
modeling effort. The steps listed below have been adapted 
from an earlier GAO report ~/ which describes a comprehensive 
five-phased approach for improving the management of computer- 
ized model development activities. It should be noted that 
these steps are interrelated and not always performed in 
the exact sequence listed. 

--Describing the problem to be solved; defining the 
problem issues, study objectives, and assumptions. 

i/Ways to Improve Management of Federally Funded Computerized 
Models, LCD-75-111, U.S. GAO, Washington, D.C., August 23, 
1976. 



--Isolating the system or process to be modeled; delin- 
eating the characteristics which can be modeled. 

--Developing or adopting a supporting theory; developing 
a flow or logic diagram. 

--Determining available data sources; formulating the 
mathematical model or set of models to be linked; 
analyzing data requirements and designing data collec- 
tion procedures. 

--cOllecting data. 

--Describing the program logic of the model including 
basic flow charts with input, processing, and output 
described; estimating parameters in the model; con- 
structing and implementing the computer program(s). 

--Verifying that the mathematical/logical description 
of the problem is correct and that the corresponding 
computer program(s) has been coded correctly; debug- 
ging the computer program(s). 

--Developing alternative solutions and analyzing them 
using the model. 

--Evaluating results and output obtained from the model. 

--Presenting results with a plan for implementing recom- 
mendations. 

--Maintaining the model and data. 

These steps in the modeling process, and their interrela- 
tionships are shown in figure I. They are the responsibility 
of the model developers and sponsors, and if they are accom- 
plished and documented in enough detail and scope, it should 
be less difficult for independent evaluators to review the 
appropriate documentation and to obtain the information needed 
to assess the model's validity. However, all too frequently 
adequate documentation is not available. This makes it more 
difficult for the evaluation team to understand the model and 
to conduct the evaluation. 

MODEL EVALUATION 

The use of complex, large scale models by many Government 
agencies is increasing due to better trained analysts and the 
development and refinement of analytical decisionmaking 
methodologies. At the upper levels of management, one cannot 
expect the diverse talents required by managers in senior 
positions to include a detailed understanding and apprecia- 
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tion of these methodologies. Thus, there is a need for pro- 
cedures--or guidelines--by which independent investigators 
can evaluate models to assess the validity of a model's re- 
sults so as to better guide the use and interpretation of the 
model by senior managers. Many models are of such size and 
complexity that evaluation by an individual working alone is 
effectively precluded. Thus, to evaluate large scale models 
in a reasonable amount of time, a multi-disciplinary evalua- 
tion team should be formed. The team should consist of 
personnel knowledgeable in the functional areas being modeled, 
the environment of the decisionmaker or other user of the 
model, mathematical modeling, computer science, and statistics. 

Evaluation of a model, as the term is used here, does not 
mean second-guessing the intent and results of the model de- 
velopers or sponsors. Rather, through evaluation, interested 
parties, involved or not involved in a model's origins, devel- 
opment, or use, can assess the model and its results by using 
an established set of criteria to accumulate evidence regard- 
ing the credibility and applicability of the model. Such a 
set is proposed and discussed at some length in the following 
chapter. 

There are three primary concerns in advocating evaluation 
for complex models: (i) for many models, the ultimate deci- 
sionmaker is far removed from the modeling process (this is 
especially true in governmental areas) and a basis for accept- 
ing or rejecting the model's results by such a decisionmaker 
needs to be established; (2) users of a complex model devel- 
oped for other purposes must be able to obtain a clear state- 
ment as to the applicability of the model to the new user's 
problem areas; and (3) for complex models, even if the deci- 
sionmakers and model developers have extensive interchange, 
it is difficult for the former to assess and to comprehend 
fully the results of carrying out the modeling steps (i.e., 
the interactions and impact of a model's assumptions, data 
availability, and other elements on the modeling process) 
without some formal, independent evaluation. 

A final report on a model evaluation effort should in- 
clude a statement summarizing the team's view of whether or 
not the model meets its design objectives and how the model 
should or should not be used. Such a report should include: 
statements concerning the model's assumptions and under what 
circumstances these assumptions hold, including remarks on 
the consistency of these assumptions and the completeness of 
the model; a review of the mathematical and logical con- 
structs of the model; an analysis of the data utilized in 
terms of the data's original accuracy and appropriateness; 



and a statement as to whether the total model environment 
(assumptions, data, computation, the model's assigned role 
in the decision process) is appropriate and accurate. Evalua- 
tion could, but need not always, include a detailed review 
of associated computer programs and their ability to perform. 
However; there is a need to state the steps which have (and 
have not) been made to assess computer program correctness 
and output reliability. Assumptions dealing with the program- 
ming specifications and program interfaces should also be 
assessed. Thus, the evaluation team certainly should avoid 
treating the model as a "black-box" that manipulates data; its 
concern is not with just what goes in and what comes out, but 
also includes data transformations and their rationale. The 
team should be able to replicate the model's results and ana- 
lyze the sensitivity of results to changes in model assump- 
tions and parameters. 

It should be pointed out that very often there is a 
problem in the relevance of the evaluation to the "current" 
model, i.e., the model which exists at the time the reliabil- 
ity of its results is questioned. This can often be the case 
because there is a continuing effort to improve the model's 
performance. Moreover, the evaluation itself will generate 
certain suggested changes that may be adopted during the 
evaluation. The modifications which are made to improve a 
model can be changes in assumptions, data, etc. Thus, it is 
important for the evaluation team to specify the model version 
which is being evaluated and to communicate this to the model 
sponsor, if such is the arrangement. 

The above discussion briefly indicated what model evalua- 
tion is. It is equally important to realize what it is not. 
It is not model certification. This issue is raised because 
model evaluation is sometimes mistakenly confused with model 
certification. Certification commonly refers to a guarantee 
that the model yields outputs or results that are suitably 
accurate for a particular application. This is an unattain- 
able goal in dealing with the large scale models with which 
this document is concerned. Evaluation, on the other hand, 
acknowledges this limitation, and seeks to improve the model's 
usefulness by identifying its strengths, weaknesses, and 
appropriate uses as explicitly as possible. Finally, evalua- 
tion should, to the extent possible, recognize that these 
strengths, weaknesses, etc. need to be assessed in light of 
the alternative tools available to the potential user. Thus, 
the evaluation team should not ignore the possibility that a 
particular model may have important strengths and still be 
less useful than some other tool (another model, expert opin- 
ion, etc.). Conversely, a model may have significant limita- 
tions and still be the best analytical tool available for the 
immediate task at hand. 



CHAPTER 3 

AN APPROACH TO MODEL EVALUATION 

The purpose of the present chapter is to provide a 
minimal set of criteria deemed necessary for model evaluation 
(see figure 2). These are based upon GAO's experience in 
program evaluation in general, upon GAO's evaluation of the 
PIES and TRIM models, and upon an extensive review of the 
available literature on model evaluation and program evalua- 
tion cited in the Bibliography (see in particular Gass, Eval- 
uation of Complex Models, 1977, and SchellenbergeL -, Criteria 
for Assessing Model Validity_ for Manag_e_r_ia_l_ P_u_rposes, 1974) . 

FIGURE 2 
CR!TEReA FOR MODEL 

EVALUATION 

DOCUMENTATION 

VALIDITY 

Theoretical Validity 
Data Validity 
Operationai Validity 

COMPUTER MODEL VERIFICATION 

MAINTAINABIL ITY 

Updat ing 
Review 

USABILITY 

It is very important to recognize that a model must not 
be judged only in the abstract against certain ideal goals. 
Careful consideration must be given also to its purposes, to 
the manner and the environment in which it is being or will 
be used, vis-a-vis other feasible approaches that might be 
used to solve the problem. ~;hat may be a relatively satisfac- 
tory operating model for one objective may be strikingly un- 
satisfactory for another. 

Although the criteria to be discussed are based upon 
GAO's experience and reflect current thinking, subsequent 



experience probably will reveal that some or all of them are 
of greater or less importance than is now believed. They 
then would be subject to appropriate modifications or refine- 
ments. More generally, within the framework of the present 
discussion, this document provides guidelines for model 
evaluation which are themselves subject to evaluation and 
appropriate modification. This is both expected and wel- 
comed. The result of this evolutionary process should im- 
prove the technology of model evaluation, and, ultimately, 
the usefulness of complex models in policy analysis and 
decisionmaking. 

The proposed criteria are very general in nature, i.e., 
they do not depend upon either the subject matter or the 
modeling methodology. Therefore, two things are emphasized: 
(i) these criteria primarily reflect concerns any decision- 
maker or model evaluation team would wish addressed before 
relying upon the results obtained from a model; and (2) 
the team will have to use a great deal of ingenuity, judg- 
ment, and experience when adapting the criteria to a specific 
model. 

These criteria apply to any model evaluation effort. 
The extent to which they are applied in a particular case 
will depend not only on the judgment and experience of the 
evaluators but also on the needs of the model's users. 
Two important caveats are: 

--Attention is focused on large scale computer models. 
While we feel that the criteria described in this 
chapter should apply to most model evaluation ef- 
forts, we do not attempt to specify the entire 
class of models to which they most directly apply. 

--Since our interest is focused upon large scale com- 
puter models used to help analyze major programs, 
the model evaluation process is viewed here as a 
very extensive undertaking. To employ the same 
level of effort for all model evaluations would 
be wasteful indeed. We surely are not advocating 
this. Many times a quick but careful reading of 
available documentation on a model by an expert 
in the area (i.e., a "face validity" check) would 
enable a potential user to decide whether or not 
to further explore use of the model. There is an 
entire spectrum of possible levels of evaluation 
between a "face validity" check and the type of de- 
tailed analysis that is described in this document. 
In each case, the evaluators must place the proposed 
use of the model in proper context and help the ap- 
propriate decisionmakers decide what risks are accept- 
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able. This should enable the decisionmakers to decide 
upon an appropriate level of evaluation. 

DOCUMENTATION 

Documentation, as the term is used here, is defined as 
written (or otherwise recorded) information concerning a 
model. This definition is purposely very general; it is 
intended not only to recognize but to highlight the fact 
that there are different levels of documentation designed 
to serve different purposes. It is convenient to distinguish 
here between two levels of documentation: descL~iptive docu- 
mentation and technical documentation. The former consists 
of general information about the model such as its under- 
lying theory, assumptions, limitations, constraints, rela- 
tionships to other models to which it is linked, etc.; the 
latter consists of information that is sufficiently detailed 
to allow technical evaluation of the model, including details 
of the methodology used, mechanization, and running the model 
to permit the duplication and operation of the model. 

As was emphasized in the discussion of the modeling 
steps, good documentation is an integral part of model 
development and use. Ideally, it should begin with the 
first step of model development and be kept current as 
each step of the modeling process is undertaken. Both de- 
scriptive and technical documentation are essential to 
achieve a proper understanding of a model and of its 
strengths and limitations. 

Through documentation, people interested in a modeling 
effort--users, model developers, evaluators, et al.--can 
communicate about a model and its results. Clear, concise, 
and complete documentation is the foundatiop upon which 
such discussions should be based. Documentation is also 
important (i) to ensure that the model is thoroughly under- 
stood and can be operated and maintained in the present and 
the future, and (2) to facilitate independent evaluation 
of the model (i.e., by someone other than the model develop- 
er or initial user). It should be noted, however, that 
while good documentation is necessary from the viewpoint of 
the evaluator, it may not be from the viewpoint of the user. 
For example, a sponsor of a model development effort may not 
deem it important enough for his needs to provide adequate 
funds for documentation. The extent of a model's documen- 
tation is the responsibility of the developers and sponsors. 
The evaluation team must function within the confines of 
available documentation. 

To summarize, the developer needs to document what has 
been done, why, and how. Documentation also should include 
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claims for the model and evidence to substantiate those 
claims. Moreover, the record of the mcdeling process 
should be clear and intelligible to an infcrmed, interested 
audience. It should be sufficient enough to permit the 
replication of the model's results by independent evaluators. 
The clarity~ completeness, and conciseness of model documen- 
tation is also critical to the process of model evaluation. 
Since the quality of documentation cannot be assessed until 
the team has reviewed it in detail, the evaluation process 
begins and ends with documentation. 

An annotated documentation checklist may be found in 
the appendix. This checklist does not depend upon the meth- 
odology employed or the subject matter. It is not intended 
that issues such as the need for different levels of docu- 
mentation (depending on the purpose of the model or the 
intended audience) be addressed in this checklist. These 
issues are very important, of course, and need to be address- 
ed in establishing model documentation guidelines and/or 
standards~ The documentation standards for energy models 
currently being developed by the Professional Audit Review 
Team (seepage 2) address such issues. Documentation is the 
responsibility of developers. Model sponsors should also recog- 
nize the need for this iriformation and provide the developers 
with sufficient resources to produce adequate documentation. 

VALIDITY 

There is no reason to believe that a model is capable 
of approximating reality so well that its results can be 
accepted without reservation. This is the case even for 
those aspects of reality pertinent to the purpose the model 
was designed to serve. Its capability to do this from the 
perspective of the decisionmaker or analyst who is using the 
model is referred to as model validity, and the process in- 
volved is called validation. The definition and the deter- 
mination of the degree of validity obtained is the major 
task of evaluation. It is important to realize that per- 
ceived reality is in the mind of the viewer, in this case the 
decisionmaker or the analyst. This makes an already dif- 
ficult task even more difficult, and the process of validat- 
ing a model requires interaction between the model developers 
arid/or evaluation team and the users. 

Frequently, the outputs of a complex model are pre- 
dictions. It is then the task of the evaluation team to 
~roduce some statement concerning the accuracy of these pre- 
dictions. The statement should include, where possible, 
comparison of a model's outputs against historical results 
or the results of field experimentation. A properly develop- 

12 



ed and documented model would include such analyses per- 
formed by the model developers. It would then be the task 
of the evaluators to assess the developers' predictions and 
supporting tests. However, the evaluation team may have 
to perform additional tests or at least replicate some docu- 
mented tests. 

Validation occasionally can be assisted by comparison 
to similar models, and by thetop-down approach that uses 
control targets (e.g., known budget totals and subtotals) 
for checking on internal consistency. However, it is rarely 
possible to validate a decision-aiding model in this manner, 
since there is no real data about alternatives which are 
not implemented. Determining whether the model can be 
used to process historical input data and produce accurate 
historical output is probably the most basic and prevalent 
aspect of model validation. This validation aspect must 
be attempted for models of ongoing systems, but, of course, 
cannot be accomplished for models of new or proposed systems. 
For proposed models, the evaluation team must rely on the 
apparent credibility or reasonableness of the model as judged 
by those who are knowledgeable about the system being model- 
ed. This group should include the decisionmakers and spon- 
sors, as well as the model developers, and there must be 
evidence that they have reviewed the model in detail and 
agreed upon its structure. 

A first-time model, a model of a proposed or conceptual 
system, or one that is based on assumptions about the future, 
are most difficult to evaluate. Here, the following consider- 
ations take on increased importance: 

--Face validity which is a measure of general credibil- 
ity (an initial expert opinion regarding the model's 

realism). 

--Variable or parameter validity which is a measure of 
ability to interpret variations (a sensitivity anal- 
ysis in which one or more input factors are changed 
to learn how they affect outputs). 

In most complex modeling situations researchers have 
found that the decisionmakers often do not get involved in 
the details of either design or validation. The final model 
structure tends to be a product of the analysts and computer 
programmers. For a complex model of an existing situation, 
historical data frequently are very difficult to obtain (in 
terms of availability, completeness, cost, and analysis). 

In sum, there is no validation procedure appropriate 
for all models; the tasks required for model validation 
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must be adjusted on the basis of model structure, documen- 
tation, and other information that can be made available 
to the evaluators. Validity is viewed in this document 
as being comprised of three main subcategories--theoretical 
validity, operational validity and computer model verifi- 
cation. The relationships of these subcategories to each 
other and to computer model verification is depicted in 
figure 3 and will be discussed in detail in the following 
sections. 

FIGURE 3 
RELATIONSHIPS AMONG VALIDATION, 
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Theoretical Validity 

Models are particularly useful tools and are frequently 
used by analysts and decisionmakers in the systematic investi- 
gation of questions or problems encountered by governmental 
planners or decisionmakers. The questions or problems are 
investigated using the model as a surrogate for the real 
world situation. The nature of the conclusions derived 
from the model, and the amount of credence and confidence 
that can be placed in it, depend in part on the results 
produced by the mathematical analysis of the model itself. 
It also depends significantly on the relationship between 
the problem and the model--what parts of the problem the 
model represents, and how well, and what parts of the prob- 
lem the model distorts Or [~J1~ 9n ~ n r ~ n ~  ~n~ hA,., h=~],T 

Theoretical validation requires the evaluators to review 
the theories underlying the model and the major stated and 
implied assumptions which are embodied in that set of theo- 
ries or which have been made to develop or adapt a theory 
to a problem. The applicability and restrictiveness of 
these assumptions in relation to the internal and external 
problem environments as viewed by decisionmakers must be 
examined, i.e., do they affect the model in such a way as 
to yield results for a problem that is different from the 
one originally stated? Have the underlying theories been 
adequately tested? Is it reasonable to assume that they 
are applicable to the problem at hand? The divergences un- 
covered by this review must be stated and discussed as to 
how they do or do not limit the validity of the model. 

The evaluators must also verify that the transition 
from the theoretical model of reality (or perceived reality) 
to the mathematical model has been made correctly. This 
process will involve identifying and assessing the reason- 
ableness of the most important assumptions made by the 
modelers in formulating the mathematical model. This is 
not as easy as it might seem, for assumptions come in many 
different forms. Explicitly stated assumptions are easy to 
identify. The difficulty lies in isolating the most impor- 
tant unstated or implied assumptions. Such implied assump- 
tions may be present in the underlying theory or in the 
methodology chosen to apply the theory to the problem. 
Sometimes they are affected by the implicit and/or unin- 
tended biases of the model developers and computer program- 
mers. 

Many general methodologies have been devised for the 
construction of models. Some examples are regression 
analysis, linear programming, industrial input-output 
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analysis, systems dynamics, and microsimulation. Each 
methodology is based upon special procedures and assumptions 
which may or may not be applicable to a specific situation. 
The evaluation team must assure itself that in the appli- 
cation of a particular theory and methodology sufficient 
care was taken to ensure that its assumptions were appro- 

prfate. 

As an example, suppose an energy growth model is to be 
evaluated. Assume that the model relies on historical data 
and uses econometric techniques to estimate the parameters 
in the various structural equations. Further suppose that 
the model has one or more energy use and price variables 
among its dependent variables, and variables such as income, 
capital costs, imports, and government expenditures as the 
primary independent variables. Various criteria might be 
used to judge the underlying econometric methodology: Does 
the model capture the relevant energy policy issues? Are 
the assumptions realistic? For example, if the model includes 
an assumption about the responsiveness of energy use to 
price changes, has the assumption been empirically tested? 

Analogous questions would have to be used for any meth- 
odology applied to a specific situation. For example, the 
first thing one should question in a linear programming model 
is whether the underlying assumption of linearity is appro- 
priate. 

A number of concerns have been raised in this section 
and their evaluation will, in general, be quite difficult. 
In addressing the concerns of theoretical validity, eval- 
uators will have to address very broad, complex questions 
such as: 

--What theories are considered to be relevant to the 
issue or problem to be modeled? 

--What major assumptions have been used, either ex- 
plicitly or implicitly, in fitting the theory to the 
problem? 

--Have intangible issues such as political behavior, 
consensus maintenance and coalition-building, 
human values and attitudes, leadership and morale, 
and self-sacrifice been considered? Are these 
incorporated directly into the model? Indirectly? 
Not at all? 
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--How do these assumptions influence the modeling re- 
sults, e.g., do they ignore certain interrelation- 
ships and, thus, not reflect the effect of 
significant data variations? 

In addition, the evaluation team will need to examine 
the internal logic of the model. For a discussion of these 
aspects, see the section on computer model verification 
(p. 20). 

Data Validity 

Here the evaluation concern is two-fold: 

--The accuracy, completeness, impartiality, and appro- 
priateness of the original data. 

--The manner in which the model deals with the trans- 
formation of the original data. 

The distinction between and consideration of these two con- 
siderably different aspects of data validity is important. 
It is not sufficient merely to insure that the original data 
are accurate, complete, impartial, and appropriate. For 
example, a microsimulation model might require the specifi- 
cation of sources of non-wage income (such as interest, rent, 
and dividends) as data inputs. The only data source avail- 
able for the model might provide information only on total 
non-wage income. While this original data may very well be 
accurate, complete, impartial, and appropriate for use by 
the model, the evaluator should determine whether the dis- 
aggregation of the original data is accomplished correctly. 

To validate the data, the evaluator will have to answer 
such questions as: 

--Do the data identify and measure the desired problem 
elements? 

--Are the data sources clearly defined and the respon- 
sibilities for data collection established? 

--Are the procedures for the collection and updating 
of data workable? 

--Are the data obtainable within reasonable cost, 
time, and operational assumptions? 
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--Do the data collection procedures lead to impar- 
tiality with respect to the accurate recording 
of the data? 

--Is the resulting data set representative? 

--Are there audit procedures for the data collection 
activity; are they correct and do they aid in 
answering the above questions? 

--Are aggregation or disaggregation procedures used 
in preparing data for use by the model? 

--Have these procedures been documented so that their 
appropriateness may be determined? 

--Are the data current? 

Operational Validity 

It is the inherent nature of models not to be able to 
reproduce exactly or to predict infallibly the real-world 
situation. Operational validity is concerned with assessing 
the importance upon the actual use of the model of these 
errors and divergences. This will require interaction between 
the evaluation team and the users. This is very important. 
It is the main check the team has to ensure that they 
comprehend the users' perception of reality. 

The evaluators should be concerned with the divergence 
between the actual (real-world) and the outcomes predicted 
by the model. For some models, statistical tests can be 
utilized, e.g., comparing historical time series. The 
evaluators should determine if such tests can be applied and 
have been applied properlyby the developers. As intermedi- 
ate computational results (parameters) are usually used in 
the model to further the analysis, the team also needs to 
be concerned with whether there are errors in computed param- 
eters, and if procedures to minimize any such errors were 
utilized. The evaluators must attempt to uncover any diver- 
gences and errors and their magnitudes and to assess their 
impact. The outcome of this operational validity review 
should include a listing of computed parameters, decision 
variables, and the extent to which errors and divergences 
in these computations can occur. To accomplish their task, 
the evaluators will have to answer such questions as: 

--To what extent do the assumptions of the model and 
their divergences degrade the use of the results in 
the operational situation? 
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--Do the data requirements in terms of cost, time, 
accuracy and operations preclude gathering the neces- 
sary model inputs? 

--Do the logic and numerical elements of the model as 
transformed into the computer program result in an 
invalid computational process? 

--Are the predictive divergences of the model of a 
great enough magnitude to cause the model results 
to be unacceptable? 

--Are the results of any trial solutions inconsistent 
.~th ~,~e expectations of th~ decisionmaker? ±r yes, 
how can the use of the model be justified? What 
changes have been or should be made? 

--Are the expected cost savings of efficiency/effective- 
ness improvements attributed to the use of the model 
of a proper magnitude to justify the use of the model 
in its planned operational setting? Are the costs 
and benefits calculated correctly? 

--Has the response of the model to changes in param- 
eter values been determined? If yes, have complete 
tests been applied and results been presented to 
the user? If no, on what basis do the developers 
justify the use of a particular solution, with re- 
spect to parameter and input data values? Are sets 
of solutions presented to the user showing model 
outputs for the different possible ranges of data? 

--What controls, if any, have been establ[shed to 
ensure that the final operational environment for 
the model is the same that was assumed in the original 
and modified model development plans? Are there 
model implementation plans? If so, are they realistic 
in terms of time, budget, and other resources and 
can they be accomplished? If no, how does the decision- 
maker justify the use of the model? 

--Are there confidence intervals on inputs and on the 
decision variables? If exogenous inputs are made 
to the model from external models such as the com- 
mercial econometric models, have these inputs been 
evaluated? How are errors propagated through the 
model? 
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COMPUTER MODEL VERIFICATION 

To verify a model, the evaluators must ensure that it 
has the attributes which the developer imputed to it and 
that it behaves as intended. Basically, verification has 
been accomplished if it has been demonstrated that the 
computerized model "runs as intended." That is, the eval- 
uators must also be concerned with validity in the trans- 
lation of the mathematical model statement and formulation 
into a numerical computer process. This is a complex, multi- 
faceted problem and requires that the evaluators explicitly 
identify and state in measurable terms, the model's intended 
purposes and determine whether there is sufficient evidence 
to establish that: 

--the mathematical and logical relationships are in- 
ternally consistent; 

--the mathematical and numerical results are correct 
and accurate; 

--the logical flow of data and intermediate results are 
correct; 

--the important variables and relationships have been 
included; 

--the computer program, as written, accurately describes 
the model as designed; 

--the program is properly mechanized and debugged on 
the computer; and 

--the program runs as expected. 

Although these aspects are interrelated and not inde- 
pendent, it is important that they be verified separately 
because of the possibility that any one of them might not 
hold in a given case. Thus, just because the program has 
been written accurately and mechanized properly on the com- 
puter is no guarantee that it will run correctly. Assume 
that a model describes a problem of interest and the relevant 
programs have been computerized and debugged properly. Next, 
suppose that a decisionmaker wishes to determine the inputs 
required to obtain a desired output. The process of obtaining 
these inputs requires the application of a number of computa- 
tional procedures. In spite of the fact that everything has 
been done correctly to this point, the program may still not 
run as expected, e.g., accumulated errors may become a large 
problem or an unexpected division by a very small number 
(almost zero), may lead to a meaningless result. 
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It is worth observing that once the computer model has 
been verified, the abstract or mathematical model recedes 
into the background. It is actually the computer model which 
will be evaluated according to the criteria outlined in this 
chapter. 

Clearly, the evaluators will usually be constrained to 
perform the evaluation based on available documentation. 
This puts a heavy burden on the developers to prepare 
complete documentation that describes their verification 
process, e.g., test problems and results, or debugging pro- 
cedures. However, whenever possible, the evaluators must 
attempt to clarify any detected deficiencies by discussing 
them with the developers. The evaluators should be able 

For any complex model, it will be difficult to state 
that the model has been completely verified. Where there 
are still concerns, the evaluator should state them along 
with an interpretation as to how these concerns (i.e., 
verification deficiencies) should be interpreted by any 
user. Some deficiencies will be minor and require minimum 
or no caution by the user, while others might be so major 
that a disclaimer on the model's verification should be 
promulgated. To establish confidence in the model's level 
of verification, the evaluator should comment on the use 
or lack of use of good design and coding techniques and 
aids, such as structured programming and systematic program 
change and updating procedures. When the above process has 
been completed, the outcome of verification is a summary 
statement describing any deficiencies, their impact on the 
ability to run the model, and whether the results of the 
model can be used explicitly or how they must be qualified. 

Experience has shown that in the absence of computer 
model verification--at least main program flow, critical 
parameters, and program modules--the odds are that no one 
will really know what is going on. If the evaluators do 
not have sufficient evidence that the model has been 
properly verified, then they may decide to so report and 
to suspend their evaluation effort until the developer 
has satisfied this deficiency. 

If some documentation is available and a more complete 
computer model verification is deemed necessary, the eval- 
uators are referred to two other GAO publications, i/ 

!/Audit Guide for Assessing Reliability of Computer Output, 
FGMSD-No.17-S/P, U.S. GAO, Washington, D.C., May 1978. 
Guide for Evaluating Automated Systems, Exposure Draft, 
U.S. GAO, Washington, D.C., March 1977. 
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These documents are intended to help an auditor assess 
the accuracy and reliability of a computer program and of 
its output (consistent with the auditor's intended use of 
the computer output). Included is a step-by-step approach 
and detailed audit procedures designed to lead to more 
uniform evaluations of internal controls. 

MAINTAINABILITY 

The next major evaluation criterion is model main- 
tainability. This is concerned with how an acceptable 
model can be maintained during its life cycle so that it 
will continue to be an acceptable representation of the 
real system. Two aspects of maintainability are review 
and updating. 

Review 

Review is a preplanned and regularly scheduled program 
for reviewing the accuracy of the model over its life 
cycle. The evaluators must be assured that a review pro- 
cedure has been established, and that it is functioning 
properly. 

Some specific questions the evaluation team should ask 
include: Is there a formal procedure that requires the users, 
model developers, and/or current model maintainers and 
solution implementers to meet, discuss and decide what to 
do about divergences between the model predictions and the 
actual outcomes or proposed model and data changes; and to 
determine on a continuing basis whether the model is still 
valid, is not to be used any further unless specified changes 
are made, or is not to be used further under any conditions? 
Are change implementation procedures fail-safe (i.e., the 
current working system cannot be lost), do they encompass 
a proper testing methodology, and, very importantly, do they 
produce the necessary documentation? 

Updating 

The evaluators need to be satisfied that a procedure 
has been established to collect and to analyze information 
to determine if and when the model parameters or model 
structure should be changed, and that a process exists by 
which such changes are to be made. 

Some specific questions relevant to updating include: 
Are there procedures for detecting when input data have 
changed? If yes, are the controls workable and are the 
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changed data collected in a timely fashion so as to ensure 
that the model's calculations are not degraded or incorrect? 
Has someone been designated to be responsible for updating 
data sets and for analyzing the accuracy and the propriety 
of introducing updated data into the system? What proce- 
dures have been established to ensure that new data are 
entered without error? Has the computer program been writ- 
ten in a form that is readily modified? 

Another related aspect that the evaluators must assess 
is adequacy of the training program associated with the 
model. The formalization of a training program is dependent 
on the model's application. However, training normally 
includes such items as formal lectures for computer systems 
personnel and other users, and briefings to decisionmakers 
on the model and how to interpret the model's output. It 
is important that: (i) revisions to the model are made known 
to systems personnel and decisionmakers; (2) the model re- 
sults are presented to the user in a familiar and acceptable 
format; and (3) the user understands how the model should 
be used. As changes in the model are made, procedures are 
required to reflect such changes in the model documentation. 
The evaluators should determine if a proper process of up- 
dating and dissemination has been established. 

USABILITY 

In the final analysis, the usability of the model is a 
major concern of the potential model user. Thus, the eval- 
uation team's report should contain a statement addressing 
this issue. Some factors which affect a model's usability 
include: 

--Availability of data. Even if the data are known 
to exist, they might not be available for general 
use. For example, Bureau of the Census data which 
have been collected but have not yet been released 
might be necessary for a particular model; until 
such data are available, the model is not usable. 
How are privacy and freedom of information issues 
handled? 

--The understandability of the model's output. Often 
the computer-produced output from a model is not in 
a form which is understandable, i.e., it may be a 
string of numbers with no explanatory text. If the 
results of the model are incomprehensible to the 
user, then, for all practical purposes, the model is 
not usable. 
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--The presentation format chosen. How representative 
are baselines, e.g., base year? Are the sensitivity 
data selected to show only one type of "finding?" 
What is the distribution of model results? 

--The transferability of the model to another computer 
system. 

--The accessability of the model, e.g., is it classi- 
fied? 

--The size of the model. 

--The time of a typical run. 

--The costs to set up and run the model in terms of 
both money and personnel, e.g., what is the efficiency 
of the computer model design in terms of the number 
of different runs needed to gain reliable insights? 

The above list is neither exclusive nor exhaustive. It 
merely suggests some factors which can affect the usability 
of the model. Their relative importance will depend upon the 
problem at hand, and it will be up to the evaluators to 
determine this. 

EVALUATION REPORT 

The evaluation report documents the evaluation team's 
view of when and how the model should be used. In other 
words, it delineates the team's view of the proper domain 
of the model's applicability. This judgment will be the 
result of a careful synthesis of the evidence which the 
team has accumulated during its evaluation effort. This 
statement should be comprehensive enough to enable the 
potential user to determine the different ways the model 
can be used, or whether or not the model should be used at 
all. In the context of this document the team's report 
will be one further element of model documentation. As 
such, it should provide a good vehicle for further com- 
munication concerning the model and its present or future 
uses among the developers, evaluators, potential users, and 
anyone else interested in the model. 
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F I G U R E  4 

I N T E R R E L A T I O N S H I P S  A M O N G  
E V A L U A T I O N  C R I T E R I A  

Chapter 3 provides a list of criteria for model eval- 
uation. As was the case in the list of modeling steps in 
Chapter 2, they are interrelated. They impact on one 
another and it makes little sense to consider them in 
isolation. These interrelationships are illustrated in 
figure 4. Also, some criteria will assume greater impor- 
tance for the evaluation of a particular model. The exact 
mix or blend will depend upon such factors as the impor- 
tance and complexity of the system the model was developed 
to approximate, the evaluation team's experience and per- 
cept.ion of that system, a[id th~ ar~fl~ . . . . . . . . . . . . . . . . .  ±I~ w~i~L] L~I~ system 

MODEL DOCUMENTATION 

EVALUATION REPORT 

CHAPTER 4 

SUMMARY 
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was modeled. For example, the model may have been eval- 
uated by another interested party. This earlier evaluation 
might enable an evaluation effort to focus attention on pre- 
viously identified weaknesses in the model. Or, a good 
evaluation of another model developed for the same purpose 
may have been completed; this might permit a comparison 
of the two models. 

Obviously, a model evaluation which addressed every 
facet of each of these evaluation criteria would be a 
massive undertaking requiring a large commitment of staff, 
time, and money. Such an evaluation would probably be con- 
sidered only for very large complex models that had, or 
could have, an impact on major programs. 

It will be apparent to the reader from the discussion 
in this document that the evaluation of a model is not a 
routine, standardized process. Indeed, model evaluation is 
in its infancy and, at the present time, is more an art than 
an established methodology. It may seem reasonable to 
expect that the process will become progressively more 
systematic as experience accumulates. 
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APPENDIX APPENDIX 

Model Documentation 
1 

Checklist 

1. Project information 
1.1 Project title 

This should be the title of the overall project of 
which the modeling or simulation may be just a 
part. 

1.2 Responsible organization 
This is the name and address of the organization 
responsible for the overall project. If the project is 
supported by an external source (e.g., by a Rrant), 
this would be the organization responsible for the 
money and equipment furnished. 

1.3 Contact 
This is the person or persons to contact for further 
information. If the address is other than that given 
in 1.2, the full mailing address should be given. The 
organizational mail-stop or code and telephone 
number and extension should also be given. 

1.4 Project objective 
This is the objective of the overall project, which 
may be of greater scope than that of the modeling 
or simulation to be covered later. 

1.5 Project duration 
Give date that project was established and 
expected completion date. 

1.6 Funding 
1.6.1 Source 

Give name of funding organization. 

1.6.2 Amount 
Give total dollars. If equipment is con- 
tributed, list major items or estimate value. 

1.6.3 Period 
Give dates covered by support listed in 1.6.2 

2. Model development information 
2.1 Name of model 

This might be the computer-callable name of the 
program. If an acronym, spell it out (e.g., 
WLDREC: WorLD RECycling model). 

2.2 Name of modeler(s) 

2.3 Purpose for which model was developed 
"The same" here will indicate the same as 1.4. 

2.3.1 Specific 
Give reason(s) for developing model {e.g., to 
test hypothesis that . . . ) .  

2.3.2 General 
Give other uses to which the model has been 
"or might b~ put (e.g., to study other 
problems related to . . . ) .  

2.4 Disciplines involved 
These need not be fields of endeavor recognized 
as distinct disciplines (e.g., economics), but may be 
more descriptive of the work (e.g., land use). 

2.4.1 Primary 
Give the discipline(s) that the model was pri- 
marily developed to serve (e.g., inter- 
national relations). 

2.4.2 Supporting 
List other disciplines required in the develop- 
ment of the model, preferably in descend- 
ing order of importance. 

2.5 Data required 
Give kind of data (e.g., population) and source 
(e.g., census). 

2.6 Method of development 
Give method of development (e.g., theoretical, 
empirical, other). 

2.7 Assumptions 
List all assumptions concerning both data and 
causality that led to th,: model's being developed 
iP. the way it was. 

2.8 Cost of development 
Give actual or estimated total cost of the model 
and what the cost includes. 

McLeod, John, SIMULATION: FROM ART TO SCIENCE FOR SOCIETY, 
Simulation Today, No. 20, Dec 1973. A related checklist may 
be found in House and Mckeod, Large-Scale Models for Policy 
Evaluation, pp.84-87. 
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2.9 Availability 
2.9.1 To developer 

Is the model operative? What will it take to 
make it operative? 

2.9.2 To others 
Is the model proprietary or classified? Can it 
be obtained by others? How? In what form 
(e.g., computer listing, deck, paper or 
magnetic tape, other)? What are the charges? 

2.10 Compatibility 
2.10.1 Development of computer system 

On what equ ipment  was the model  
developed? 

2.10.2 Other systems 
On what other computer systems has it 
been or might it be run with negligible 
change? 

2_10_3 Languag~LsJ 
In what language,s; was the program 
written? Is it available in others? 

2.11 Extent of use 
2.11.1 By developer 

What actual use has been made of the 
model by the developer? What use is 
planned? 

2.11.2 By others 
Has the model been used by others? By 
whom? To what extent? 

3. Model description 
3.1 Model classification 

What kind of model is it? How is it run--batch or 
interactively? Locally or remotely? Is the com- 
puter time-shared? 

3.1.1 Focus 
Give the primary fields of interest that the 
model serves (e.g., political science, resource 
usage, etc.). 

3.1.2 Scope 
Give entity modeled (e.g., an industrial plant, 
a river basin, the U.S. Senate, etc.). 

3.1.3 Sophistication 
Where does the model fit in the "Fuzz to 
Fact" spectrum (e.g., preliminary studies, 
evaluat ing alternatives, pred ic t ing  the 
future)? 

3.2 Block diagram of system modeled 
This should have a block for each component of 
the real-world system modeled, and show lines 
between the blocks indicating the causal relation; 
ships of the components as well as exogenous 
inputs and outputs. 

3.3 Program or wiring diagrams 
A program flow diagram should be shown in the 
case of digital models, a wiring diagram in the case 
of analog, and both in the case of a hybrid model. 

3.4 

3.5 

3.6 

Notation 
A complete description of the notation used in 3.2 
and 3.3, as well as any narrative description, should 
be included here. The notations and definitions 
must be careful ly checked for consistency 
throughout the documentation. 

Validation 
Describe how the model was validated. 

Reference information 
This should be a computer listing of the program 
and the output of a standard check run for a digital 
model, a plot of a standard check run for an 
analog, or both in the case of a hybrid model. It 
should give all "numbers" used to set up the run, 
and be annotated in such a way that either the 
developer at a future date, or another user of the 
model, can make sure that if the model is to be 
rerun or used by someone else, he will be working 
with the model that he thinks he is working with. 

3.7 

3.8 

3.9 

OIstlncOve Teatures 
How does the model cliffer from related models? 
How is it better? What are its limitations? What are 
the possible pitfalls that might be encountered in 
its use? 

Model antecedents 
Have similar models been built before? If so, 8ive 
proper credit. Is the current model a fo l low-onor  
a distinct "mutant"? 

Current relations 
Do other models exist that have the same or a 
closely related purpose? How does this model 
relate to them? Are they another attempt to solve 
the same problem, or can the res~ll~ be expected 
to be complementary, i.e., to present two aspects 
of a larger problem? Are there  possibilities of 
online interconnection and interaction between 
the models? 

4. Simulation(s) 
A simulation will be taken to mean ~n experiment 
performed on a model instead of the real-world simu- 
land. Multiple runs u~ing the same experimental 
design may be considered one simulation. However, if 
the design of the experiment or the procedure is 
changed, it should be considered another experiment 
and items 4.1 through 4.11 should be covered again. 

4.1 Title 
This should be descriptive of the simulation 
experiment, and may be made up cf the model 
name plus a subtitle (e.g., "'WLDREC: Effect of cost 
of recycling"). 

4.2 Purpose 
This is the purpose of the individual experiment. 

4.3 Assumptions 
List assumptions made in the design of the 
experiment. 

4.4 Experimental design 
This should give the procedure to be followed in 
the experiment, step by step. 
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4.5 Data requirements 
Give the data requirements for the individual 
simulation run(s) that differ from those for the 
model's reference run (item 3.6). 

4.6 Data used 
This might best be a computer listing of those lines 
of data that differ from the reference run. 

4.7 Run time 
This should be total as well as mainframe time. 

4.8 Cost per run 
This should be given for both mainframe and 
peripherals. 

4.9 Results 
This can be "raw data" (e.g., a computer printout) 
and plots, graphs, etc., prepared by hand or 
machine. 

4.10 Justification of assumptions 
This is most important, and should be done before 
any analysis of the results is attempted. Assump- 
tions that' influenced the development of the 
model as well as those related to the specific simu- 
lation experiment should be considered. 

4.11 Analysis 
Describe conclusions drawn from the results, and 
give reasoning where the conclusions are not 
obvious. 

S. Discussion 
5.1 Comments 

Add any comments here that might further illum- 
inate aspects of the project not covered else- 
where or, if preferred, give a brief narrative 
description for the benefit of the casual reader. 

5.2 Conclusions 
Relate development of the model and the simula- 
tion experiments to the overall project objective 
given in 1.4. 

6. Literature 
6.1 Project reports 

List reports, presentations, and articles generated 
by the project. 

6.2 References 
List publications actually referred to in the docu- 
mentation. 

6.3 Bibliography 
List publications which influenced the work docu- 
mented or which are closely related to it. 
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