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This research project attacked the classic probieiri-"of infe~'ring cell 

entries in contingency tables from marginals. The traditional approaches 

to cell estimation take two forms. One traditional approach used the mar-

ginals to set upper and lower limits that each cell could assume. 

cell can be larger than the smaller of its row or column marginal, 

Since no 

extrema 

are reasonably easy to ident;ify. Subtracting the maxima of all cells save 

the one of interest from the marginals in either the row or column 

generates the minimal value of the cell. One problem ~vith this approach is 
[; 

that multiple constraints may be operative and extreme values of cells may 

be theoretically reached under the basically unidimensional constraints 

just indicated, but may not be attainable because constraints on other 

cells may influence the extrema of the cell of interest. A second problem 

is that this approach may yield very wide ranges of the values a cell may 

take. 

The other traditional approach to cross-level inference assumes that 

the cell entries are distributed according to a given and known parametric 

distribution. Assuming that the distribution of cell entries fol10ws a 

multinomial probability distribution allows the investigator to employ a 

maximum likelihood criterion ~o pick out that one combination of cell 
Ir 

values which satisfies the m&rginal constraints and maximizes likelihood. 

Although this traditional approach yields point estimates, that precision 

is purchased at the expense of assuming the researcher knows the distrib-

utional form-underlying the cells. 

Yet another problem" w~th the traditional approaches I; is their inability 
";-::;:-'- . 

to incorporate inequality relations among ~ells into the estimation. the 

(. 

, . 
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class of problems this res each focuses on allows the researchers 
to 

postulate that certain cells are related in specific ways to other cells. 

Traditonal approaches are inapplicable to those problems. 

In p~rticular this reseac:h centered on problems in which a given 

population is partitioned into three subgroups at two points in time and 

the aggregate siZe of those those subgroups is known at both times but 
the 

movement of the elements ~s not lcnoW11. \.7 k f 1 
~ t ye now, or ex amp e, how many 

drivers exceeded 70 mph, how many were under 55 mph, and how many drove 

between 55 and 
70 in the years prior to and just after the imposition of 

the 55 mph limit. \ve wish to estimate how many in each of those speed 

categories shifted to other categories. 
We know the marginals and can 

postulat~ that fewer 1973 drivers increased speed than decreased 
)) or held 

steady in speed. 
How can this situation yield estimates of precision 

without making distributional assumptions? 

The approach employed in the res each is based on the premise that 
to 

YJlOW what did happ~n in the quasi-experimental deSign expressible as a 3x3 

table, the investigator must know what could have happened. 
Ny research 

extends the Davis and Duncan approach of finding extreme cell values from 

2x2 tables to 3x3 tables and gets a handle on l' 
mu t~-operative constraints 

by USing a program that enumerates all possible solutions and examines each 

to identify the smallest and largeS't valueQ for each cell. 

The enumeration of all poss'bl 1 t· 1 11 
~ e so u ~ons a so a o~vs bypassing the 

assumpt4.on of a distribution underlying the cell entries. By tallying all 

cell values an 'em' . 11 I d . d 
p~r~ca Y er~ve probability distribution underlying 

the cell that may inco'rporate inequality relations is mapped. The res ear-
i: 
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cher is not assuming any parametric form but is allowing the constraints to 

t ,', limits and so to define the possibility of each cell taking on any se lap 
0' 

given value. d t h "bestll These distributions can then be use 0 c oose a 

solution from among the myriad solutions. 

The tallying of all solutions goes beyond the advantages just listed 

because it allows exploring the relations among cells not related by assum-

ption. Probabilistic statements about cells' relationships are thus pos

sible. By such tallying the investigator can make statements of the form, 

"In 98.7% of all solutions, cell A exceeds cell B,I! which gives important 

ordinal information along {vith a measure of confidence in the statement. 

>In the next five sections the development of the techniques suggested 

above is illustrated, In each paper some aspect of the estimation approach 

is developed and applied to a substantive problem. The first paper (Sec-

tion II-A) attempts to estimat~ the extent of recidivism among juveniles 

from aggregate data. In th~t paper the 'empirically' derived possibility 
l' '. 

distributions were. used probabilities and the one solution that max-

imized the join.t probability was chosen as the best estimate. \vhile that 

ge,nerated a nice estimate, it was based on the assumption of independence 

of the cell probabilities, which is not always a reasonable assumption. 

The second paper (Section II-B) surmounts the independence assumption 

by choosing a solution by a least squares criterion. The best solution in 

this paper is the one that minimizes the 'distance' from it to all possible 

other solutions. That paper also shows that this approach yields estimates 

that approximate maximum likelihood estimates but without the usual dis-

tributional assumptions required by the ML approach. 

I- 4 

The third paper (Section II-C) applies the basic technique to the 

problem of estimating changes in public opinion among various groups from 

only aggregate data collected at two time points. One again the basic 

strategy of en.umerating all solutions is employed. Point estimates of the 

cells are derived using the least squares criterion on the frequencies 

empirically identified as possible. This paper, however, modifies the 

technique by establishing confidence intervals abl:;:>Jlt the point estimates. 

It also examines the ordinal relations among selected cells. Examining the 
-'I 

number of solutions in which various cells exceed others, it appears, 

uncovers powerful ordinal relationships. 

In the fourth paper (Section II-D) the mapping of solutions is applied 

to archival voting data from the 1890's. The variant of the technique 

applied here is to avoid point estimates but to examine the ordinal rela-

tions among cells and cell groups. The program used in all this research 

was modified to compare each cell in every solution to every other one and 

to record the proportion of time any cell exceeded any other. This kind of 

information gives the researcher a ;m~asure of confidence in the ordinal 

relations among cells. In a pleasing number of comparisons, all solutions 

had certain cells exceeding others all the time so that certainty is ob-

tained about some cell relationships. 

The last paper tried to assess differential compliance with the 55 mph 

speed limit imposed in 1974 by tallying all solutions to the 3x3 cros-

stabulation representing 1973 and 1974 aggregate data on the distribution 

of passenge~ car speeds. In this paper the ordinal relations among cells 

in solutions were sought as were the limits each cell could assume. This 
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paper made heavy use of cell groupings in its comparisons because 
~ 

frequently collections of cells are of interest. The limits on selected 

I 
1 

I 
cell groups and the ordinal relations among the cell groups were also 

identified and analyzed. I 
! 

The five papers demonstrate the refinement of the basic notion that l 

examining all possible solutions to 3x3 tables representing basically the 

same population at t~vo points in time ~vil1 yield information not 

automatically evident but which can be important. The use of computers 

allows quick enumeration and analysis so that what would have been impos-

sible is now easy. The last section of this report consists of the FORTRAN 

program used in the speeding paper. That program incorporates virtually 

all the refinements used in the previous four papers. It is presented for 

interactive use at a terminal. \ 
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ESTIMATI~ JUVENILE RECIDIVISH BY CROSS-LEV~L INFERENCE 
l..._ 

John Wanat, with the assistance of Karen Burke 
Department of Political Science 

University of Illinois - Chicago Circle 

This pap~r applies a non-analytic technique currently under 

development to\the problem of estimating juven~le recidivism from 

aggregate data. Where only aggregate level data on juvenil,E;' crime 

II-A-l 

for two successi l 1e years are available no precise estimate of recidivism 

is possibl~ with ~resent techniques. Yet by using only those data, usually 

ignored relations among the variables, and examining the map of solutions 

to the 3x3 table i:epr-esenting the recidivism situation it is pOSSible, 

this paper argues", to identify a solution that is "most possible." 

The best or "111ost possible" solution is estimated by charting the 

frequency distributions of solutions to each cell entry in the 3x3 table. 

That information cQ.:f/stitutes a probability density function for each cell. 

By making the perhaps cavalier but intuitively justifiable assumption of 

independence, the joint probability of each solution is computed and the 

solution with the highest joint probability is nominated the most possible 

estimate. 

Sensitivity testing and a Monte Carlo approach allow assessing the 

confidence the investigator should put on the estimate. While this 

approach lacks elegant intellectu~l theory, it is intuitively pleasing 

and is superior to alternatives for estimating recidivism in terms of 

time and cos t • 

" 
II-A-2 

Problems in Estimating Juvenile Recidivism 

Participants in the criminal justice system and scholars studying 

the system occasionally need to estimate the ~xtent of recidivism among 

juvenile delinquents. Decisions on the effectiveness of police, counseling, 

custodial, and court policy as well as assessment of the impact of various 

forces on the criminal justice· system often require some es.timate of a 

repeater population. 

No matter what definition of recidivism is used (multiple apprehensions, 

arrests, court action, custody, incarceration), it is often difficult to 

gauge the extent of recidivism. Estimating recidivism among juveniles 

is complicated by legal constraints, the expense and shortcomings of 

cohort and survey research, and time required for most estimating studies. 

The legal constraints are the most obvious. Because society feels that 

ft would be unfair to stigmatize persons throughout their lives for 

actions committed before maturity, arrest and court records are usually 

sealed for juveniles. By promising confidentiality, bona fide researchers 

can ~ccasionally gain access to sealed records. However, even when this 

is allowed, the records are not usually organized to facilitate research. 

Where access to individual records is denied, researchers are left with 

aggregate data indicating how many were apprehended, charged, convicted, 

sentenced, etc. In many cases breakdowns by offense, age, sex, race 

and other characteristics may be available. But problems with present 

methods of making cross-level inferences from such ~~ouped data to 

individual behavior make 'such data less than useful. 
" 

/1 
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The most common approach to estimating recidivism is through a 

cohort study.' Wolfgang IS wO,rk (1972) is an' excellent example of this 

approach, but it also illustrates the shortcomings. For one, it is 

expensive to identify and track large numbers of subjects. Second, 

the practitioner is not generally interested in the cohort but in a 

. series of cohorts since the original cohort may be unique. '~i'hird, coho,~t 

studies do not concern'usually themselves with migration questions, though 

some researchers in this area are sensitive to this problem (Shaw, 1929). 

Juveniles move temporally by aging and becoming subject to adults laws, 

and juveniles move spatially. Cohort studies can examine the aging but 

are poor in assessing inmigration to the jurisdiction under study. Many 

cohort studies also take a long time perspective while practitioners in 

the criminal justice system are interested in a shorter time perspective, 

both for completion of a study and for recidivism. 

To cover a jurisdiction surveys can be used to measure various 

attributes of the target populati9n. Unfortunately it takes a fair 

degree of sophistication to elicit sensitive information, such as that 

about illegal activity. ~lce again, it takes time to collect and analyze 

such data. 

The most commonly available data are the monthly, weekly, or yearly 
U ' 

reports of the police and courts. Data in those reports are aggregated, 

however, and so are not very useful although their potential is strong. 

SIlt1ce the records are aggregate confidentiality is preserved. Since the 

reports are periodic short term changes in the population might be assessed. 

And since the records are collected for'managerial and accountability 

reasons anyway, their use for research would be ,virtually costless. 
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In what follows aggregate data from public records will be used to 

estimate juvenile recidivism. 

Problem Formulation and Illustration 

To illustrate how aggrega.te public data can be utilized to estimate 

recidivism probabilities by a technique being developed by the author, 
.~' 

consider the problem of estimating the rate of recidivism in arrests 

among juveI1i1es in Chicago for all crimes from 1970 to 1971. Irt 1970 

1 b d 46 583 In the next Yea'!:; the count was juvenile rna e arrests num ere , • 

57,727. The problem is to estimate how many of the 46,583 were among 

the 53,727. 

To make our recidivism estimate, the total population of eligible 

male juveniles must be first appraised. The 1970 census yields 423,576 

males aged 11 through 17. Since the literature indicates few arrests 

for those under 11, we used that as the lower cutoff. Age 18 marks 

majority in Illinois and so 17 is the higher cutoff. The 423,576 

constitute the 1970 base. 

To make the 1971 base we must add the 66,319 who were 10 year olds 

in 1970 to the 1970 base and subtract the 56,493 17 year olds in 1970 

who became 18 year olds in 1971. This exercise accounts for the age 

curve variation from one ye~~to the next. 

Migration into and out of Chicago must now be taken into account. 

The 1970 census asked about residence in 1965 as well as 1970. By 

using responses to those questions it is possible to estimate in-and 

out-migration to the Chicago metropolitan area at 1. 46% and 1.99% perc. 

i 1 Although we are interested only in Chicago we use yea~ respect ve y. 
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those figures for illustrative purposes, although ~hey should be 

reasonably accurate. Obviously, other data sources, such as school 

records and utility company records, could be used to assist in re-

fining migration data. 

Ideally our problem could be case into a 2x2 contingency table 

with arrests and non-arrests in 1970 on the rows and. with arrests and 

non-arrests in 1971 on the columns. However there is slippage in the 

population from one year to the next. Ten year olds are relevant in 

1971 and not in J.970, while 17 year aIds are relevant in 1970 [)ut not 

in 1971. And migration' into and out of Chicago must be taken into· account. 

Therefore a pool cir residual cat~'go':-Y,F1ust be created. We must consider 

all those who we'ce 11 to 17 in 1970 as well' af: all thos'e who became 11 to 

17 in 1971 by either aging or migration. To handle the pool or residual 

category for both years, the problem must be cast into a 3x3 table. See 

Figure 1. 

The first Figure indicates the arithmetic and as~umptions used to 

deri~~ the marginals for the 3x3 table whose cell entries we will estimate. 
\ " 

In terms of that table, Nl /46,583 is the recidivism rate from 1970 to 

1971; N4/376,993 is ,the rate of entry to criminal arrest. 

Certain constraints are clear. Cell entries must sum tomarginals, 

Hence, 

Nl + N2 + N3 ;: MIl (1) 

N4 + N5 + N6 = M12 (2) .) 
c· 

N7 + N8 + N9. = M13 (3) (~ 

Nl + N4 + N7 .;:: 
M21 (4') 

N2 t NS + N8 = M22 (5) ~, 

N3 + N6 + N9 I: M2~ (6) 

i 
I 

I 

! 
I 
j 
l 

I 
I 
I 
I 

j I 
I' 
11 

I 

i 

"'. 

Figure .1 
" 

Set-Up of Recidivism Problem 
II-A-6 

1971 

Arrests 
1970 

Arrests 

Non Arrests 

Pool 

Total Population: 

1970 population 

"new" 10 year aIds 

1.46% inmigr?tion 

Total 

l 
Nl 

N4 

N7 ! 

53,729 

M2l 

423,576 

66,319 

7,153 

497,048 

Non Arrests 

N2 

N5 

N8 

377 ,430 

M22 

Pool 

N3 

.,' N6 

N9 

65,880 

M
23 

1970 Pool = Total - 1970 population = 497,048 - 423,513 = 73,472 

1971 Non-Pool: 

1970 Population 

+ 10 year aIds 

- 17 year aIds 

1.46% inmigration 

1.99% out migration 

423,576 

66,319 

-56,493 

6,184 

-8,429 

431,159 

1970 Pool = Total - 1971 Non Pool = 497,048 - 431, 159 = 65,889 

For s~~p1icity's sake it is assumed that juveniles are arrested no 
more than once a year. 

46,583 MIl 

376,993 M12 

73,472 M13 

N = 497,048 

= 
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We now have six equations and nine unknowns, an algebraically insoluble 

problem. The 'infinite number of solutions to equations (1) through (6) 

can be reduced to a finite though large number of solutions by con-

verting the marginal data into integer percentages. If We further 

require that all Ni be non-negative integers, we have a more tractable 

.·problem. 

The problem can be made even more tractable by using ancillary 

infor~ation to reject certain solutibns. Use of ancillary information 

gives the researcher leverage with which he can go beyond standard 

techniques. 
. 

For example" because the 56,493 seventeen year olds in 
\' 

( .t'l 
1970 must be put into the pool categ~lry for 1971, we know that t in 

terms of percentages, 

(7) 

Similarly, because 66,319 ten year ol~s in 1970 move from the pool 

category, it is clear that in terms of percentages, 

N7 + N8> 66,319/497,048 (8) 

Fu~thermore, previous research, folklore, and common sense can 

It is be incorporated into restrictions on possible solutions. 

reasonable to expect that most male juveniles who have not been 

arrested until now, will still be arrest free a year from now, or 

N
S
> .5(373,993/497,048) (9) 

Similarly, although we do not know the recidivism rate it might be 
7 . 

reasonable to assume it does not exceed 50%, or 

o 

(~ 

o 
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Yet other constraints can be imposed. Since both those arrested 

and those not arrested age, it is reasonable to require that in 1970 

those leaving the population of interest should be composed of delinquents 

and non-delinquents in roughly the same proportion as the 1970 marginals. 

A comparable requirement for those entering the population of interest 
)1 

I I 

should apply. Hence we require that: 

(11) 

(12) 

Even with equations (1) .~ (6) and inequalities (7) - (12), there 
'l 

will be'a number, possibly a ikrge number, of solutions. In order to 

see what the solutions look like, a computer program was written that 

identifies all norl-negative integer solutions to conditions (1) - (12). 

Table 1 displays the frequencies with which each cell entry appears. 

Note that some cell entries occur far more frequently than others. For 

N
5

, for instance, a value of 57 or 5'8 is more frequent a solution than 

any other. Intuitively then we would want one solution that had NS = 57 

more than one in which N5 = 55. The solution we choose should maximize 

the frequency of cell entries. 

To be more formal, if .. (Nl " N2 ', N3 ', ... N9 ') is a solution satisfying 

conditions (1) through (12), and if Nl ' 
IJ 

F2 tim~s, etc, then define t\l =TT F. • 
i=1 ~ 

solution as the one that maximizes W. 

occurs Fl times, if N
2

' occurs 
i 

We define th~' most possible 

To do this our program first 

searches out all solutions and maps their cell-wise frequencies. Then 

it re-examines all solutions, and using the frequencies, computes the W 

"'"'" 
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for each. Finally it chooses the solution(s) that maximizes W. That 

we define as the best estimate, the most po~sible solution. 

Recidivism Problem Estimates 

Table 1 displays the first pass cell-wise frequency distributions 

of solutions tOJ/our problem and the optimal solutions. Even though some 
i' ,I 

of the distributions are peaked, a number are uniform. Hen~~ it is not, 

surprising that as many as 12 solutions generate the same high value of 

W, although this rarely happens. Now the problem lies in choosing from 

among the 12 optimal solutions. The approach is the same as before. 

Frequency distributions of the values of each cell among the 12 solutions 

are compiled and, using that information, the W statistic for each solution 

is compiled. This second pass generates two "best" solutions, whiGh, ex-

pressed as 9-tuples, are (2,6,1,7.57,12,2,13,0), (2,5,2,7, 

58, 11, 2, 13, 0). In both cases, Nl = 2, which gives us recidivism 

rate of 2/9. 

The value of 2/9 is rather coarse, which is to be expected since 

the problem we have attacked is the original problem cast into integer 

percentage terms. To gain a more refined estimate the marginals are 

expressed in thousandths instead of percentages or hundredths. To 

reduce computer time the values searched are restricted to those around 

the two optimal solutions listed above. Because our problem has four 

degrees of freedom, I vary Nl , N3 , N5 , an"d N9 to cover all possible 

solutions. Going from bundredths to thousandths, bracketing the best 

~olutions by ten thousandths, anp incrementing by thousandths means 

Nl ranges from 10 to 30; N3 runs f~om 1 to 30; N5 from 560 to 590; 

and N9 run from 0 to 10. The 1970 marginals, ih thousandths. for 
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FREQUENCIES OF 
VALUE 

* 

o 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
54 
55 
56 
57 
53~ 

5.9 
60 
61. 

* * * 
OPTIMAL ESTIMATES 

Solution 1/ 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Tabi'e 1 

First Pass Solutions and F requencies 

SCLlJTIONS 

N1 

6 

* 

6 
6 -
6 
6 
o 
0-
o 
(j 

o 
o 
Q 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
a 

, 0 

1 

1 

1 

2 

2 

2 

2 

3 

3 

3 

4 

* 

N2 

o 
o 
o 
3 
6 
6 
6 
6 
3 
0' 
o 
o 
o 
o 
o 
o 
o 
d. 
o 
o 
a 
0' 
o 

* 

7 

7 

6 

6 

6 

5 

6 

5 

5 

5 

4 

4 

N3 

o 
15 
15 
o 
o 
6 
o 
o 
Q. 
Q 

o 
{} 
() 
O· 
o 
o 
o 
o 
o 
o 
0' 
O· 
o 

* 

2 

1 

2 

2 

1 

2 

1 

2 

1 

1 

2 

1 

* 

N4 

o 
o 
o 
o 
o 
4 
6 
6 
6 
4 
2 
6 
6 
o 
o 
o 
o 
(} 
6 
d 
o 
o 
o 

8 

7 

8 

7 

7 

8 

6 

7 

7 

6 

7 

6 

N5 
en 
o 
0' 
o 
o 
o 
o 
o 
o 

* 

o 
o 
o 
o 
a 
o 
1 
3· 
5! 
6 
6. 
5, 
3.; 
1: 

57 

57 

57 

58 

57 

57 

58 

58 

57 

58 

58 

58 

* 

N6 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

15 
15 

o 
o 
0, 
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the arrested, non-delinquent, and pool categories are 94, 758, and 

148. Comparable marginals for 1971 are lOS" 759, and 133. The 

frequency distributions of cell solutions from ttte more refined 
~~. 

problem formulation is found in Figure 2. 

Note that the distributions of solutions in Figure 2 are not 

uniform. Moreover they tend to be asymmetric. And they are numerous. 

Also note that only one IIbest" or most possible solution is found: 

(20, 57, 17, 67, 575, 116, 21, 127, 0). That solution yields the 

transition matrix: 

1971 

1970 Arrest No Arrest Pobl 

Arrest .213 • 606 .181 

No Arrest .08S .759 .153 

Pool .142 .S58 a 

The problem just analyzed by the most possible approach was pre-

sented to illustrate the technique. Since the technique is still under 

development it is not possible to ascribe specific characteristics to 

the estimates. Yet it is worth mend.ob::tng that a smal1 Monte Carlo 

experiment that used the Most Possible Estimate (MPE) approach to 

estimate cell entries from marginals with no inequalities constraints 

yielded very guod results. The MPE estimates approximated the Maximum 

Likelihood Estimate very closely, considering that the MPE is restricted 

to integers and the usual Ml.E is not. A fU.rther Monte Carlo experiment 

where inequality constraints were imposed, yielded pleasingly accurate 

estimates. All 197 tables in that experime'~ had a total N of 100; in 

75% of the time a confidence interval of 3 about the estimate'contained 

the true value. 
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Figure 2 

CeQl Frequencies for Solutions on Third Pass 

(Ni's all expressed in thousandths) 
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300 _,'1 

100 

N2 

Freq . 

~ 
500 

300 

100 

( ( 
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For all 11,062 solutions, N ,-~= 0 
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The accuracy of the estimates in general at this stage of develop-

ment will be a function of how closely the ~onstraints represent the 

phenomenon under analysis and how binding those constraints are. The 

advance this approach makes over other techniques lies in its ability 

to incorporate the relations, usually inequality relations, among the 

·variables. There is literature that attempts to estimate ceil entries 

from marginals. But the approaches in the literature require more than 

the sparse data MPE uses (see Davis and Duncan, 1953; Robinson, 1950; 

Goodman, 1959; Lee, Judge, and Zellner, 1970; Shively, 1974). The use 

of the inequality reiations gives leverage to the analyst the other 

approaches lack. 

By varying the inequality relations and observing whether the 

estimates are affected the analyst can detrrmine the influence of 

particular assumptions. Sensitivity analysis of this type is partic-

ularly easy since the costs of analysis are reasonably cheap, In a 

similar vein if the assumptions are settled, random d,ata conforming 

to those assumptions can be repeatedly generated, MPE analysis can 

be undertaken on those data, and confidence intervals about the 

original problem's estimates can be drawn. Confidence bands thus can 

assist the analyst in evaluating the utility of the ap'proach in a 

particular instance. 

Justification of Choice Criterion 

Because of its central position in th,;~ technique being described, 

some discussion of the choice criterion in in order. There is obvious 
<; 

value in mapping the solution space for our problem because this defines 
- " 

II-A-14 

number of hearts in a partial deck is important in assessing the 

probabilities in a dice or card game. 

In a classical probability sense one assumes that each solution 

in the solution space is equi-probable. But even if the n-tuples 

representing solutions are equally probable (or if this convention 

merely represents our ignorance of the likelihood of each solution), 
- ,I 

their characteristics, i.e., t~ai~ elements, are not. For illustrative 

purposes consider the list of first pass "best" solutions to our 

problem. See Table 1. There are twelve solutions we wish to choose 

from, each presumably" as likely as any other. But note that for Nl 

some values are more common than others. While the meso-level, 

classical approach suggests equi-probabi1ity, it would be foolish to 

reject the ancillary information that Nl = i occurs more often than 

any other value for N
l

• 

The operational problem lies in incorporating this ancillary 

information. If we use conditional probabilities, then everything 

"cancels" out and each solution has probability of 1/12. That 

approach throws away information. We do not follow that avenue 

but proceed in a straight forward if slightly cavalier fashion. 

By acting as if the cell entries were independent of each other the 

probability of each solution is simply the product of the frequencies 

of each cell entry's value. This uses ,the ancillary information in 

what appears to be an effective manner. 

This approach also avoids some complications arising from other 

approaches by explicitly incorporating the inequality relations among 

cells and marginals without bias. ~le alternative approach would be 
the universe of possibilities, just as counting the faces on a die or the 0 

-- ~-----.,.-~ ..... :.,~~. 
o 
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parametric but that is not reasonable inasmuch as there is no easy 

way to presume, the distributional model. A 'second and, on the face 

of it, more reasonable approach would seek the solution with the 

greatest entropy. But that approach is biased toward the "flatter" 

distributions. It does that because, as an extension of the Fisher 

·exact test, it presumes no interaction (independence by row~,)" a 

condition explicitly inappropriate given the inequality relations 

characterizing our problem. 

One other problem with the entropy 'maximization and some para-

metric approaches lies in the assumption of distinguishable elemen.ts. 

That is unrealistic for two reasons. First, we are not dealing with 

individual behavior but with groups of individuals. Our focus is on 

meso, not micro level phenomena. Secondly, unlike dealing with red 

and black balls in urns which can truly be chosen by chance and are 

undistinguishable, we are enumerating humans who have acted. Either 

the juvenile delinquent committed a second offense or not. If the 

meso-level solution says that 2 of 9 are recidivists, it does not 

make sense to ask how many ways nine can be taken two at a time because 

two repeated and th~y can be taken from the nine only one way. Thus 

the meso-level data are all we can rely upon. Only at the meso-level 

can we preserve the determinate action of the individual level and 

also incorporate the effects of the constraints. 

Consequently, because of no strong justification for the alternatives 

and because of the desire to incorporate the ancillary information, we pro-

ceed as if the cell-wise frequency distributions are independ~nt. Ongoing 

research will help assess the validity of this approach. 

." 

I 
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parametric but that is not reasonable inasmuch as there is no easy 

way to presum& the distributional model. A second and, on the face 

of it, more reasonable approach would seek the solution with the 

greatest entropy. But that approach is biased toward the "flatter" 

distributions. It does that because, as an extension of the Fisher 

exact test, it presumes no interaction (independence by row~,)-, a 

'condition explicitly inappropriate given the inequality relations 

characterizing our problem. 

One other problem with the entropy maximization and some para-

metric approaches lies in the assumption of distinguishable elemen,ts. 

That j.s unrealistic for two reasons. First, we are not dealing with 

individual behavior but with groups of individuals. Our focus is on 

meso, not micro level phenomena. Secondly, unlike dealing witb red 

and black balls in urns which can truly be chosen by chance and are 

undisting\lishable, we are enumerating humans who have acted. Either 

t~e juvenile delinquent committed a second offense or not. If the 

meso-level solu~ion says that 2 of 9 are recidivists, it does not 

make sense to ask how many ways nine can be taken two at a time because 

two repeated and they can be taken from the nine only pne way. Thus 

the meso-level data are all we can rely upon. Only at the meso-level 

can we pr'eserve the determinate action of the individual level and 

also incorporate the effects of the constraints. 

Consequently, because of no stropg justification for the alternatives 

and because of the desire to incorporate the ancillary information, we pro-

ceed as if the cell-wise frequency distributions are independ~nt. Ongoing. 

research will help assess the validity of this ~pproach. 
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ABSTRACT 

ESTl~ATI~ CELL ENTBIES IN CONTINGENCY TABLES: 
DISTRIEUTIONAL ASSUl'lP~IONS VS .. MARGINAL ~STRAINTS 

Testing for independence in two-way contingency tahles 

cemmonly invel ves using a chi-square test that measures the 

goodness of fit tetween the ohserved data and the expected 

values.. Tbis paper examines the expected values usually 

emFloyed in such analyses. It first notes that the usually 

derived expected values are l::ased on assumptions about the 

d;i,:'tribu·ticnal form and indistinguishability of the counted 
t_! 

items,aSSUlll,ftions that may not always be reasonable .. Then 

the paper presents an alternative method o~ estimating ex

pected values, the most possible estimate approach, that 

does not r~ly on a Friori ~ssumptions a~out the distrib-
" utional form or distinguishability of items being counted. 

Finally, by establishing that the most possihle esti~ates 

approximate maximum likelihood estimates, the robustness of 

the standard tiL estimator is demonstrated and the researcher 

is thereby assurep of safety in using it ld th01!t attending, 

to distribntional assumptions. This, analysis applies to 3x3 

tables .. 

() 
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ESTIMliING CELL ENTRIES IN CONTINGENCY TABLES: 

DISTRIEUTIONAL ASSUMPTIONS VS .. MARGINAL CONST1:iAINTS 

INiROD {lCTICN 

Testing for independence in two way contingency tables 

commonly involves using a chi-square test that measures the 

goodness of fit tetween the observed data and the expected 

values. ~his paper examin~i the Expected values as usually 

J d · h lys s It 'f~rst notes that the ex, pected emp .oye ~n suc ana' _9 • ~ 

values usually derivea are based on assumFtions alout the 

~ distributional form and indistinguishability of tbe counted 
~ 

items, assu mptionsthat may not always be r'easonabl€. Then 
r~ 

the paper presents an alternativ'e method of estimating ex-

pected values, the most possible estimate app~oach, that 

does not r,ely on, a priori assumptions about, the' distrib

utional forms. Finally, by establishing that the mcst pos-
" 

sible ,estimates approximates maximum l~kelihood estim~tes, 

the robustll.ESS of the ~L estimator is demonstrated. This 

analysis is rEstricted tc 3x3 tables. 
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Estimating Cell Entries •••• Page 2 

STANDARD ES!lMATIO~ TECHNIQUES 

The standard algo~ithm for estimating the expected 

value tor a cell entry in a two way table is RC/N, where B 

is the row marginal and C is the c6,)umn marginal for the 

cell being e~timatea and N is the total table count .. This 

algorithm is derived by assuming the cell entries are dis

tributed acccrding to a given Frobability distribution func

thmand .by fjnding the cell va~ue that maximizes the func-

tiona Begazdless of whether one assumes the underlying PDF 

to be Poisson, multinomial, or product multinomial, the 

CEll value will be BCIN (Bishop, Fienberg, and 

Bolland, 1515, Chapter 3). 

onfortunately, it is not always possible to assume the 

form of the PDF underlying the cells.. For example, the 

nultinomial distribution so commonly employed assumes in

~,distinguisha.ble coun t€d items.. In many social systems it is 
'-~~ 

clearly net appropriate to assume that all persons under 

2scrutiny arE interchangEable. And in particle physics, in 

fact, the MaJtwell-Boltz.man approacb assumed distinguishable 

Farticles and has been shown to be inapplicable to particle 

phenomena. !he use of an a priori model here was obviously 

incorrect (Feller, p. 41). 

An alternafive approach to finding expected cell en

tries which makes f,ewer assumptions about the PDF is 
,. 

therefor(=! desira.ble. 

.) 
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~HE MOST PCSSIBLE ESTIMATE APPEOACH 

" ~he 
loSic behina the most Fessible estimate (!PE) ap-

proach is sinFly to make exhaustive use of the constraints 

. Is It is' suggested 
d ~,n the row and column ma~g1na -expresse ... 

1 t · ts are so overwbelming that tha t these maIgina con s ra1n 

they geneIally make assumFtions about cell entry distrib

It ~ill be demonstrated that estimates utions unnecessary. 

based on the marginally imposed constraints closely approx-

. t d by the more profligate imate theest1ma es mae ' , 
of use 

assumptions .. 

Let n (i, j) Iepresetlt the cell in the i-th row and the 

j-th column of the 3x3 tal::le with row marginals n (i, .. ) and 

.) Hence there are six equality concolumn marginals n(.,] .. 

anv set of cell entries or solutions: str aints on .1 

3 

L n(i,j) =- .t(.,j} fe.r j=1,2,3 

i=1 

3 

~ n(i,j) = n~i, .. ) for i=1,2,3 

j=-1 

(1 ) 

(2) 

-~----~p.-~ ----

~---~----------...-----.---.--
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We s€e~ a set D'(1,1), n' (1,2), n' (1,3)" n f (2,1), 

n'(2,2), n'(2,3), n'(3,1), n'(3,2),n
'

(3,,3» that satisfies 

equations (1) and (2) llbetter" tban all other sets of 

n(i,j). EEcause the D(i,j) must he non-negative integers 
" 

for most substantive interpretations , as well as for ease 

of computaticn and Exposition, there are only a finite, 

though conceivably very large, set of n(i,j) 's that sat-

isf1 the marginal constraints. Hence, it is logical to 

explore just what lies in the realm of possibility. Be want 

to know wbat the SEt of Eo1utions sets looks like. ~apping • 
the solutiens space is therefore in order .. 

consider the contingency table at the top of Display 1. 

~o explore tle solutien EFace for that table a computer 

progr~jm,. was written tc identify all possible , non-negative 

integer solutions and to indi~ate the frequencies with which 

each cell takes on values. The pisplay, for example, notes 

that cell n (1,1) is 0 in 79 of the 170 solutions, is 1 in 59 

solutions" and takes a values of 2 in the .remaining 32 

sclution~1 .. 

~he argument now moves from the level of the solutions 

sets to icell entries. It can be argued that since there 

were 170 distinct solutiens,each is egually likely and no 

reasonable inferences can he made ,q;J;lout a test or most 
7"t-

r 

likely solution set. 
,;' 

IIlS};ection of ~~fe frequency distrih-

utions in the Display, however, makes it clear that some 
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Estimating Cell Entries_ •• _ 

values of the cells are mere cammon than others. It would 

be foolish, therefore, to ignore the information that, for 

example, n (1 ,3) =6 occurs in mol;;oethan thr-ee times as many 

solutions as n(1,3)=2. The unequal frequency distributions 

of possitlE cell entries is conseguently considered as evi-

dence that even if tla solutions are equally likely, the 

cell entrie"s are not. ie use that informatio.n to cheose on€ 

solutions that is better than the rest. 

!he freguency distritutions of the cells constitut~ an 

envelope of possible distributions of the cell solutions. 

No matter tibat probability distribution may gOVErn nC1,1), 

data in the "tisplay sa.y that the probability of n (1,1)::0 is 

less than oregual to 79/170; that the probability of 

n(1,1)::1 is less than or equal to 59/170; and that the 

frobabilitJ of n{1,1)=2 is less than or equal to 32/170. 

Data in Display 1 show that without any a priori assumptions 

atout the nature of the PDF governing solutions to the 

table, about the paramet,ers of the PDF' s, o.r about the in

terchangeatility of ceu.l:ited items, upper li,mits on the 

likelihoods, frobal::ilities, or perhaps most accurately, the 

FOssibilities of cell entries can be derived. 

!he envelope distribution for each cell can be used to 

generate an optiaalestimate. If n' represents an optimal 

solution for a given cell, we seek to minimize the deviation 

represented as the sum of the squared ai:ff"f"'''''~ between 
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Estimating CEll Entries •• _. 

the optimal cell value and each possible cell value found in 

the search for all solutions. In essence WE seek tne least 

sguares estimate given tbe data found in tne ~ap of all 

possible cell solutior.so By differentiating the sum of 

squared deviations and setting it equal to zero, it becomes 

clear that the best estimate is the expected va~ue or the 

mean. 

I= 'en - n.f'Lt: 
~ 

dD/dn :: 2 L (nt! -n') = 0 

T 

(3 ) 

( 4) 
! ,~ ; 

(5) 

Or, in ter'ms of grouf,E d data, where f fnt.) is the frequency of nt:' 

(6) 

In other words, the expected value of the cell, given the 

envelope distributicn, is our 'optimal value .. 
',J 

--~ 
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We ne~t show that the expected values of the cells 

satisfy all the row and marginal constraints. Consider the 

first row .. 

(7) n(1~1) + n(1,2) + n(1,3) = n(1~ ... ) 

Taking the sum of tbe cell values for the first row for each solution, 

L n(1~1) .. Ln(1,2) + I n~;113) = T nf1, .. ) ( 8) 

T T T 

where T= numbex of solutions 

(1/T)l.n(1 1 1) + 

T 

(1/T)j-n(1,3) = n(1,.) 

T 

Equation (9) states that the expected values, our optimal 

estimates,fcr the first row sum to the first row marginal~ 

The same hclas true for all rows and columns. The estimates 

therefore cbserve the marginal constraints .. 

MCST POSSIEIE ESTIMATES AND ~AXIMUM LIKELIHOOD 

Under the assumption that cell entries are distributed 

according to the ~ultincmial, the Poisson~ or the product 

multinomial aistrituticE and there is independence between 

row and column categories, the maximum li.kelihood estimate 

of a cell is 

(9) 

--- ---------~----------------.,:---------
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n'(i,j) -= n(i, .. ) n( .. ,j) I n( .. ,.) (10 ) 

T6 asses~ the relaticnship between the maximum likelihood 

estimate (IUE) and the ltost possible estimate (MPE), the 

marginals fer .3x3 tatles were gene.rated, both the MLE and 

~llE estima ·te S t'ler·e calculatea, an d the 'estimates weIe com-

pared. ThrEE sets of cne tables each were generated. One 

hundred tablES whose tOtal count ranged from 50 to 100, then 

one hundred tables whose count ranged 100 to 200, ana 

finally one hundred :whose count ranged from 200 to 300 t~ere 

cIeated. 

~o make sure that the ML estimates would be ap-

propriately made, tables in the first set were xandom1y 

generated by choosing a uniformly generated random number 

between 50 and 100 to be the total table count, T. Next" 

uniformly drawn random numbers between 0 and 1, designated 

r(1), r(2), and rp), WExe used to generate the row margin-

als define a as 

Il(1, .. ) = T r(1}/( r(1) "r(2)+r(3) ) 

n(2, .. ) = T r(2)/{ r(1)+r(2)+r(3) ) 

n(3, .. ) = T - n{1,.) - n(2, .. ) 

Then the crder of tl:e row marginals we.re randomly in-

terchanged. 'lhe same process was employed to generate the 

column marginals. Finally, the row ana column marginals 

were use~ in eguation (10) to find the ML estimates. If any 

--.~ 
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of the estimates t'leIe less than 5, the table was discarded 

tecause small expected cell estimates cannot be accurately 

derived with the standard MLE algorithm. The entire process 

was repeated until 100 tables were generated. Then the 
(, 

process was repeated for tb~ other two ranges of total table 

count. 

Marginals from the tables were 'employed to make both ML 

and MP estima~teso They liIere compared according to two 

criteria: nu~erical cleseness and sta tistical likelihood. 

First, the root mean sguare error was es~imated for all 

cells .. For the 900 cells tallied from the 100 tables whose 

count ranged from 50 to 100, the RMSE was 0 .. 543 .. ihe mean 

atsolute percentage errer was 3 .. 5% .. Thus the ftaverage" 

error was about one half cf a cell count between the maximum 

likelihood and the most possible estimate. For the 100 to 

200 count tatles the errc~ measures were 8.311 mean absolute 

% error and 1.82 EMS!. Comparable figures for the 2CIO 
" 

to 

300 count tables were 10.51~ and 3 .. 22 RMSE. These measures 

indicate a clese agreement between the HLE and the MPE. 

S €icon dIy, to see if the two approaches generate 

estimates ~hcse differences could have occurred by chance, a 

standard chi square test was employed. The ML estimates 

were taken as the expected values and the MP estimates were 

considered the observed .. For each of the tables, then, the 

chi sguare statistic was computed to assess the chances that 

I 
_, __ , "~_",,' ~' __ "'~'. __ "~'_'''"'.'''''' ,I 

)i 

\1 
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the tables were statistically indistinguishable.. As ~able 1 

indicates, the likelibccd that there are significant 

differenceE between the two sets of estimates is very small 

in the 50 to 100 count tahles. In 93% of the cases, the 

differences are ffsjgnificant ft at the 95% level. In other 

word, in 93 cases 'out of 100 the probability that the two 

estimated tables were not distinguiCShable was 95%. And in 

no case was the prchability that the estimates weI:e dif

ferent less tban 801. 

In the tests wheIe to~al counts were larger, the data 

are not as in~ediately iKFressive, though they are convinc

ing. Out of 100 chi-square goodness of fit tests where 

there is no relation, one expects, on th-e average, that '10 

would be sjgnificant at the 10% level, 30 at the 30% level, 

60 at th,e 60 ~ level, and so cn.. It is clear in the center 

column of the table that the 100 through 200 coun~ tables do 

tetter than expected.. ~lle entxies in the column are always 

less than the significance levels, which indicates that the 

differences between the ~p and ML estimates are not even as 

large as chance would allo~. I th t f 1 ~ n e se 0 argest tables, 

those in 't~e 1 st 1 th • La. co URn,. e same degree is apparent for 

the overwh~lming majority of tests .. Only the first four 

entries in that column are over expectations, but not over

whelmingly sc .. 

-~---~ 
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Overall, it is clear that the MP estimates approximate 

the MLE. ~he closeness is especially good when dealifig with 

small count tables. when the count is large, asymptotic 

properties of most distributions assure the researcher that 

distributional assum~tioDs are not important. When the 

table count is in tbe middle range, this paper indicates the 

ass\lmption~ are not importan t .. 

~he MF approach may be particularly useful in analysis 

of tables where expEcted cell entries by the usual algor-

tithm are less than 5. ~te standard algorithm is not ap-
I 

FIopriate then, but the ~PE technique has no constraints on 

the expectEd values. Hence it could be used to derive the 

expected valUes when tley might be small and so prevent the 

u~ual expedient of collapsing cells to bring expected cell 

values up OVEr 5. 

~he data thus sugg€.st that t:U? estimates approximate 11L 

estimates and do so witbout assuming the nature of an under-

lying distritution._ The closeeguivalence between the rUE 

and MFE possibly offers an explanation of why the same max

imum likelihood algorithm for expected cell values applies 

for at lEast threE PDF I~. It is conjectured that the mar

ginal constraints so dominate the functional forms that the 

sta,ndard algor.i thm .reflects mo.re of the marginal constraints 

than of the functicnal form assumptions. 

!i 
II 

II 
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Perhaps most importantly this paper shows that resear-

chers can emFloy the stac~ard algorithm for the e~p'cted 

values in chi-square tests uithout worrying about 

assumptions of how the data are distributedc 

.. .. 
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DISPLAY 1 

FrEguency of Cell solutions to~~able 

n(1,1) n ( 1, 2) n (1,3) 9 
n(2,1) n (2,2) n (2,3) 6 
n p, 1) n (3,2) n (3,3) 5 , 

2 7 11 

" 

Fregue8cy Distributions 

Value n(1,1) n (1,2) n (1,3) n(2,1) n (2,2) n (2,3) n(3~1) n (3, 2) n (3,3) 

------------------- -32-- ---------0 79 22 1 86 16 89 38 22 
1 59 28 4 57 32 22 56 38 28 
2 32 31 10 27 32 28 25 35". 34 
3 0 29 16 0 29 31 0 30 37 
4 0 24 22 0 24 32 0 20 31 
5 0 18 28 a 15 26 0 9 18 
6 0 12 31 0 6 15 0 0 0 
7 0 6 ~9 0 0 ~) 0 0 0 0 
8 0 0 20 0 0 0 a a a 
9 0 0 9 0 0 0 0 0 0 
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'IABLE 1 

Diff€IenCeS Between ML and MP Estim&tes 

Cummulative #; of Cases 
'I 
I; 

II-B-lS 

5i9 .. Level ': 
N=50 to 100 N=100 to 200 N=200 to 300 

.025% 
1 
5 

10 
20 
30 
40 
50 
60 
70 
80 
90 
95 
97 .. 5 
99 , 

99 .. 5% 

Cell BMSE 

Mean AbsoJut·e 
% Error/~ll 

J 

-------------------------
0 1 1 
Q 2 8 
C 3 11 
0 4 13 
C 4 17 
0 7 25 
C 10 - 30 
0 16 42 
C 21 52 
0 30 58 
- 45 70 

,1 52 77 
1L1 b3 84 
28··· 70 90 
39 ,131 95 

100 100 100 

.. 54 1 .. 82 3 .. 22 

3 .. 51{ 8 .. 3% 10.,5% 

I,:; 

/1 
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ESTIMATING INDIVIDUAL LEV~L CHANGE IN 
PUBII~ OIIBION JEO~ AGGREGATE DATA 

II-C-l 

This Faper estimates shifts in public opinion o.n presi

dential approval surrou'Doing certain salient internationale-

vents. It estimates thE proportion of apPEovers, disapprovers, 

and neutral respondents in Gallup polls t.altEn b~fore the events 

who shift to other responses in polls after the events. This is 
> 

done by analyzing all possible Don-negative, integer solutions to 

the 3x3 tahles representing the pre- to post-event change. By 

means of a most possible criterion to make a point estimate and 

by e.xamina tion of the relations among cell values in solutions it 

is shown that most of thE incr~ase in support accruing to the 

president co mes from those who bad disapproved of his performance 

before and net from those who had no opinion. 
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The presidential support Ii tera tuxe d ocuiments at least two 

major patterns. First, the proportion of those surveyed re

sponding favorably to the Gallup guest.ion about how well the 

president is ooing his job generally declines as the president I s 

term wears on (Mueller, 1970, 1971, 1973; Stimson, 1976). Sec

ond, in times of certaill ll,residential action on the international 

scene, the public will register a decided increase in approving 

how the incumbent is carrying out his duties (e.g., Polsby, 

1964: 25) • 

'Ihe explanations advanced for these patterns and other 
,'---I 

changes in the level ct presidential support are well known and~/ 

r easonable: disillusionment, dissolution of coalitions, war, / 

~ state of the economy, and rally-round-the-flag emotions, to name 

but a few (ftueller, 1970:19-25; Stimson, 1916). While not 

denigrating these ex,planations, it is noteworthy that\non~~rays 
"'-;\. ., 

'''. 
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serious attention to subpopulation dynamics and all appear to 

presume the population to be homogeneous. To be sure, the 

mechanics aDO perhaps eveD the dynamics are alluded to in the 

explanations, but very little attention is paid to which sub

FopulationE dissolve the coalitions, which become more disil

lusioned, or which are more susceptible to $abre-rattling and 

patriotic appeals. Repeated cross-sectional data preclude 

answering those questions with standard techniques. 

Although we lack evidence on the dynamics of public opinion 

change, we still need it. We would benefit in eXFlaining the 

Itacro level trends if we could tie those trends into meso-level 

and preferably micro-level behavior. For example, are Republican 

presidential disapprovers more susceptible to rally-round-the

flag appeals than disapprovers who are Democrats? Does support 

from higher SES respondents drop off less precipitously than 
,~ t.., 

'. ~ -" 

support . frOID low SES respondents? Are women who approve of the 

president' s handling of his job more or less lileely than men 

approvers to decrease support for the presiden·t in times of war 

or economic Ciecline? The differential response to chang,es in the 

economy, war, or any stimulus by various subpapulations would 

assist in explaining the sacro level trends and patterns so amply 

described in the literature. .It should also allow analysts to 

move toward predictionc Cn a more pragmatic note, politicians 

would like to assess how various events will influence the sup-

port the president garners from particular groups in society. 

.Mueller (1970: 19) conjeqtured that changes in eViiluation 

would follow a trickle through flow.. If, for Examt'le, all event 
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# 

is followed hy an aggregate increase in presidential approval, 

Mueller suspected that approvers would stand fast R some of those 

with no opinion would beccme approvers, and some disapprovers 

would shift to the no opinion category. 

However, Mueller rejected the conjecture because there was 

an extremely bigb negative correlation (r = -098) bett-lean ap-

proval and Ciisapproval scores and because the no opinion category 

stayed remarkably stable at about 12-14 percent. He suggested 

therefore that support shifts from approval to disapproval 01: 

vice-versa. ihile I think he is .largely correct, t..l,. at judgment 

cannot he made on tbe basis of the evidence presented because 

inferences to individual behavior from aggregate data can be 

dangerous. l!oreover .. human nature being what it is, there must 

be some slippage .Sti.u"son, 1976: 5, . Not all no-opinion holders 

will sit at the sidelines and certainly some of the approvers and 

disapprovers ~ill edge into the no-opinion category. 

Two questions must therefore be asked: What are the overall 

dynamic.s of changes among presidential evaluations overtime and 

what is the degree or degrees of change that takes place? This 

research proposes to examine the shift in presidential evaluation 

among the three response categories found in the Gallup gues·tions 

hefore and after_ salient 'international events associated with 

large aggregate level shifts in presidential approval. Not only 

is the use of those categories intrinsically interesting, but 

because of differing levels of support among various subgroups, 

it may be possible to plot changes in support in portions of 

·those groups.· 
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To ans~er the kinds of questions just ra~sed typically 

requires panel data. Because of the e.xpense of plotting general 

trends in panel studies there would be little point in catrying 

out a massive panel study on the chance that an international 

incident might occur and pre- and post-event data would 

therefore bave been collected.. This paper will present a tech

nique that uses tbe reFeated cross-sectional survey data Gallup 

collects and publishes to estimate shifts of respondents from one 

opinion category to another. The technique does not provide 

individual level data; it estimates the possibility of meso-level 

states representing the shifts among subpopulations. These 

estimates ~ill allow estimating the probabilities of individual 

level beha vior .. 

Specifically the paper will ·examine the four surges in 

presidential approval scores exceeding ten percentage poin.ts 

associated ~ith presioential action in inte~national matters over 

the last tllenty years .. Jumps in evaluation associated with 

internationnal events are studied because they constitute a 

clear-cut p1:enomenon and so are more·susceptible to analysis. 

IJhe events eJtamined are the Cuban Missile Crisis, the Vietnam 

peace treaty, the Mayaguez incident, and the Camp David Accords. 

For all four, GalluF reports tbe national resPQnse to the stand-

ard question "Do you approve or disapprove of the way 

(incumbent's name) is handling his job as president?" prior to 

and after the events. To present the technique, and begin ,., 

anaysis, tl1~ Frobl~m will next be formalized. I J 

I 
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FOBMALIZATIC~ CF THE PBCEl!M 

For the purpose of exposition, consider the problem for the 

Cuban Missile crisis. National FoIls asking whether respondents 

approved, disapproved, o,r held no opinion about JFK's presidency 

were conducted just prior to and just after the crisis. The 

favorable responses l=ose dramatically after the event. I wish to 

estimate tbe proportion of each group in the pre-event survey 

that shiftild to the ()ther two categorieso Because the changes in 

pU.blic opinion are reasonably large both in absolute terms and 

cQmpa~ed to ~amFling error, the point estimates from the Gallup 

surveJs arE u2ed, and sampling error is not considered important 

for the purposes of this study. Since the two surveys were ad

ministered close together, it is presumed th~t we are dealing 

with the same populaton. Attrition and augmentation of the 

popula tion is taken to be negligable .. 

To formalize the problem it is cast into a 3x3 table format. 

See Figur.e 1 IlD F. 20. The row margiDa.lsrepresent the approve 

(A), disapprove (D), and no ppinion (N) aggregates at time 1, the 

pre-event survey.. ~'he column marginals represent the same cate-

gories at time 2, th~ post event survey_ 

lustrates, we want to estimate the cell entriesa 

among the cell entries and marginals are: 

As Figure 1 11-

The relations 

... 



j .~Jb , 

a + 

d + 

g + 

a + 

e 

h 

d 

+ 

+ 

+ 

+ 

c = t.t11 

f = M12 

j = M13 

g = M21 

b + e + b = M22 

c + f + j = M23 

(1) 

(2 ) 

(3 ) 

(4) 

(5) 

(6 ) 
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The protlem of estimating cell given marginals has an exten-
l 

sive literature (for example, see Bishop, Feinberg, and Holland, 

1975). Unfortunately, all approaches presume that the riature of 

the probatility density function governing the distribution of 

the items being coun ted is kno·iln. The existing estimation Ii t

eratu~e generally presumes a multinomial or Poisson distribution 

and shows that the standard ma.ximum likelihood estimate of row 

times column marginals divided by total ta.hle count is justified 
c· 

under the assumption of either probability distribution. In the 

case of changes in public opinion we do not know. the probability 

distribution. Moreover, I wiJ,1 argue that inequality constraints 

among the cells should be employed in estimation and nothing in 

the standa1;O l!teJ;~ture give~; guidance when ineguality relations 

among the cells obtain. cons.~quently no assistance comes from. 

the standard statistical estimation literature and a difterent 

tack is needed. A first step should be to examine the range and., 

charac teristics of possible solutions. 

Elementary algebra demonstrates that there are an infinit-e 

number of solution sets to eguatioas (1) through (6). The 

number of solutions can be reduced some by restricting the cell 
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entries to non-negative integers, a reasonable restric·tion since 

the actual sllrveys generated non-negative integer data. But that 

still can leave hundreds and thousands of soluticns, which is 

clear from the work Davis and Duncan (1953) have done when they 

used marginal constraints to identify the range of solutions to 

simila r problems. 

Another way to reduce the range of possibilities is to bring 

in ancillary informaton to further sharpen the possibilities. 

Shively (19i5) was successful in doing this in a different con

text. The additional information I intend to use is the commonly 

observed inertia or persistence in human behavior over time. 
. 

Although people clearly change over time, it is ve.t:y reasonable 

to assume that Democrats tend to stay Democrats", conserva ti ves 

remain conservatives, and bigots continue as bigots -- at least 

over a period of a1few months. Similarly I presume that most 

approvers will remain app.t:overs,most disapp.t:overs will maintain 

that posture and most people with no opinion will continue in 

that state~ Some obviously change, but the inertial constraints 

simply say that most, though it can be as little as one third of 

the subpopulation, will persist in their. ofinion in the few 

months or less between surveys. Although not typical, these 

assumptions are no different in degree than the kind that social 

scien tists mak"E -- although unwittingly at tiDIes --about line

arity and additJvity of .t:elations.bips, independence of variables, 

and the properties of residuals in the frequ~ntly used multiple 
" regression technique. 

Expressed in terms of the 3x3 table, the inertial 

straints are: 

.. 
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a > b or a. == b 

a > c or a = c 

e > d or e = d 

e > f or e = f 
j > g or j:: g 

j > h or j:: h . 

), P 

(7) 

(8) 

(9) 

( 10) 

(11 ) 

(12 ) 

J) 

Even with the set of solutions rest!:'icted in number by 

imposing constraints (1) through (12) there will generally be a 

number of solutions that sa tisfy every constr~int.. How is ·the 

analyst to choose one "test" selution, particularly if each 

of these solutions is a priori just as likely as any other? 

one 

It is important at this point to distinguish between the 

solutions tg the tables, a set composed of nine integers, and. the 

individual cell entries, consisting of single integers. An 

analogy with poker may make sense. ~f a person is dealt five 

cards out of a deck, there are an enormous number of equally 

likely sets of car s . a cou • d th t ld be dealt Thl.·s corresponds to 

the set of solutions. let certain kinds of hands are more likely 

than o·thers. This corresponds to the indiv idual cell entries. A 

player is more likely to have two pair than· four of a kind 

becaus e JIiore of the original possibilities are comprised of two 

pair than four of a kina. I am arguing that all hands (solu

tions) are equally likely, but the kinds of hands (solution 

characteristics) are not. No circularity of r)reasoning is thereby 

implied later when one estimate is identified as being more 

possible than all others. 
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Playing with a stand ard and untampered:. with deck guarantees 

that there are'four suits, each with an ace, deuce, three, four, 

.... jack, queen, and king. The odds of drawing any particular 

kind of hand are therefcre reasonably well known. But if you are 

forced to play with a deck a group of five year olds have 

previously played with, it is wise to enumerate all the cards in 

the deck. If, for example, only 41 cards remain and all the 

jacks are miSSing, the likelihood of being dealt a straight is 

substantially reduced. In other words, the solution set must be 

delineated to realistically assess the likelihood of any partic-

ular outcome. 

Similarly, in the set of all possible solutions to our 

problem, certain values of each cell will crop up more frequen

tly than others because of constraints, (1) through (12). In 

choosing a solution, therefore, the analyst would want a solution 

set in which the estimated value for every cell crops up frequen

tly in the set of all sclutions. Parallel to a careful card

player checking the deck to see that there are four kings, four 

gueens .. etc., so that the priori odds are as e!Cpected,the most 

possible estimator, approach (Wan~t, 1980) examines all solutioijs 

to set the a priori odds of a given cell having values 0, 1, 

2, ••• 

To illllstrate this a computer program was written. to iden

tify all nen-negative integer solutions and to tabulate the 

frequency of occurence. Tables 1 through 4 (pp. 21-24) display 

·the data for each of the problems. Note that the frequency 

distributions for Each cell vary_ They do not all come from the Ii 
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same family of distributions~ ~ven those that do appear to come 

from the same kind cf distribution would be characterized by 

different parametersa !lhese distributions constitute envelopes 

of possible distributions. These distributions represent the 

influence of constraints cn solutions. In the absence of any 

information about the underlying distributions the envelope or 

limiting distribution will be used in the analysis that follows. 

It is otvious froD: the'Tables that some values of eac_h cell 

are more possible than others. It is intuitively clear that a 

solution to the whole problem whose individual cell value d1s-

tributions cccur very frequently is desirable. The estimates 

would be more likely in tbe sense of being more possible. 

Wanat's 1980 research on vote switching searched out all 

possible solutions and used the relative frequencies of cell 

values to approximate frobabilities. It then sought the joint 

probability of solutions based on the individual cell freguen-

cies~ Unfortunately parallelism with probability theory demands 

the assumption of independence be made, one that is not jus-

tified. The results d.Erived by his approach are good tho~,Sh 

theareticallll inelegant. To improve on that r~search the prEsent 

research employs an analytically neater criterion. 

Given tl:e empirically derived set of possible integer solu

tions to ccn$traints (1) through (12), the analyst wants to 

choose one thg't minimizes the ~p.ances of error,. Bence a least 

sguares strategy is employe~. For example, 'if a' is the best 

estimate for cell a, we seek to minimize the distance, or error, 

from every pos~ible cell value for a by minim12ing 
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L(a- -a')~. 
e.... 

Taking the derivative wi~h respect to a' and setting that egual 

to zero yields-2 L<aca')=o. Solving for a' gene.rates the 

desired value of a': (~al)/N, where N is the number of solu

tions.. The optimal solution for any cell is there.fore the expec

ted value based on tlle frequency d.istributionderi vea from the 

set of possible solutionso 

It turns out that the expected values of '~the desired 

estimates are consistent with each other. In other words, the 

estimates computed from the possibility distributions separately 

all sum to the appropriate marginals. It can be seen, for exam

ple, that the estimates for the first row all sum to the row 

margin al by adding the cell values a 4...' b c.:. ' and 

solution: 

La.: + Lb ~ + ~ c: = L. M 11 ; 

c p for 
to 

every 

Since there are N solutions, 2: fil1 = eN) eM11). Dividing ev~ry 

term in the eguation by N gives 

C1/ N)L a\.. + (lIN) L:b.: + (l/N) L ct.,." = till 

~hich says that the sum of the estimates for each ot the first 

three cells equals the row marginal. 

The same logic appliE;s to all the rows and coLumns. Hence 

the expected value estimates ct;lnform to the marginal constraints .. 

Since the ittdividual solutions consist of cell entries such that 

cne cell is larger than or equal to the other two row entries, 

the sum of the soluticns0 will. also satisf} the in~guality 

relationships. 
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FIlmINGS 

The data for the four events (Cuban Plissile Crisis, Vietnam 

Accords, Mayaguez Incident, and Camp David Agreement) are 

displayed in Table 5 on p. 25. The table displays the marginals 

and the datEs the surveys were taken. Table 6 on p. 26 shows 

the estimates of tra11siticn probabilities among the approving, 

disapproving, and no opinion subpopulations. Table 6 also 

displays seme measures of confidence in the estimates. 

It is clear that in all four cases the same dynamics app·ear 

operative. Of those supporting the president prior to the event, 

the overwhelming major! ty continue suppo.rtingthe chief executive 

after the event with a small and relatively even SFlit of the 

remainder 9cing to the ether two categories. 

Among those *ho disapproved of presidential execution of his 

duties prior to the international event, roughly 50 percent 

continued expressing disapproval. Eut a large proportion, 

approximately 40 percent, shifted to approval. with only a fe~ 

percent shifting to the 110 opinion category. These estimates 

support Mueller's judgment that notr ickle-thrcu.gh process 

operates in opinion change .. One can guess that the no opinion 

holders are somewhat outside the pale' of involvement. 

Examination of those who held no qpinion on presidential 

performance before the international event suggests that about 

half of them stay in that state after ~!!e event. Of th.ose who 

shift, a bit more hecome supportive than expx=ess disapproval. 

~he impact of these shifts, however, is reasonably small because 
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of the small proportion ( 12~ to 17% ) of those surveyed who 

expressed no opinion. 

By taking an interval one standard deviation about the 

estimate it is possible to indicate the proportion of the pos

sible occupants in the interval. Those high and low estimates 

provide a range of estiaation associated with the proportion of 

the presumahlY'egually likely possibile solutions. For example, 

in estimating the proportion of approvers who stayed approvers 

after the Cuhan Missile Crisis, the technigue makes a point 

estimate of S5 .. 1~.. '.['he JIIEan standard deviation from the expected 

value for all solutions over all cells is 1.27. Using that as a 

confidence interval, this approach says that 791 of the solutions 

fall in the range of 93.1~ to 97.1~ standing pat in their evalua-

tion of JFK. A range like that can be adeguate for many pur-

poses.. In a case such as this both the high and low estimates 

genera te the same conclusions as the point estimates. ApFIovers 

stay approvers; almost balf the disapprovers shift to approval, a 

few shift to holdingnc opinion, and the remainder stay disap

provers; an d about half of those with no opinion sta.y in that 

state with most of the others shifting to approval. 

While it is clear that some cell values are more likely than 

others, the intervals ahout the point estimates vary in the 

proportion of the presumably equally likely values included. In 

the four incidents examined, the proportion of .solutions falling 

within the interval ranged from 44% to 94% with a mean of 67% • 

. Clearly the guestions being asked should determine the size of 

the confidence interval used. For ease of initial inveptiga-
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tions, ho~ever, it was thought that the mean standard deviation 

from the Estimates would be appropriate. However, the 

investigator should choost the interval according to the problem 

at hand. 

~he breadth of the distributions of cell valUES should not 

be cause for dismay. In picking a point estimate and examining 

the frequency distribution about it, it seems that although the 

Faint estimate may be the best one possible, it is not usually 

radically differen t fr.om nearby estimates. Yet social scientists 

routinely accept such estimates in their work. In the use of the 

chi square Estimate in goodness of fit tests the expected value 

is a point estimate which does not actually differ from many 

other estimates by much.. In fact, I have ennumerated all pos

sible solutions in tables without any inequality constraihts and 

the distributions of cell values about the chi square estimates 

are the same kind as those seen in Tables 1 thrpugh 4 .. If we 

routinely accept a point estimate from a wide range of pos-

sibilities a,s a baSE peint in chi square tests, consistency 

should not· allow us to ca viI at the parallel use of '-a point 

estimate in the prohlems under study. 

The enumeration of solutions also gener.ates data for analy

sis that is not focused on point estimates. Because the non-

supporters' ranks decline after an international event, it is 

appropriate to concentrate on the relationship bet .een the size 

of cells d, t, and t. By assumption, cell e is greater than or 

equal to cells d and f. But that leaves open the relationship 

between cells d and f, the number of non-supporters who became 

,-- -'--~ ------~-----.-----
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supporters or who adopted no' opinion. Our point estimate 

analysis ~says that the estimate for cell d exceeds the estimate 

for cell f. But in how many of the individual solutions is that 

also the c:ase: 

The program that searches and enumerates the solutions also 

counts U~E number of sclutions in which cell dexceeds cell f. 

For the Cuban missile crisis, the Vietnam accords, and the Camp 

David agl~eement, in everyone of the solutions more pr.e-event 

disapprovt:!rs turned inte approvers than into no-opinion holders. 

In the MayaguEz incident, of 2908 solutions 2899, or 99.69%, were 

such that more one-tim.e disapprovers became approvers than no 

opinion re.spondents. Although moving from point estimates sugg

ests a lack of accuracy, the step to analyzing the relationship 

among cell values in the solutions gives more encompassing in

formation. These data say that given the constraints set by the 

marginals and behavioral inertia, in all but an infinitesimal 

Dumber of solutions, more one-time disapprovers become approvers 

than becolBe nEutral .. Tile process of opinion change in our cir-

cumstances is clearly, therefore, one of conversion from rather 

extreme positions rather. than "gradual shift .. 

It may be possible by examination of the marginals and 

ext'reme va.lues of cells to analytically determine the relations 

among a few cells. But that approach is not always possible 
';;' 

as 

the Mayaglle2 case, where dominance is not complete, indicates .. 

Therefore all solutions are examined as they are enumerated. 

Given tl:E variety i.o the' marginals in at least three of the. 

four cases, perhaps the most striking aspect of the results is 

.-.---.-~-----

- ......... -
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the similaritj of the estimates. This suggests that the dynamic 

of opinion change is net dependent on the marginals, which vary, 

but inheres in the xEaction to the presidential action. An 

alternative explanation of the similarity of estimates is that 

the techniqUE itself is incapablE! of gener,ating anything else. 

To investigate that possiblitiy and to address some of the ques

tions about differences in opinion change in demographic sub-

,Fopula tions, estimates of opinion change on Republican and Demo

cratic resFondents will be sought. WEf" expect, for instance, that 

Republican respondents at the time of the Mayaguez incident will 

react differently than will the Democratic respondents. If the 

estimates are indeed different for the subpopulations and if they 

conform to what partj loyalty would predict, we would have evi-

dence that: 1) the technique is sensitive tomarginals and does 

not grind out the same Estimates regardless of input, 2) more 

faith can he put into tne conclusion that the conversion dynamic 

is in operation in presidential support change, and 3) subpopula

tion dynamics are identifiable. 

For bot~ the Mayaguez and Camp David events, the Gallup 

organization collected tte approve/disapprove/Do opinion respon

ses separate11 for temocrats and Republicans prior to and just 

after the events. Those data were analyzed and the results are 

displayed in Table 7 on p. 27. That table clearly shows that 

partisan respondents "generate differing estimates.. The Repub

licans' estimates for the Mayaguez incident are very close to the 

Democrats' estimates fox the Camp David accords. In both of 
" , those cases we are talking about respondents who share the party (I 
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affiliation of the Pxesident. In the case of respondents with 

partisan affilj.ation differing from the President the responses 

are similar het,,'een Democrats with regard to Mayaguez and Repub

licans with xegard to Camp David. The similarity is not as close 

as in the first case, but we did not postulate any particular 

pattern; we merely expected that differences would appear and 

they would be substantively plausible. And it is certainly 

within the realm of suhstantive interpretation that cases of 

congruence tetween respondent and presidential party affiliation 

should generate similar responses while cases of partisan differ

ence should jield similar results .. 

The major difference in estimates between resFondents and 

presidents of opposing parties lies in what the pre-event disap

provers did. Proportionately more disapproving Democrats suppor

ted Ford 8 s actions on the NajCl.guez than did disapprcving Repub

licans support Carter's Camp David actions. But this is to be 

expected given that the military nature of the Mayaguez seizure 

would bri,ng national pride into play more than mediating between 

two other na tions. In a.ny case it is clear tha t the technig.ue 

can estimate opinion change in various subpopulations. 

To s~ift from peint estimates to the relations between 

cells, analysis was carried out on the proportion of solutions in 

which the number of disapprovers turned approvers exceeded the 

number of disapprovers turned to no-opinion holders. For both 

Democratic alld Republican respondents centering on the Camp David 

event, in every solution more approvers became disapprovers than 

took on no opinion.. Regarding the Mayaguez incident, in 97.98% 

() 
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of the solutions involving Republican respondents and in 97.96% 

of the sclutions involving Democratic respondents more 

disapprovers became approvers than assumed a no-opinion stance. 

Once again the evidence says that conversion is the dominant 

dynamic in opinion change in the face of international actions by 

the presiden t. 

IMPLICATIONS 

This l:esEarch offers evidence that inc.reases in the approval 

of presidential handling of his duties after an international 

event largEly comes from a conversion of those who previously had 

disapproved of his execution of duties. The shift to and from 

the no opinion category is small and balances out, leaving the 

largest net increase coming fr,om the former disapprovers .. 

This suggests that survey. research might spend less time on 

those who hold no opinion. For one, it is often harder to "get 
I. 

responses from them. But more importantly, this research suggest 

that they arE largely il:relevant when changes in aggregate ap

proval is Examined.. They are not ~ctive participants in politi

cal life and may be ignored £or some purposes. Hence we have 

provided additional evidence that the stan dard I practice of using 

the "approv-e of the president" percentage as a dependent variable 

in measuring presidential popularity (e.g. flueller) is justified. 

The vclatility of respondents in sbift~ng from disapproval '~ 

to ap,Proval suggests the importance of the various rally-round-
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the-flag explanations for opinion changes. The naticnal intErest 

apparently overrides prev ious evaluative predisposi tions. This 

betokens a SUbstantial basic support for the country in its 

presidential embodiment regardless of the respondent's prior 

pOSitions. In fact, tbE rally-round-the-flag dynamic is powerful 

enough to sbift a healthy proportion 

disapprovers. 
about 40% of 

In. the voting aI:enathere is evidence that candidates are 

better served by holding the waverers and enticing the uncommit

ted voters tnan by trying to convert those of the opposing party .. 

The voting act is an Example of moderately stable behavior.. In 

. presidential evaluation in times of international action, 

however, support can come from those who were on the opposite 

side of tilE political fence. Political activism or awareness is 

enough, it appears, to augment the president's support when he 

acts decisively in international matters .. 

But perhaps most important in this paper is the refinement 

and application o'f a technique that allows estimating sU.b-macro

level changes in public opinion from repeated cross-sectional 

data. Arcnival data call now be mined and processed to generate 

new insights and to effer corroborative data or to suggest in-

valida ting evidence for conjectures .. The technique does not 
\c .. --< 

promise certitude, but it clearly indicates the odds of estimates 
\\ 

befng corrEct. The rESEarcher can thereby judge the utility of 

the estimatEs "in each application and use the estimates if 

appropriate .. 

o 
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TABLE 1: FREQUENCIES OF CELL VALUES IN SOLUTIONS AND ESTI11~lES 

FOR CHANGIS IN PRESIDENTIAL SUPPORT AT THE CUBAN 
MISSILE CRISIS 

APPI Appr Appr Disap Disap Disap No Op No Op No Op 
to to to to to to to to to 

Appr Disap No op Appr Disap No Op Appr Disap No Op 
---~------~-----~-~~---~-~---~~----~---------~---.-----~-------------

0 0 54 0 0 0 52 0 31 0 
1 0 39 61 0 0 37 0 25 0 
2 () 26 tl3 0 0 34 1 33 0 
3 0 15 24 0 0 13 5 23 0 
4 (} 7 7 0 0 6 14 22 0 
5 {) 1 1 1 0 0 27 7 0 
6 (} 0 0 5 0 0 41 1 14 
7 0 0 0 14 0 0 37 0 32 
8 C' 0 O. 25 0 0 16 0 51 
9 0 0 0 38 3 0 0 0 30 

10 (;1 0 0 40 20 0 0 0 15 
11 0 0 0 19 47 0 0 0 0 
12 (} {} 0 0 32 0 0 0 0 
1.3 '0 0 0 0 22 0 0 0 0 
14 C 0 0 0 12 

'Of 

0 0 0 0 
15 0 0 0 0 6 0 0 0 0 
55 ,1 () 0 0 0 0 0 (} 0 
56 6 0 0 0 0 0 0 0 0 
57 1€ (} 0 0 0 0 ,0 0 0 
58 27 0 0 0 0 0 0 0 0 
59 35 0 0 0 0 ,0 0 0 0 
60 34 iO 0 0 0 0 0 0 0 
61 23 O! 0 0 0 0 0 0 0 

expected values balsed on l!Iost possible frequency distributions 
58.99 1 .. 19 1.62 9004 11.77 1.18 5096 2.04 8.00 

associated transi t:iO.f.l probabilities 
.951 .019 .. C'29 .411 .. 535 .. 054 .373 .127 .500 

(' 
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I \ TABLE 3: FREQUENCIES OF CELL VALUES IN SOLUTIONS AND ESTIMATES 

TABLE 2: FREQUENCIES OF CELL VALUES IN SOLUTIONS AND ES~IMATES I i FOR CHAWGES IN PRESIDENTIAL SUPPORT SURROUNDING 
FOR CHINGE:S IN PRESIDENTIAL ·SUPPOR~ SURROU NDI NG ! 

II THE MIIAGUEZ INCIDENT 
THE VIETNj\1! ACCOBDS a Ii ! 

[ 
II 

Cell APF!: App!: APilr Disap Disap Disap No Op No Cp No Op 
Cell Appr App.r APE.r Disap Disap Disap No Op No op No Op ~ Value to to to to to to to to to II 

Value to to to to to to to to to ~ l' Appr Disap No Op Ippr Disap No Op Ippr Disap No Op II 
Appr Disap No Op Appr Disap No Op IpFr Disap No Op I II -------------------_._-----------------------------------------------

---------------~-------~-----------------------~--~------------------- I ~ 0 0 31S 0 0 0 393 262 430 0 
0 0 18 0 0 0 45 1 7 0 

I II 1 0 318 516 0 0 382 .338 490 0 
1 0 17 50 0 0 22 2 6 0 2 0 318 482 0 0 406 358 428 0 
2 0 15 18 0 0 4 8 16 0 { Ii 3 0 318 439 0 0 373 433 461 0 
3 0 11 3 0 0 0 11 13 

\1
0 II 4 0 314 389 0 0 369 432 382 0 

4 0 6 0 0 0 0 25 21 11 

~ 
5 0 302/" 3-33 0 0 314 504 39LJ 91 

5 0 3 0 0 0 0 17 7 32 6 0 278 273 2 0 ~78 375 227 340 
6 0 1 0 0 0 0 7 1 28 

ji 7 0 242 210 8 0 201 206 96 553 
12 0 0 0 1 0 0 0 0 0 

~ 8 0 196 1146 20 0 129 0 0 576 
13 0 0 0 3 0 0 () 0 0 9 0 145 82 38 0 52 0 0 455 
14 C 0 0 7 0 0 0 0 0 'i 10 0 93 32 63 0 11 0 0 342 
15 0 0 0 11 0 0 0 0 0 11 0 45 6 .95 0 0 0 0 2LJ5 
16 C 0 0 15 0 0 0 0 0 12 0 17 0 135 0 0 0 0 160 
17 0 0 0 17 0 0 0 0 O~ 13 0 4 0 183 0 0 0 0 93 

0 0 0 17 6 0 c 0 0 0 14 0- 0 0 223 0 0 0 0 42 18 
19 0 0 0 0 18 0 0 0 0 15 0 0 0 255 0 0 0 0 11 
20 {} 0 0 0 17 0 0 0 0 16 0 0 0 280 0 0 0 0 0 
21 0 0 0 0 14 0 0 0 0 17 0 0 0 298 0 0 0 0 0 
22 0 0 0 a 8 0 0 0 0 18 (l a 0 310 1 0 0 0 0 
23 0 0 0 0 5 0 0 0 0 I 19 0 0 0 310 18 0 0 0 0 
24 (} 0 0 0 2 0 0 0 0 ! 20 () 0 0 260 65 0 0 0 0 
25 {) 0 0 0 1 0 0 0 0 

11 21 2 0 0 220 136 0 0 0 0 
44 'I 0 (} 0 0 0 0 0 0 II 22 10 0 0 140 223 0 0 0 0 P 
45 4 0 0 0 0 0 0 0 0 

11 23 26 0 0 48 318 0 0 0 0 
46 9 0 0 0 0 0 0 0 0 

I! 24 58 a 0 0 318 0 0 0 0 
47 13 0 0 0 0 0 0 0 0 25 100 0 0 0 318 0 0 0 0 
48 16 0 0 0 0 0 0 0 0 

I 26 149 0 0 a 318 0 0 0 0 
0 0 (I 

16 0 0 0 0 0 0 27 201 0 0 0 301 0 0 fj 0 0 49 

1 
50 12 0 0 0 0 0 0 0 28 2"" 0 0 0 267 0 0 0 0 .... ~ 

29 288 0 0, 0 216 0 0 0 0 

! 30 303 0 0 0 171 0 a 0 0 
expected values based on most possible frequency distributions 31 299 0 0 0 122 0 0 a 0 

47 .. 90 1.76 1 .. 34 16.18 20.39 0.42 3.92 2.85 5.24 I 32 280 0 0 0 80 0 0 0 0 
associated t.ransition probabilities I. 33 253 0 0 0 36 0 0 0 0 

.326 .237 .437 i .939 .. 035 • &26 .437 .551 .. 011 fi 34 220 0 0 0 0 0 0 0 0 
35 182 0 0 0 0 0 0 0 0 

r 36 140 0 0 0 .0 0 0 0 0 

~ 37 
1.1 

95 0 0 0 0 0 0 0 0 
, 36 liS 0 (} 0 0 0 0 0 0 

i expected values based on most possible freg:.uency dist.ributions 
1 30.14 4 • .33 3.93 16 .. 72 25.83 3. LJ5 3.54 2.84 8 .. 62 
l' associated transition probabilities 
j .788 .. 111 .101 .. 363 .562 .075 .. 236 .169 .575 

./1 

\ 
// 
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TABLE 4: FREQUENCI,ES OF CEL!. VALUES IN SOLUTIONS AND ESTI~1ATES 

FOR CHANGES IN PRESIDENTIAL SUFFORT SUEROUNDING 
THE CUll? IAVID ACCORDS 

Cell Appr Appr Appr Disap Disap Disap No Op No Op No Op 
ValUe to to to to to to to to to 

App-:t Disap No'Cp Appr Disap No Op App: Disap No Op ________________________ ~l ___ · ________ ... : !-_______________________________ 

0 0 214 0 0 0 268 42 142 0 
1 0 210 338 a 0 233 '·:·69 181 0 
2 0 198 282 0 0 233 90 160 0 
3 0 115 225 a 0 184 134 (; 190 0 
4 0 145 169 0 0 156 162 162 0 
5 0 133 115 0 0 93 216 174 0 
6 U 81 65 0 0 48 231 133 80 
7 0 53 21 0 0 13 181 65 185 
8 0 29 1 0 0 0 103 21 264 
9 0 9 0 0 0 0 0 0 261 

10 0 1 0 2 0 0 0 0 192 
11 C 0 0 8 0 0 0, 0 133 
12 0 0 0 20 0 0 0 0 18 
13 t 0 0 39 0 0 0 0 35 
14 0 0 0 65 0 0 0 0 0 
15 0 0 0 93 0 0 0 0 0 
16 0 0 0 121 0 0 (1 0 0 
11 0 0 0 149 >'vl 0 0 0 0 0 
18 0 0 0 175 0 0 0 0 0 
19 C) 0 0 192 9 0 0 0 0 
20 0 0 0 182 48 0 0 0 0 
21 0 0 0 132 119 0 0 0 0 
22 0 0 0 50 214 0 0 0 0 
23 0 0 a- 0 203 0 0 0 0 
24 0 0 0 0 181 0 0 0 0 
25 0 0 0 0 148 0 0 0 0 
26 2 0 0 0 113 0 0 0 0 
27 10 0 0 0 85 0 0 0 0 /--') 

28 28 ':""':'" 0 0 0 57 \y 0 0 0 0 
29 55 0 0 0 36 0 0 0 0 
30 87 0 0 0 15 0 0 

I 
," 0 0 

31 119 0 0 0 0 0 0 0 0 
32 147 0 0 0 0 0 0 0 0 
33 166 0 0 0 0 0 0 0 0 
34 113 0 0 0 0 0 0 0 0 
35 16:t~) 0 0 0 0 0 0 0 0 
36 134 0 0 0 0 0 0 0 0 
37 95 0 0 0 0 0 0 0 0 
38 50 0 0 0 0 0 0 0 0 

" 

" expected values based Cll most possible frequency distributions 
33.37 2.81 2.82 11 .. 87 23,92 2.21 4.17 3.27 8.97 

associated transition FIcbabilities 
.856 .012 .072 .406 .544 .. osq .281, .192 • 521 
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TABLE 5: EVENTS AND iHEIR AGGBEGATE CHARACT!BISTICS 

Event Survey tates Approve Disapprove No Opinion 
_ ' " (A) (D) (N) 

-~------~~----~-~---~~--~-~------------------------------------~----
Cuban Missile 20-25 SEE 1962 62% 22% 16% Crisis ( 1) 16-21 Nov 1962 74% 15% 11% 
Vietnam 'Pe ac~ 12-15 Jan 1973 51% 37% 12% Treaty ( 2) 26-29 Jan 1913 68% 25% 7'10 
Mayagu ez 18-21 Apr 1975 39% 46% 15% .Incident (3) 30 I1ay- 2 June 51% '33% 16% 
Camp David 21-24 Jul 1978 39% 411% 17% Accords (iI) 19 Sept 1~18 565t 30% 14% 

,--, 

(1) Tne ~uban .lii~sile criSi(l:L.1l~qan on 16 Oct when photos of 
RUsSl.~n l!'l.ssl.lES~e7e ~ m~,:,_e---~ JF K announced the presence of 
the ml.ssl.les and 2n2tl.~ted the naval blockade on 22 Oct. 
On 28 Oct the USSR :agreed to remove the weapons .. 

(2) NixoD.announced the agreement on 23 Jan. The peace pact 
was sl.gned in Paris on 27 Jan. 

(3 ) 

(4) 

Camtodian naval vessel took the Mai~guez on 
forces recaptured the ~ayaguez on {5 "aJ~ 

12 May. u.S .. 

Tne 
tl:e 

liideast summit at Camp David en·~ed with the signing of 
framework for peace on 17 Sept. 

(i 

o 
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TABLE 6: ESTIM.ATED TRANSITION PROBABILITIES AND ASSOCIATED 
STATISTICS FOR OPINION CHANGE IN FOUR EVENTS 

ESTIMATED TRANSITICN PROBABILITIES 

-------------------~-----------~--

Cuban ...... . 
vietnam .. .. 
Mayaguez. 
Camp Dav. 

1->A A-)1)'" A->N 

--------~-------
.951 
.939 
.188 
.. 856 

.019 

.. 035 

.111 

.072 

• C29 
.. 026 
.101 
.012 

D->A D-)D D-)N 

-~-~---~-------~ 
.. 411 
.437 
.363 
.. 406 

.535 

.551 

.562 

.544 

.. 054 

.011 

.. 015 

.. 050 

LCW ESTIMATES EASED ON ONE STD DEV ERROR INTERVAL 

-~-------------------------------------------~~--

Cuban ...... 
Vie"tnam ... 
Mayaguez. 
Camp Dav. 

1\->A A-)D 

.931 .000 

.916 .011 

.120 -, .. 043 

.801 .. 018 

A-)N 

.. 009 
.003 
.032 
.018 

D->A D->D D-)N 

---------------~ .353 
.405 
.305 
.. 358 

.. 471 
• .519 
0'504 
.495 

.. 000 

.000 
... 017 
.002 

HIGH ESTIl1ATES BASED ON ONE STD DEV ERROR INTBRVAL 

N->A 

.373 

.326 

.. 236 
... 281 

N->A 

.. 293 

.. 226 

.. 058 

.. 155 

N->D 

.127 

.237 

.189 

.192 

N-)D 

.. 048 
.. 137 
.012 
.. 067 

-----~------------------------~---~----------~----~------
1->A A-)D A->N D-)A D-)D D->N N-)A N-)D 

. . 

N-)N 

.. sao 

.437 
.. 575 
.527 

N-)N 

.. 421 

.337 

.. 397 

.402)) 

N-)N 
---~-~------~--~ -~---------~~----Cuban........ .. 972 

Vietnam •• ' .. 963 
Mayaguez ... 851 
Camp Dav •• 910 

.. 040 ... 050 

.. 058 .050 

.. 119.169 

.127 .127 

.469 .593 .112 

.. 470 .... 584 .044 

.. 421 .620 .133 
.ij54 .. 592 ;.7.099 

.452 

.426 

.. 414 

.406 

.201 

.337 

.. 367 

.. 317 

PBOPO.BTION O:F POSSIBLE CASES BETWEEN HIGH AND LOW ESTIMATES 

--~------------------------------------------~-------------

Cuban •••• 
Vietnam •• 
Mayagu ez .. 
Camp Dav. 

A-)A 'A-)n 

-------------~--.676 
.634 
.. 489 
.528 

.. 838 

.. 451 

.. 526 

.593 

.. ·941.1 
.. 958 
.659 
.. 826 

D-)A 

.125 
.606 
.500 
.. 519 

D->D D-)N 

.. 711 .. 866 

.437 .; 944 

.523 .730 

.700 , .. 656 

Event Standard Deviation Error !nterval 
-----____________ ... ___________________ ...J,' ________ _ 

Cuban ..... . 
Vietnam .... .. 
Mayague2 •• 
Camp Davia 

'\ 
T<J 

J) ,": ' 

j 1.271 
1 .. 201 
2.668 
2 .. 126 

N->A 

.. 746 
D 146 
0839 
.. 605 

N->D 

.. 570 
.. 704 
.741 
.559 

.579 

.537 
.. 753 
.. 652 

N->N 

.796 
.. 845 
.. 863 
.843 

i 
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TABLE 1: ESTIMA1ED 'IRANSITION PROBABILITIES AND ASSOCIATED 
STATISTICS FOR PARTISAN RESPONDENTS IN THE 
~AYAGUEZ (~ygz) AND CAMP DAVID (Cmpt) INCIDENTS 

l!S~IMATED 'IBANSITICN PBCEABILITIES 
----------------------------------

A-'A A-)1) A-)N D->A D->D D->N 

l.1ygz/Bep 
Mygz/Dem 
CmpD/Bep 
CmpD/Dem 

.. 908 

.. 628 

.104 

.895 

.042 

.191 

.230 

.060 

.050 
.181 
.. 066 
.045 

.356 

.332 

.. 162 

.383 

.. 553 
.574 
.826 
.. 573 

.. 091 
.. 094 
.011 
.. 044 

N->A N-)D 

.. 239 

.. 206 

.. 265 

.280 

.181 
.194 
.265 
.. 208 

N->N 

..580 

.600 
.. 469 
.. 512 

to{ol ESTIMA'IES BASED ON CN! S~ANDARD DEVIATION ERROR INTERVAL 
----------------------------------------------------------~-

Mygz/Rep 
Mygz/Dem 
CmpD/Rep 
CmpD/Dem 

.. 877 

.. 518 

..611 

.858 

.. 011 

.. 082 

.137 

.022 

.. 019 
... 071 
.. 000 
.008 

»-)A D->D D-)N 
---.... .''-----------
.289 
.216 
.125 
.. 329 

co 486 .. 024 
.519 .038 
.. 790 - .000 
.. 518 .000 

N->A N->D 

.. 068 
0000 
.072 
.. 144 

.. 010 
.. 000 
0072 
.. 072 

N-)N 

.. 409 
0313 
.. 275 
.. 375 

HIGH ESTIM 1I'1:ES BASED ON C NE S'1' ANDARD DEVIATION ERROR INTERVAL 

--------------------------------------------------~----------

l'lygz/Rep 
Mygz/Dem 
CmpD/Rep 
cmpD/Dem 

A-)ll A->D A-)N 

.939 

.. 131 

.. 197 

.. 933 

.. 072 
.. 301 
.. 323 
.091 

... 081 

.291 

.160 

.. 083 

D->A D->D D->N 

,.423 
.. 388 
.199 
.. 438 

.620 

.. 630 

.. 863 

.. 629 

.. 158 
.. 150 
.048 
.. 098 

N->A N->n N-)N 

-r~--------------.----
.410 
.. 433 
.. 459 
.. 417 

.352 
.. 421 
.459 
.345 

.. 751 

.. 828 

.. 663 

.648 

PROPORTION OF POSSIBLE SCLUTIONS BETWEEN HIGH AND LOW ESTIMATES 

------------~-~------------------------------------------------
1-)A A-)D A-)N D->A D-)D D-)N 

--------------... 
Mygz/Rep 
Mygz/Dem 
CmpD/Rep 
CmpD/Dem 

.514 c 

.. 466 

.3~' 

.537 

.642 

.. 493 

.Ll01 
.• 427 

.. 540 
.. ~86 
.916 
.935 

.. 456 

.539 

.401 

.546 

Event std .. Dev .. Error 

-------------~~------------------
MayaguezjRepublicans 
MayaguezjTIEmocrats 
Camp David/REpublicans 
Camp navid/DemQcrats 

6-) 

1.881 
3.182 
2 .• 326 
1.911 

'" 650 .. 641 
.493 .566 
.401 1.000 
.434 .909 

Pre-event 
A D N 

61% 28% 11% 
29% 57% 14~ 
25~ 63%- 12" 
51 % 35%· 14% 

N-)A N-)D N->N 

.162 

.. 973 

.. 860 

.556 

.610 .. 786 
.. 910 .844 
.860 1 .. 000 
.. 501 .,864 

Post-Ev'ent 
A D N 

68% 20% 12% 
40% 41% 19% 
31% 61% 8% 
63% 26% 11% 

,) 

......... _-
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ABSTBACT 

E~~IMAT~~G !HE DEGHEE C! !OBILIZATION AND CONVERSION IN THE 1890's: 
- THE NA1UBE OF POLI1ICAL CHANGE IN ONE CRITICAL ELECTION 

The vot ~r.g d . on the critical presidential primary • ynam~c ~ 

election of 1896 is held in the literature to he the conversion 

of disenc!l·anted Democrats to the Bepu blican banner. Mo;biliza tion 

of new vo·t Ers is net gi v€n much attention. To assess the role of 

mobilizaticn, the vcte sh~ft possibilities from 1892 to 1896 were 

formalized, and analysis of all possible scenarios conforming to 

the aggregate data characterizing the e~\~ctoral shift were car

ried . out 1:y computer. Soluticns to the 3x3 tables representing 

the 1892 to 1896 vote history show that in the Midwest more 

veters were mobilized in the 1896 election than were converted. 

In the Northeast the conventional wisdom was untouched. 

I 
f 
I 
i 
I 
! 
( 

I 
I 
I 

I 
i 

f 
i 

I 
II I· 

~ 
~ 

i 

,1 
Ii 
II 

I 

I 

j 

I 

Of 

I 

'''l 

II-D-2 

ESTIMATING THE DEGREE C~ !OBILIZATION AND CONVERSION IN THE 1890's: 

THE NATOBE OF ECLI1ICAL CHANGE IN ONE CRITICAL ELECTION 

John W .. anat and Karen Burke 

DepartuEnt of Political Science 

University cf Ilinois at Chicago Circle 

Though certain elEctions have been classified ~ith great 

regularity as critical elections, the definition 'of what consti

tu·tes a cr.itical election has no·t heen clear.. Va 0.. Key (1971: 

28) initially classified an election as critical if an enduring 

realignment Was prcduced by shatp and intense changes in party 

support .. Later Key (19~S:198) noted that secular realignment is ,. 

ilso compatible ~ith a critical election, but the change in party 

support is the result of gradual shifts in voter affiliation. 

Eurnham (1970: 4), usir:g Key's £ormulaticn, named sharp 

chang.e in Folitical l:ehavior a cxi tical realignment. Pomper 

(1971: 182) modified the concept further by calling elections 
G 

where the majcrity party retains pre-eminence thrcugb a change in 

the vot'Elr tase cCllvert.ing elections; if the majo.ri ty party loses . ' ~ 
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its majority status he called the elections realigning. 

sundquist (1973: 7), rejecting the distinction between forms of 

realignment, suggested that the term realignment encompasses both 

critical and secular realignment if there is an organic change in 

the party system. respite such variety in definition, at the 

cor:e of tJ:e concept is a consensus that critical elections are 

characterized ty a decempositicn of habitual party loyalty, 

resul ting i'n a shift of decisive minorities frcm cne political 

party to ancther. (Burnham, 1970: 6; Campbell, 1971: 117; Sund

quist, 1973: 18) 

Some scholars, how€ver~ have suggested that the notion of a 

critical election merits elaboration .. For examfle, Sellers 

(1971: 159), though accepting the notion that a critical election 

is partially the result of a shift in vot·er allegiance, places 

more emphasis on the COl:tr5ibuticns of -;the young and the new voter 

entering the voting fray. Seagull (1980: 70) attempts to dif-

ferentiate betlieen a cri tical election and a secular realignment 

by noting tbat secular realignme.nts place less stress upon heated 

issues and more stress en population shifts and alterations of 

social bases. Although seagull is still willing tc provide a 

distinction between the blO categories of ,electi.ons, he suggests 

that each of these are cClTI:o~ed of issues a.nd populati~n shifts, 

though tl:e contributjcns of -each varies from election to 

election ... 
D 
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since a political system at any time is composed of contin-

uing voter~ as liell as ne w voters re~)ul ting from demographic 

changes we find the ~eagull and s 11 -_ e ers pos~tions on the 

.... Y'1e c not mean to components of a critical election appeal;ng... 0 d 

imply that scl:olars totally ignore the ,impact of new voters, but 

the extent of most treatments is UsUal~y a mild reference to the 

fact that nek voters may have some impact. The volume of lit-

era ture on vote switching in critical elections indicates that 

prime empbasis lies in t1:€ conversion of ,\.v--.9tes.. With the excep-

tion of AD aersen (197 €) and 1"'anat ('1979) - t 11 ~ v~r ua .y no empirical 

attention ha~ been paid to the relative \ieight of conversion 

mO.biliza tien .. 

and 

'1 he 1896 presidential election is universally considered to 

be a critical electicn, Det cnly beca use of its imfact on the 

fclitics c.f succeeding years, l::ut also because of tbe conversion 

of voters .. Seme theorists (e.g., Burnham, 1970; sundquist, 1973) 

suggest that the velatile, divisive economic issues in 1896 

resulted in an obvious fclarizatien of political choices forcing 

voters out of the comfort of traditional voting patterns into new 

territory and new enduring rel~tionships.. The result is a con

version of 1892 voters. 

Eowever intriguing, when applied to 1896, the grand conver-

sion theorl suffers from some methodological problems. BUI:nham 

accura tely de~cribed th€ "severe economic h 4 18 6 c aos 1n 9, presented 

e ~epu 1can and Democratic fositions ap-cogent reasons 'why th n bl-
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Fealed to scme geographical regions and not others, and egual1y 

as painstakingly analyzed the aggregate electoral outcomes. 

Conversion ccnsequently aFFears Flausible. But Froblems develop 

when aggregate data are assumed to represent a compilation of 

individual ccnversions. The question thus arises whether any 

Evidence E){ists that the cutcome cf the 1896 election is based on 

factors other than convEIsion. Although the literature leans in 

the conversicn direction, mobilization of new voters, as Andersen 

(1976) and "anat (1979) have shown for the 1932 election, prov

ides an alternative a~a Frotably better e){planation for some 

critical elections. We suggest three reasons why mobilization 

might form the hasis for much of what happened in 1896. 

First, relying cn census data, we note that migration among 

states could result in an influx of potential voters that might 

change the relative proportion of party advocates in each state. 

Within this migratory movement lies the possibility of some 

states disFlaying grewtt in eligible voters and others witnessing 

a decline in voting Fepulaticn from migration. For example, 

after accounting for birth and death rates. ve note that New York 

between 1880 and 1890 lost 146,400 native ",hites over ten years 

old to migration and Illinois lost 170~OOO native whites to 

migration while Massachusetts gained 31,900 native white migrants 

in tha t same Feriod. . If the foreign-born and hlack populations 

are included in this calculation the enormous impact of migratory 

patt·erns l:eccmes even IDcre noticeable. Illinois, in this case, 
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showed a loss from ni~ration of 59,000 between 1870 to 1880 and a 

gain of 170,200 people letween 1880 and 1890. Pennsylvania 

gained 19,100 migrants l:etweeu 1870 and 1880 and gain~d 285,100 

migrants between 1880 and 1890 (HIST OBICAL STATISTICS, 1975: 

91-93). Tte migrart, ccnsequently, was not necesarily converted 

in 1896, but could have carried his normal political affiliation 

into the pells in his new state of residence. 

Second, if mobili2ati~~ of new ¥oters was a goal of politi

cal parties in 1896, there was a supply of t t wen y-one year old 

males that bad never expe' d t' . r~e:Dce vo ~ng 1.n a presidentialel-

ection before .. For example. bas~d on the 1890 census, Pennsyl-
vania had 

660 1 000 people in the 15 - 24 year old catEgory. 

Assuming that approximatEly 50~ of this category are males, and 

excluding all those that could have voted in 1892, there are 

approximately ~15,OOO fifteen to eighteen year olds who 
would 

fall into the twenty-one year old male category in 1896. In like 
manner, Illinois had 158 600 t t' 1 ,. po en ~a new voters and Ohio 

150,200 (HIS~CRICAL STATISTICS, 1975: 24-37). 

Finally, the late 18(0'5 may be seen as a period of im-
mi~ant influx. unmatcbed 

'~~~'\-. in any earlier Feriod. It has been 

estimated ttat the grDwtb attributed to immigration during this 

Feriod was one-half million annually (Jensen, 1971: 187-188). In 

1890, the foreign-born population sto.o:d at 9,249,5£0 p.eople, or 

approximately 14 .. 7'J! 0,;£ tbe total population (Carpenter, 1969: 

3C8) .. This swell in FCFu~aticn from immigration offered a pool 

liUUt_ 

., 

c.' 
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of voters ripe for"Hobl1ization. ~hough the extent of immigrant 

contributien to electcral outcome would vary by state, w~ can 

illustrate the approximat€ importance of the immigrant to elec

toral outceIDe by exaninimg Chic. Of the 1,016,464 males twenty

one and OVEr in 1890, rcughly 15.1% were naturalized citizens 

(HISTORICAL STATISTICS, 1975: 1068). Thus, in Ohio in 1890, 

approximately 108,Q86 in~jgrants fell into the potential voter 

camp. Thol:gh some historians (e .. g .. , Jensen, 1971: 254) feel that 

immigrants, due to a lack of political integration, were less 

inclined to vcte than native citizens, the economic situation of 

1896 and/or the actiVE purscit of new voters by the political 

parties rnaJ have initiated previously inactive voters into the 

system. 

certainly in seme states (e.g., Indiana and tHsconsin) the 

immigrant ~a~ well received. Merely by meeting normal voter 

requirements, such as residencYI the immigrant could cast a vote 

without full citizenshif_ Further, even in states requiring full 

citizenship prior to obtaining voting rights, immigrants were 

obtaining citizenship, and even if they opted not to change their 

status their children were reaching voting age. For example, the 

natiVE white populaticn born in the United States of foreign 

parents increased frcm 16.5% in 1890 to 2006% in 1900 (Carpenter, 

1969:6) ~he total impact of this immigrant influx is that a 

pool of voters existed for wbich the historical and social CUeS 

of party prefer:ence did not exist. 
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This brief review of the components underlying aggregate 

data suggest that vcteI conversion is enly (fhe explanation among 

a universe of dynamic possibilities. As suggested earlier the 

process underlying a critical election may be viewed as a mixture 

of conversioL and mobilization behaviors. 

AGGREGATE rA~A ANALYSIS 

In Table A the votes for each party's presidential candidate 

in both 1892 and 1896 are presented, as are measures of vote 

change for the parties. ~hi]e it is clear that one cannot infer 

individual l-ev"el behavior from aggregate data such as these, they 

can generate conjectures. Cne striking regularity in theSE data 

leads to a ccnjecture and demands investigation. 

Note tbat with the Exceptien of Wisconsin, all the ~id-

~estern states show an increase in Democratic vote, while all 

states in the Northeast show a aecline in the Democratic vote 

from 1892 to 1896. The natural conjecture for the Northeast, 

therefore, is that conversion is likely pci.'rticularly since the 

increase in the total of tbose voting is s~all. But in the 

Midwest it does not appear as likely to have been a zero sum 

game. consequently~ the mobilization of new voters, who were 

relativel~ numerous in ttat region, may well explain or at least 

co,ntribute to the Republican hegemony in 1896. 

G 
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FCFMALIZAT~CN OF TEE PROBLEM 

We are interested in where the 1896 voters came from and 

linere the 1E92 voters went to in 1896.. If conve " th r Sl.on were ·e 
(( 

cnly opetative mechanism, the problem could be expressed as a 2x2 
!) 

crosstabul at i cn .. The rew marginals would be the 1892 Democratic 

ani} Republican vote; tre celumn marginals would be the 1896 

Democra tic ana Republican vote; the problem 110Uld be to estimate 

the cell entries. As clear from his chart, sundquist's con-

ceptualizaticn of realignment operates on this basis (Sund<juist, 

1973: 19) .. 

Earlier in the fa.rer,tie suggested that conversion alone 

CQuld not ha~e occurred. The augmentation of the 1892 voting age 

Fopulatio~~~l naturalization of immigrants and attainment of 

voting age .U a c, ty the natiVE born alcng with thedimi~lutl."on f th t 
I) 

population ty oeatb and cutmigraticn constitute dynamics outside 

the realm cf conversicDo To accommodate these r~alities of 

augmentation and attrition, a third cat egory, which 'lIe call the 

pool category, is .needed.. That category reFresents those in any 
./ 

year lihoj t l:cugh eligib Ie, did not vote, those who voted fox 

third part} candidates, and a small adjustment population needed 

to make the population commensurate between 1892 and 1896. 

will be explainEd mere felly latexo) 
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The prollem, t~erefcre, can he expressed as a 3x3 tabLe with 

the row marginals representing 1892 Democra ts, Bepublicans, and 

rool member£ and t'1e column marg"lnals r pt' ·h ~ e_resen ~ng L e same 

groups in 1896. Figure 1 lays out the general crosstabulation as 

tlell as a particularexFressien of the problem for Minnesota .. 

" In the Figure, cells DD and RR represent Democratic and 

lfepublican voters who staye d faithful to t.heir parties v can

IIdida-tes in J:cth 1892 and 1896.. Cell DR holds the D~mocrats who 

defected to the Reputlicans in 1896 and cell RD are those who 

defected the ether way. ~he size of those tva cells indicates 

l.za ~on, on e at er hand, is the degree of conv~_r_cl.·on.. Mobl."l" t" th h 

seen in cells PD anc PE, ihich indicate how man1 from the pool in 

1892 voted temocratic and Republican, respectively, in 1896. 
/1 

Cells DP, liP, and PP represent those in the 1892 eiigible el-

eciorate whc died, did not vote or voted for third party can-

did ates i.n1896. '- ;') 

voting statistics tell us some of the marginals: D1, F1, 

D2, "and R2... Eut others, f 1 an a P2, must be computed.. It must be 

remembered that the entire table is composed of all pe.~sons :who 

were eligiblE te vote in eitter 1892 er 1896. Although those two 

groups are largely the same, ther~ are differenCES because of 

newly enfraEchize~ voters, newly interested 

dropouts, ar.d death. 

voters" 

We prcceed to comput·e the pool "1 . marg~na s as 

voter 

follows. 

Burnham's tcrnout rates (BISTORICAL STA!IISTICS, 1975: 1071-1072) 
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are used tc calculate the eligibl~ electorate fcr toth 1892 and 

1896. Bence, if the 1892 turnout rate is called T092 ana the 

1896 figure is !OS6, t~e available electorates, AE92 and AE96, 

are computed as: 
I~qd "CJ.e.. 

AE92 = (~ I li1.) /rl'092 
l~~uk 

AE96 = \1:2 ;> fl2)/T096 

In all tl:e states "VIE examined save one, the 1896 electorate 

€)lceeds the 1892 electorate», \-I'hich indicates that the tbtal table 

population mtst be at least as large a~ AE96. It will be larger 

than the 1896 available electorate by the number in the 1892 

availatle elEctorate wbc aiea between 1892 and 1896. Data in-

dicate that mortality in that period i8 about 7 .. 56% (see belo\~ 

and HISTORICAL STA~IS~ICS, 1975: 63). Therefore c total table 

pcpula tion is: 

TC~ = AE56 + 7.561(AE92) 
\~~~ It?qa,,~ 

= (£2 I R2}/T096 + .. 0756{E1 I ~1)/T092 

Knowing tte total available population allows calculation of the 

pool pop~~aticn as: 

P1 = TCT - D1 - B1 

P2 = TC~ - D2 - R2 

We ar€. now left ,iith the classic ecologica,J. inference 

problem: hew to estimate cell entries from marginals. The 

marginals illcw us tc state the conditions that connect cell 

entries auo narginals: 

o 

- - ------~--- ---- -------- ----..... -- ----

--------------------------------------------~--~~'\------------~ JI 

,-j 

j, 

f 

DD ~ BR ~ BP = D1 

~ of RB i- RP = R1 

ED + PE + IF = P1 

DD + RD + fB = D2 

DR + BR -+ PR = R2 

DP + BP + PP = P2 

( 1) 

(2 ) 

(3) 

( 4) 

(5) 

(6 ) 

II-D-12 

Knowledge of elementary algebra indicates that nc unique solution 

is possitle for ccnditions (1) through (6) because there are 9 

unknowns and cnly 6 eguations. I f t th n ac »' ere are aD infinite 

number of ~clutions if the cell variables are allmled to be real 

numbers .. Eut sinc~ the problem represents enumerated data, it is 

'fully apprcpriate to r,guire that the variables be non-negative 

integers .. !hat stricture reduces the number of solutions to a 

finite, thcugh potentially very large number. 

To make the formali2ation of ~he problem more isomorphic to 

the phenomencn under study a d f ttl n, or una e y, to further reduce 

" the number of soluticns, we inccrporate the effect of death on 

the ~ _ ~~e ea rates ~n Mas-1892 electorate ~nto the problem .. ' m~ d th . 

~achusetts in 1893, 1894. 1895 1 and 1896 ._, were 20 .. 5, 19 .. 11 19 .. 0 

and 19.3 deaths per thcuEand (HISTORICAL STATISTICS, 1975: 63). 

Since thOSE data are ~hE cnly cnes available, we assume the~ are 

reasonably representative of the NOrtheast and MidWEstern states 

we investigate. Their compound effect indi'cat-es that 7.56% of 

the 1892 electorate would be dead by 1896. To inco~porate mortal 

tt "t" . ~ a rJ. J,on 1nto DUI medel we require that, at least 7;56% o£ all 

.~, 

= 
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1892 categories move to the pool category in 1896. The 

inequality is reguired because there ar-e more reasons for not 

voting tha.n eying.. Expressed more succinctly, 

LP > Ge75ED1 

FP > .. C756R1 

pp > .. C756P 1 

(7) 

( 8) 

(9) 

Because infant mortality rates are usually higher than adult 

rates, the actual attrition rates for the voting age population 

may be less ihan 7.56~. Using as loYl as a 7% attrition rate 

generated essentially tbe same results as those to be reported 

below .. Hence we will use the 7 .. 56% mortality rates in the rest 

of the paper wit~ confidence. 

Yet another aSFEct of reality that must be incorporated into 

the model is the inertial quality of most human bebavior. For 

instance, given a group of conservatives at one tjme it is re-

asonable tcassume that mest of them will still be conservatively 

or,iented a fEW years later. In the case of the 1896 election it 

is reasonable to assume that most of those who voted Republican 

in 1892 cwould continue to do so four years later. ~here is no 

l'lay that any individual's voting pa ttern can he identified or 

predicted, tut in a quasi-aggregate sense, it is possible to say 

that most of those voti£g in a particular way at one time contin

ued to do so at a second 'point in time::" 
(" "\t 

Given that the Republicans increased t'beir vote :from 1892 to 
1,,_) 

1896 and given that tbe qualitative literature argues that vote 
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defections were mostly er heavily on the part of the Democrats, 

we feel it is reasonatle to require that most 1892 Republicans 

who voted in 1896 voten"fbr McKinley. To be more specific we 

viII assumE that no meze than 25% of the 1892 Northeastern and 

Midwestern Befublic8DS would vote Democratic in 1896. All the 

narrative ana qualitative literature on the politics of the 1890s 

stresses )the cohesiveness and strength of the Republican party 
(/ 

both absolutely and relative to the fractionated Democratic 

party. A 25~ latitude .fe:r: Republican defection is therefore both 

reasonable and literal. Cn the other hand the Democrats are 

thougbt to have been in disarray, particularly in the Northeast. 

We feel the.refore that more defection should characteri2e the 

1892 Democratic voters. Too much defection would be un-

reasonable, tut WE feEl that allowing 50% of the 1892 Democrats 

to defect would circumscriJ::e what bad been goillg on. More than 

tha t is tantamount to .saying tha t.there was no Democratic party, 

an assertion to which the aggregate data gives lie .. Setting 

tbose limits does not in any way specify a particular solution. 
\ ! 

Tbe limits ll!+~rely identify r€ascnahle b cunds on what could have 

happened. Note tbat these limits are more g::lnerous th.an 

Burnham's definition of the conversion limits in a critical 

election which he sets at from one-fifth to one-third of the 

normal vote stifting (Burnbam, 1970: 6). 

formalized as: 

FB > _75{RR.+ ED) 

TID) ~50{Dn ~ DR) 

Those conditions are 

(10 ) 

(11 ) 

'~-,- -- --": 

... 
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!he final specification of our problem is meant to simplify 

ffcomButation. ~he center forticn of Figure 1 lays out the margin

.als in thousands of votes for Minnesota. To allow guicker com

, Futation these vote figures are converted to percentages. Fur

ther analysis is then completed on the portions of the Table at 

the l:;ottOIDa In particular, we will examine all non-negative 

integer solutiens te the 3x3 table with the marginals expressed 

in percentage points that also satisfy conditions (1) through 

(11) .. 
,c, " 

ANALYTIC APPFOACH 

" - -.~':-, } 
". ".-.~:;..,/ 

Our sutstantivE prctlem centers on the degree of mobilizaton 

and conversien of voters in the 1896 election. Sinc·ewe want to 

compare c'ells ED and tB {conversion} with cells PD and PR':::.' 

(mobilization) I what can be decided if there are numerous 

selutions? 

A basic tene~ or ~uiding principle of this research is that 

to analyze or estimate what did happen, we must examine what 

could have happene'. He contend that valuable information can he 
Ii 

garnered by enumetating all possitle solutions and examining th~ 

I "" ii re at~onsh:;tps amonif cell ·entries in the solutions. !his approach 

. . I "d t"f l . :;1S s1mp y 1 eD 1 y~ng tbe 10g:;1ca1 consequendes of the model 
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formalized I,D Figure 1. No new empirical information is 

genera ted. Eut since tlle logical entailments of the model are 

not apparent by just looking, for instance, at Figure 1, it is 

essential tc work aut those conseguences. We used a computer to 

enumerate all soluticns .. Because of the inequality rela-

tionships, an analytic approach to the relations among cells is 

nat possible. But the computer enumeration is fast and provides 

all the nEEded inferrraticL. 

Each selution represents a scenario of how +892 voters could 

have behaved in the 189E election, a configuration of how many 

party voters stood pat, defected, or dropped out. For most 

states there are literally a few thousand solutions. No one can 

really know which scenario actually eccurred. But if the vast 

reajority of them indicate more people were mobilized than conver

ted, W'S deem it reasonal:le t'o beliEve that not only is conversion 

not to be assumed, tut nol:ilization is more likely. 

By examining all pcssible solutions or scenarios we are 

setting the groundto:5Jrk for making some probahilistic statements .. 

In this p~per we will be making statements of the tYFe: "In X% 

of all p'Ossi:tle scluticns, r'elationship Y exis,t~ .. nThe approach 
." (i 

we employ giVES the researcher a specific measure of the cer-

tainty for each asserticn. To say that 97% of all scenarios for 

state Z have more p"eopJe mobilized t.han can verted tells the 

researcher ~ specific number, a significance level~ In 

mity with standard usage for signific?nce wben more than 

, C) 
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all solutions are congruent "statement Y, n we consider 
~ 5 

flstatement yfl well SUFPc~t€d -- 1ignificant at the .05 level as 
I' 

it were. Si~ce social scjeDtist~ accept probabilistic statements 
I' 
I' 

cn a regula~ basis in the coniFext of st9.~tistical sig.nificance, 
I 
I' 

our approach, although novel, f should not be uncomfortable. 

Eappily, in a goed ~u[ber o~ Midwest and Northeastern states~ 
i 

100% of the solutions exhibit c1nsistency, which gives us cer-

" tainty that "~elationship Y exi~ts." 

" .;", 

DA!A 

Our general thesis is that mobilization as well as conver-

sian charactetizes the Befublican ascen~ancy in 1896. But since 

regional variat~ons are usuall fa· . y oun 1D every presidential 

alection, ~e .ill go below the national level to the state level 

for two pertinent regions to make our case. Because tbeSouth 

maintained its special rElationsbip to the Democrat~c party, we 

viIi ignore ~t . th . .... 1n·..e analysis.. Because the flest was small in 
, I 

electoral colle~e votes and because some of its ties to 
'" 

Fopulist ana bimetallic positions kept it i.n the Demccra tic camp, 

it too "rill 1:e neglected in what fellows. 

The ~cst interesting parts of the country in the 1896 el

ection were the Mid~est and the Northeast~ Jensen, Burnbam and 

'-'-0 others have focused on the Midw~t as central to understanding 
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the election. Moreover, the size of the electoral college votes 

found in tbose two regions makes their study imFortant. But 

perhaps most importantly, conversion of votes was supposed to be 

most salient in the Midwest and Northeast.. Our study ther-efore 

analyzes tle seven midwestern states of Minnesota, Wisconsin, 

Iowa, Illinois, Michigan, Indiana and Ohio. It includes the six 

New England states of Maine, New Hampshire, Vermont, Connecticut, 

Massachusetts, and Fhode Island. Lastly it takes in the three 

Mid-Atlantic states of N~~ York, New Jersey, and Pennsylvania. 

Tog'ether tl:ey represent 227 electoral votes or 51% of the total. 

For each 0,,£' t'hese 16 states, actual votes (rounded to 

thousand~ for the Democratic and Republican presidential can-

didates in 1892 and 1SSE }}'ere taken from the HISTOEICAL STATIS-

TICS CF THE UNITED STAT1!S.. That same source yielded Burnbani's 

estimates of the vcter turnout by state for each of the two 

elections_ Those data were used, as outlined above, to generate 

the marginal:: for the 3x3 tables similar to that in Table 1. 

Using those rrarginals aLa conditions (1) through (11) we sought 

all possible solutions for eacb state. 

o 
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l.' 

FINDINGS 

Cur general goal is to convince the analyst that mobiliza-

tion has to te considered more seriously and included more ex-

Flicitly than in any studies to date. More proximately we will 

show that it is likely that in many states mobilization was very 

prevalent. Most immediately we will demonstrate that in some 

states mobilizatien was mere prevalent than conversion. 

To meastre mobilization we have taken the sum ef cells PD 

and PR to represent the segment of the 1892 electorate that came 

into the twe Farty fray in 1896. These voters may be persons 
.-'.1 

who had vote.d populistl) or other 
I· 

voting before, .never persons 
:-;:/ 

[inor party in 189~, or persons who had dropped out from the 

voting booth in 1892 though they could have voted fer one of the 

major parties prior ~o 1892. The extent ef conversion is meas

ured by th€ surn 0'£ cells DR and RD.. ~hese cells indicate the 

size of the defector pOFulation in the 1896 election. ,pur first 
, \ 

passl! was 
1 J 

t1hEfrein PR 

search all 

+ PI: > RI: + tR. v 
\' 

possible solutions and identify those 
(J 

'" Table E displays ~ous cbaracteristics of the solutions to 

problem bI state. !h~first set of entries tally the propor-our 

tion of solutions or voting scenarios in each state wherein more 

people are lFotilized tl:an are cenverted. Note that in all, states 

tut New Hampstire more than 84% of the solutions are mobilization 

domi~ant. In the Midwest in particulat there is overwhelming 

____ ~ - r,;.-------
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evidence that in fcur states (Minnesota, Wisconsin, Illinois, and 

Michigan) Every possitle voting scenario has more people 

mobilized than converted. In the remaining states in that 

region the da t~ say 'that the probahility exceeds 98% that the 

electoral ay~amics were mebilization dominant. In the Northeast 

the data are not geneJ:ally as strong but are still reasonably 

thought prcvcking. In Vermont it is certain that mobilization 

exceeded ccnversion. Save New Hampshire, the odds range frcm a 
[L 

low of 'S te 1 to a lligh of 10 to 1 that mobilization dominated .. 

All this, of course, is based cn the reasonable assumption that 

every soluticn or scenario is as likely as any other. 

~hese data say that in 5 of 16 states we know incontrover

tably, that rrore motilization than conversion occurred. In an-, 

ether 4, t~E cdqs are 5C to 1 that the extent of mobilization 

exceeded ccnversion. Mobilization, conseguently, must be ac-

corded more importance in the 1896 election thqJI is found in the 

literature to date. 

The second cclumn of data in Table B counts the proportion 

of solutions er voting scenarios in which the mohilizea go to the 

Democrats rather t~an tbe Republicans." In Wisconsin 96% of the 

scenarios had more motilized voters going Republican than Demo

cratic, but in the rest cf tne Midwest the data are not conclu-

sive. In the New England states, on tlle other hand, in all but 

Massachusetts the odds are greater than 95% 

got the bulk ef th'S neldy mobilized voters. 

certainty that that is tte caSE. 
I; 

that thE Republicans 

In Vermen t t4e ha,re ,. 
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The seurce of the victorious R(Bpublican co vote is touched on 

in the thira column of ihe table where the percentage of solu

tions in which more of the Bepublican vote came from the Ebol 

than from defecting Demccrats is laid out. only in Minnesota, 

Wisconsin~ Vermont, a~a Pennsylvania are the data strong enough 

to say that Fepublicans got more suppor~ from the motilized than 

the converted. In the rest of the states converted voters could 

well have aIlo Erota1:ly did playa major part in eXFlaining the 

Bepublican suCcess. Eut in those four states more than 95% of 

the scenarios have tte rrotilized mcre important than the 

ted, which is contrary to the conventional ~1isdom .. 

conver-

The last twe columns in the Table indicate the vitality of 

~be parties. !ach shews the F~OFortion of solutions (voting 

scenarios) in which mere voters are mobilized to th·eparty can-

didate than are lost by defection to the other party. with the 

except ion 0 f Indiail», Ohi 0, and t1assach u setts it is clear that 

over 97% of all scen~ries have the Republicans gaining more than 

tb ey lose 0 In fact, in 8 of the 16 states in every possible 

scenar~o tte Republicans gained more from the Fool category than 

they lost from defection. This comports well with the emergence 

of the Republicans as the dominant party. 

The case for Democratj,c party vitality is not as convi.ncing. 

In four of tre J;1idl<lestern states (Minnesota, Michigan, Indiana, 

and Chio) all scenarios have fewer Democrats lest to the Repub-

Iicans than are gained from the pool, indicating active and 
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reasonably successful state parties. The remaining MidWEstern 

states de Dot display enough consistency in their set of 

solutions to say ene tl th th nay or e 0 erM In the New England 

~tates, however, most of the states (excepting Massachusetts) 

show the Eemocrats losing more than they gain. What is in

teresting tere is that tle Northeast fits ~hat the literature 

says about ccnversion, tut some of the Midwest does not. 

To thiE point, then., our enumeration and analysis of solu

tions indicates that in general mobilization must be counted as a 

serious cOKpcnent of the vote dynamic in 1896. In five states it 

is certain t1:at mo1:ilized voters outnumber ccnve.r:ted voters while 

in another fecr states the weight of probahility points in the 

same direction. !oreover we have presented evidence that al-

though the Bepuhlioan state parties seem full of vitality in both 

the Northeast and !'lidl~est, i5he Democrats 'appear c cmparably strong 

cnly in the lid~est. 

~o understand mobili2ation's role more fully requires us to 

_ ~ car ~na rat e.r: than ordinal terms. Estimat·e J.·.t~ mag.r.~tud€ 1"n d" 1 h 

Just how many people were mobilized? Or, lacking that, what is 

the suallest number mobilized? The anSt~er is highly dependent on 

turnout .. ~able C displays the turnout in 1892, 1896, and the 

difference tEtwBen theSE t~o. Clearly the turnout was higher in 

the Midwest than in the Northeast in absolute terms in 1896. 

MoreQ~er ~he Midwest experienced an increase in turnout from 1892 
" 

while the Northeast·ern states, except Pennsylvania, all expe-
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rienced a decline in turnout. Since the Republican party seems 

to have expErienced CODt~DU d 't lOt 0 .... e V~ a .~ Yo ~n that election, the only 

possible explanation for the turnout is that the Democrats failed 

to mobilize voters that were potentially theirs in the Northeast. 
1\ 

It is very possible, then, that the criticality of the 1896 

election co&es not frCffi inordinate numbers of people changing 

their party allegiance, tut frcm large numbers of people who were 

net urged out by the Democratic party in some states while the 
" 

Republicans were out cracking the whip to get tc the polls those 

who were likely to te treirs. 

In an effort toesti.mate the magnitude of the "new" 'voter, 

.e proceed as follo.s. Ie seek to identify the minimum number of 

peopl€ in cells FD and ~B, r the cells representing the newly 

mobilized. Seeking tts mi£iEum cf PD+PR is tantamount to seeking 

the m~,x~mum value of pp' k w ~ s~nce we ' nov the marginal P1. But the 

maximum value of PP is eguivalent to knowing the minimum values 

of ~ ~\' 'Of an~~H since ive know the ma~ginal P2.. The minimum values 

of !"i!) and H, hOl'1eVer, fallout dixectly from the attrition .by 

death data which says that PD+PR must minimally exceed~7.56% of 

D1+R1 .. 

'lhe fCJ;Ith COIU~~ of Table C lists the estimates of 
'~-

mi.nimal 

new voters in thcusanas~ The New England states have very small 

numbers of new voters cem).:ared to the c omFarable figures in the 
. :::; 

Midl-1est .. Nei York and Pennsylvania are the only twe Northeastern 

sta tes wh ieh have a large num ber of newly mobilized voters. 'the 
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fifth column elpresses the new voters as a perc€ntage of the 

total Democratic and FeFublican voters in 1896.. Once again .. it 

is clear that in thE MiO'WEst generally about 25% of the e1-

Ectorate had not voteCl in 1892 or had voted for a tl'tird party/t 
\) ~ 

Since the third party vcte i.n 1:992 was small in com Fa,tison loli~~ « h 

the absolute numbers of the minimal estimates, we can be t.:o,di-

dent that mest of of the ~new" voters were indeeCl new. (In the 

Midwest tr.e Populist vete in 1892 as a percentage of Democratic 

and Republican votes ranged from a lonely extreme of 13% in 
, : 

k'/ 
Minnesota tc a lov of 1 .. 8% in Ohio.. For the r~':';i.on as a whole" 

the mean POFulist vet'e '\~as 4~ of the DemeC,ratic and Republican 

vote.) In the Northeast the proportion of the voters that were 

mO.bilized is su,bstantially lewer. The reader must remember that 

these estimates of new voters are in no way dependent on condi

tions (10) atid (11)" i.e. defection outer limits are irrelevant 

in these estiuates. 

In tle Midwest, then, mobilization was indeed an important 

force in tte 1896 electieD. If a minimum of one guarter of the 

electorate is new to the Falls, it is hard to justify the silence 

the literature ShOl.fers on mobilization. conversion is a more 

dr~matic explanation tham mobilization and' so may have drawn 

greater attention.. But 1'1e ha'\re raised guestions about the impor

tance of mobilization, especially in the Midwest • 

Although we cannot argue with certainty that mobilization 

made the difference in t~e" electoral outcome, w~ close this 

(,' 
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section by noting that in the Midwest we cannotigno~e)the 

J;ossibilit:y- If th(~ Republican plurality in 1896 is taken fJ:om 

lable A and compared ~ith the minimum number of new voters from 

Table C, it is clear that the minimum number of new voters ex

ceeds the Fepublican Flurality in every Midwestern state. In 

Wisconsin the new v{)ters only slightly outnumber the Republican 

plurality, but in the other six states new voters are tW{) to five 

times more nUltert:ms t~r1: the plurality. since we know relatively 

little about the voting preferences of the newly mobilized ~oter, 

all we can say is that mobilized voters had the potential for a 

EUbstantial impact, a fact that must te acknowledged in the same 

breath as tr€ cne arguing for tne impact of \conversion. 

SUMMARY ANr CCNCLUSIONS 

This fa];er has shewn tha t i'n the 1896 presidential ele'ction 

the role of new voters was important. While th4= literature has 

emphasized the conversion of 1892 Democratic voters to the Repub

lican party, we have shewn that in addition to the converted~ the 

mobilized were very numercuso 

In the l'1idvlest mobilization \1aS very common and in most 
o 

states provided more voters than those lost by defection. In the 
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Northeast ccnversion presumably was still very important, 

although Dctilizaticn was not unknown. Part of the rsason 

mobilization was low in tle Northeast probably lies in the lack 

of effort cn the paIt of the Democratic party except in Irish 

dcminated cities (~ones, 1964: 347) and in the cemmonly felt 

opinion in tcth parties that the Bajo~ battlefield .as to be the 

Midwest. Midwestern Derrecratic party enthusiasm for Bryan got 

the new vete out, a voting group that outnumbered these defecting 

from the part:y. 1\ In the Northeast, however, suspicion of the 

firebrand Er,an was manifested by the relativel:y low turnout and 

the lack of Evidence that mobilization was substantial. 

In the Midwest, then I' tl:!e critical nature of the election 

marking Republican ascendancy lies not so much in the shift of 

allegiance CD the Fart of one-time Democrats but more from the 

mobilization cf neH -voters .. Political change in this case is not 

the ~wrenching, psychologically radical snift ascribed to most 

critical elections. Instead, much of the Republican support 

comes from the entranCE of ne\i electoral participants" We have 

shown, we teliave, that major and endUring change can comE 

through tbe incremental addition of new voters to the electcral 
(; 

arena. 

We fino. the notion cf Republican vi'ctary through mobiliza

tion iJl ~,h.e Midwest attractive because of the notion that in that 

'\ time Foli tical a ffil ia tieD was near to a primary allegiance, 'c,one 

that to/auld not be easy to change.. We suggest that in general it 
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ea~i€r to bring in new voters whose political allegiance fJ C::::O 

is perhaps unformea and certainly is relatively malleahle than to 

change the allegiance of a voter confir~ed ii his or her helief 

through reFeated voting acts. 
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Formulation of the Problem and an 
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I I f E I P R I PP I 
-----------..:~----""'<,----------------

140 

De[, 

194 

1896 
Rep 

152 

Pool 
------~----------------------------
I EE I DE I DP I 
I-----~-----I----------I----------I 
I Er I BR I Rp I 
!-----------1----------1----------I 
I ED I PR I PP I 
------------------------------------

29~ 40% 31% 

-" 

D1 

R1 

1'1 

101 

123 

262 

486 

21% 

25% 

54% 
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100% 



~able A: Party Vote and Vote Chang~ in 1892 and 1896 
(in thousands cf votes) 

state Democratic Vot'e 

----------------
189~ 1856 1896 

-1892 

Republican Vote 
----------------

1892 1896 1896 

II-D-29 

-1892 -------------------------------------------------------------------
% Increase 
In Vote 

Minnesota 
Wisconsin 
Illinois 
Michigan 
Indiana 
Iowa 

101 
177 
4:;6 
20.2 
263 
196 
40.5 

14C 
1EE 
4E5 
237 
3GE 
224 
477 

+39 
-11 
+39 
+35 
+43 
+28 
+72 Chio 

Vermont 
New Hampshire 
Connecticut 
Maine 
l"assachusetts 
Rhode Island 

New Jerse y 
New York. 
Pennsyl vani a 

16 
42 
82 
48 

177 
24 

171 
655 
lIS2 

10 
21 
57 
35 

10.6 
114 

134 
551 
il27 

-6 
-21 
-25 
-13 
-71 
-10. 

-37 
-10.4 
-25 

123 
171 
399 
223 
254 
220. 
40.5 

38 
46 
77 
63 

20.3 
27 

156 
60.9 
516 

194 
268 
60.9 
293 
324 
289 
526 

51 
57 

110. 
80. 

279 
37 

221 
820. 
728 

Source: P.ISTORI,CAL S'lA 'lIS'IICS, (1975: 1 o.79) .. 

() 

+71 
+97 

+210. 
+70. 
+70. 
+69 

+ 121 

+13 
+11 
+33 
+17 
+76 
+10. 

.. +65 
+:;11 
+212 

27 .. 61% 
20..49 
24 .. 49 
16 .. 92 
15.40. 
17 .. 61 
19 .. 0.4 

14 .. 29 
-5 .. 60. 

5.45 
1 .. 72 
2 .. 81 
3077 

10. .. 42 
6 .. 51 

1900.4 

;1 
:) 
U 
I 
i 

I lj 
Ii 

~ 
~ 
I 
I 
I il 

II 
fl' J 

!I 
II 

II 
II 

~ 
I 
I 

. . 
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Table B::Cnar¢teristics of Solutions Allowing Maximum of 
- 25lc~epublican Defection and 501 Cernocratic 

[efkcticn freE 1892 to 1896 

State Percentage of Solutions Wherein: ER+Pt>FD+DR PD>J?B PR>DR PR)RD PD)DR ----------,..-------------------------:--------------------------------
Minnesot'a 10.0 .. 0% 1'9 .. 2% 99 .. 8% H) 0..0.% 10.0..0.% IHsconsin 10. 0 .. C 4.0. 97 .. 0. 10.0. .. 0 60 .. 8 Illinois 100 .. C 31 .. 7 76 .. 5 100. .. 0 87 .. 2 Michigan 1 DO .. 0. 51 .. 6 70.9 99.5 100 .. 0 In9iqna 98.7 62 .. 0 54 .. 2 83 .. 1 1QO.{) Iowa 99 .. 6 44 .. 7 65 .. 2 98 .. 7 87.8 Chio 99 .. 1 60 .. 1 55 ... 9 8502 100 ... 0. 

Vermont 10C .. 0 0 .. 0 1 QQ. 0 100. .. 0 6 .. 7 New Hampshi're 49 .. 9 3" 8 49 .. 6 9'6 .. 0 0 ... 0. Connecticut, 85 .. 1 4 .. 3 76.6 10,0.0. 9 .. 5 Maine 90 .. 2 2 .. 0 88 .. 4 10.0 .. 0. 17.3 f'!assachusetts 87.2 80.2 45 ... 6 71.3 91 .• 0 Rhode Island 84 .. 4 0 .. 2 84 .. 2 100.0 3 .. 2 
Ne 1" 'J erse:y 85.2 14 .. 9 66 .. 9 99 .. 8 13 .. 8 Nel1 York 9204 22 .. 8 72 .. 5 98 .. 7 41.1 Pennsylva'n.i a 99 .. 9 5 .. 8 96 .. 0. 100..0 69 .. 3 



II-D-31 

~able C: ~urnout and !inimum New Vote by state 

o 
State TULncut 

1892 1896 

Minnesota 66 .. 6~ 75.2% 
Wisconsin 76.8 84 .. 9 
Illinois 86.0 ~5 .. 7 
Michigan 73 .. 2 95.3 
Indiana 89.0 55.1 
Iowa 88 .. 5 96 .. 1 
Chio 86 .. 2 95 .. 5 

Vermont 60.4 67.5 
New Hampshire 85 .. 8 78 .. 1 
C cnnec tic u t 85 .. 4 83 .. 3 
Maine 63 .. 5 63, .. 0 
Ma~sachusett.s 74 .. 6 70 .. 6 
Rhode Island 63. ~. 59.2 

New ,Jersey 90.3 88.4 
New York .86,.3 gl.3 
Pennsyl vania 75.7 81.8 

Source: EISTORICAL STATISTICS, 

1896-
1892 

+8.6% 
+8,. 1 
+9.7 

+22 .. 1 
+6.1 
+7 .. 6 
+9.3 

+7. 1 
-7 .. 7 
-2.1 
-0.5 
-4 .. 0 
-3.8 

-1.9 
-2.0 
+6.1 

(1975 : 

o 

Minimum New Vote 

In 1000s 

127 
112 
309 
137 
152 
128 
254 

11 
0 

20 
12 
34 

4 

53 
203 
260 

1071-1072) .. 

As % of 1896 
2 Party vote 

38% 
26 
29 
26 
24 
25 
25 

18 
0 

12 
11 
9 -, 

15 
15 
22 c:' 

l! 
U 
I 
I 

. .. 
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EVALUArION WIXH SPABSE NOMINAL DATA: 
The Case of Differential Compliance With the 55 m1:'h Limit 

Evaluating pIograms under a qu~si~>experimental designwUll 

scanty data is unf ortunately not rare.. C:hanges in policy ot'ten 

are follo~ea by a call for a,ssessing the policy's imltact. Yet 

not enough foresight is usually employed to collect enough data 

before the policy change (i''-i~'lllake adeguate compari.sons possible .. 
'", '. 

The analyst is thereiore forced to l'l.aa",da ta col.lectei for otn,er 

purposes to estimate the impact of a policy. 

One example of this situation is the attemj:lt to identi:iy, 

differential compliance with the drop in speed limits to 55 mph 

in 1974 .. Panel studies 1:1ere not planne:!.. Recall data on pos-

si11:~Y illegal acti v~ty is suspect. The ,policy intervention is 
\\ \.- ::tI 

long past. All that remains are routinely collected cross-

sectional data on the proportion of the l:raffic exceedJ.ng vario us 
/,' 

speeds. HOll can one use aggregate data collected just before and 

just afrer the drop in speed limit to infer changes in driver 
IJ • 

belJavior? 
" 
Existing approaches 1:.0 the eCOlogica1)inference problem this 

case represents a1i:'e genera,lly not adequa't.e" to answering whetner 

. h' h d d ' , f 1'1 ' tll ~'" - dl tne ~g spe.e·' rJ. vers comtf....,y more u y tnan ose ,J.n tne mJ.d e 

ranges¥ or whetner t~e deop in average s1?eed comes about because 
= 

'everyone reduced speed equally.j,! These and ol:her questions about 

compliance b€havior /;~av~,--,--~no·t been anst~ered so fa.r .. 

I' i c! 
I 

i 
. ~ 
I I 
r I 

I) 

I 
1 " 

I 
I 

,-' 

In this paper the problem vlill first be 

formalized. Data 
iI 

sources ~ will b~ discussed. 

"",---- --
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s1?ecJ.fied and 

An es tima ti on 

technique based on exam';n'llg all l' . 
~ ~ so U't.J.ons to the 3x3 table 

representi,ng the policy change' t' J.wpac J.D aggregate terms will 

then be described. Next, techniques will be develo.lod ~ 'd 
1;'- ... 0 J. en-

tify the bounds of certain k';nds f d . •. 0 rivJ.ng behavior and to 

identify the probabilities of certaJ.· n h c anges in driving behavior 

on Michigan freeways. Finally those techniques will be apfiliedo 

PROBLEM SPECIFICATJ:ON AND FORMALIZATION 

The problem we atTack -I\... • 
- II:> to estJ.mate tne l'rol:-ortion of 

people d.ri ving in a given speed range WIlO shift into other speed 

ranges and to do this using only nomin~l level data collected 

prior to and J'ust 'after ...... e 1974 drop . 
~~ J.n speed limits to 55 mpho 

""~'Display 1 .shows the f'roportion of passenger cars traveling o,.n 

Michigan freeways in 5 IIlJ.le per hour intervals in both 1973 and 
.19740 The legislation clearly had an impact because the curve 

:.:> has shifted to the leftG But exactly who shifted downward by now 
"' much" is not .known .. A computerized bibliographic search failed to 

identify any literature on who complied 

were affected by speed law changesa 

or how 
I' 

dri.ving habits 
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Since speed limits in 1973 were 70 mph on Michigan freeways 

and they dropped to .5.5 mph in 1974, those two speed limits form 

'natural cut points. Display 2 in the upper le£t shows the 3x3 

crosstabulat'iDE refresem:ing t.hose who fell into tne low speed 

range (0-55 mph) ~ t.he middle range (56-70mph), and the higa 

speed range (71+ mph) in b3th 1973 and 19740 The row marginals 

indicate the percentage of 1973 drivers who drove in 'the three 

speed rang,es while the coLumn Illarginals indicate the percentages 

of those surveyed in the various categories in 19740 

The cells in the 'table represen t differential' compliance .. 

Cell G, for -example, indicates the percenta g9 of 'those who in 

1973 were exceeding 70 mpb. and hence II iolating thE: law but who 

came into compliance when the law mandated th~ 55 m~h limito 

Cell A, E, and J represent those who irove in tile same speed 

ranges both before and atter the speed limit chau!1e. Cell H 

co.rresponds to those l'IUO IH~re speeders in 1973 hut who drol'ped 

speed in 1974 though not enough to comply with the n&w law. We 
:~,~_e~ 

are interested in the cells and their relative sizes because trley 

indicate, within 1;11.9 ranges specified, how various groups re-

sponded to the lowered speed limit .. 

(Although ~e Arab oil embargo occurred at about tile same 

z..0 ;, 
time as the change in sl'eed limit, we made the assuml-tJ.on that 

the agg,Fegate drop ift speed is the result of the change in s};ieed 
1'(:) 0 

limit. fIe feel the embargo's impact. is minimal in com}arison .. to 

'the law change_ Some people reduced driving speeds'bE:cause of 

! 
I 

I 
I 

, I 
1 

t 
I 
I 
I 

I , 

I 
I 
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I 
I 
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I 
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greater 'fuel economy, but that factor is negligible since in B75 

the distrib ution of speeds 
,:1 /1 

while the number of Kpassenger 

1973 levels.) 
I) 
\::.." 

DATA 

was virtually the same as in 1974 

miles driven was \. back up to the 

As indicated, data on driving habits are not available for 

the 1973-74 period on the 1ndividual level. The best source oi 

data is the annual surveys the Federal Bighvay Administration 

publishes. Each sta~e surveys tne distribution of driving s~eeds 

on various kinds of roads for various k1nis of venicles. lhe 

surveys are taken on level roads under good driving conditi3ns 

during daylight hours. 

This research assumes that the surveys represent with re

'~asonable accuracy how people drive in a gi ven year. It also 
,~) 

assumes that t-wo successiye surveys are sampling ;the same driving 
( ! 
--.....,J' 

population". 'These assumptions allow using the un~variate dis-

tributions from two successive years as the marginals for a 3x3 

table. that represents the; shifts amotlg 'the driving categories. 

These data are not idea.l, but they are the only oues available 

and .. as we will show, t.hey are sufficiently good to enable 
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researchers toappxoximate panel studies wi th repeated di achr-onic 

data and the estimat~on approach to be explained next. 

() 

RESEARCH APPROACH 

To answer our questions about changes in driving behavior we 

must estima te th.e cel.ls found in Display 2.. The 3x3 table in 

Display 2 can becexpressed by the following six eguaLionsrepr-e

senting the marginal constraints: 

A + B·+ C = L1 (1) 

D ... E + F = t11 (2) 

G ... H .... oJ = H1 (3) 

A + D ... G = L2 (4) 

B .... E ... H = ~12 (5) 

C ... F ... J = H2 )(6) 

Since there are only 6 equations bU1: 9 unknowns, there are an 

infinite number of solutions.. Because the cell entries represent 

enumerated data, restricting the cells to non-negati ve in1:egers 

is appropriate and will reduce the numbe~ of solutioliS fJ:'om an 

in£ini te number to a potentially large but finite number.. Tlle 

nu.mber ,of solutions can be reasonably Q reduced even furtller 
o 

because it is unlikely that large numbers of drivers increased 

their sp,eed. Individual drivers mi.ght have dOlle so, but w.e 

, 
I 

----------

<j 
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o 

assume tha t fewer drivers moved into a higher speed range th an 

stayed in the same range. The.refore Ollr search ior solutions 

will be ·restricted- to tllose for which equations (1) 

obtain as well as the following three inequalities, 

A > B 

B > C 

E > F 

(7) 

(8) 

( 9) 

through (6) 

Even though the potentially large nUmber of solutions 1:0 our 

problem may have .been substantially reduced by our characteriza-

tion of the problem, many solutions remain.. Attempting to choose 

one solution from among the many would be a fruitless tasko This 
e 

research, therefore, will not r.ry to fi.nd the one solution or 

scenario of driver speed changes that actually occurr-ed.. Instead 

we proceed on the assumption that by examining all possible 

solutions (or sc[:Alarios, in terms of the substant.l.ve problem) 
(. 

certain patterns and limits commOll to all the soJ.utions may be 

llncov,ered. ~hose limit.s and pa tterns should tell the researcher 

something about changep in driving hahits. 

This research was carried out by writing a com~uter program 

that enumerated every solution to the marginals of tue 3x3 con

tingency table repres~nting the speed change 1:hat satisfied 

conditions (1) through (9)0 For each soilltion every cell and 

particular groups of cells were examined to identify maxima and 

minima as we~l as the relatio.nships amoIlg the cells and c.el1 

groups. Because of the .l.uequality constraints alid the fact that 
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it is not possible to analytically identify extreme values of LAe 

of -In .... '''rest, enumeration lias the only possible cell groups .. ....,. 

approach. • 11 +0 map t~e inenualities among the BecaUSE we w~s ~ u ~ 

,cells (e .. g .. , is cell G always greater than Cell H'?) , 

is also called for. 

enumerat:ion 

Seeking extreme values o£ cell~ and cell grou~s follows in 

the tradition developed by Davis and Duncan (1953). They dealt 

with a different kind of problem, but they sholl/ed the utility of 

locating maxima and minima of cells when point estimates cannol:. 

be made with any confidence. My approach goes b~yond that of 

Da vis and Duncan and l:.f..sir intellectual successors (e. g., Good

man, 1959) because the enumeration allotis statements l~ke "cell a 

exceeds cell G in 97% of all solui-Jo'ns. u StatemeIits like tnat 

make possible ge.neIalizat~ons aboul:. particular behaviors (e. g .. , 

o£ the 1973 traffic violaLors who dropped speed iIi 1974" fewer 

. 1 t' an merely dropped speed) with a complied with tne new aw n 

confidence level speci.fied (e. g., in 97%0£ all possible cases) .. 

By identifying limits and by not~~g the freguency of inequality 

t among q~ells and groufls of cells, it relationships and pa terns , r 

will be possible in analysis of some 3x3 

information that is not obvious and Whit is 

tables to genera te 

illuminat.ing. 

r 
I' 

I 
I 

.II 
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FINPINGS 

At the top left of Display 2 the 3x3 table for ~assenger car 
(t' 

vehicles on Michigan Freeways for 1973 and 1974 is displayed .. 

The top right lays out the 3x3 table with cells groul-'k!d to in-, 

dicate drivers who were law ahiders under both speed lirui ts (AA), 

whQ were abiders but ,became violatos (AV) I who were violators but 

became abiders (VA), and who speed law violators in both 1973 and 

1974 (VV) • Maxima, minima, an d ine:luality I:elations aIllong those 

.four groups were tallied when all solutions were enumerated .. 

In the ce.nter portj.on of Display 2 the maximal altd minimal 

values of the important cells and cell gro~pings dre shown, while 

the ,::J)ottom part of tnat figure lists the proportion of solutions 
.0::;::::-"':;: 

in which inequalities among cells and cell groups ob~ain~ These 

data present the kind of' information needeJ. to make some judg

ments about who cnanged their driving habits in what way .. 

Because we cannot identify anyone solution as representing what 

really happen,ed, we cannot expect to make pinpoiIlt statements .. 

But these data at .hand wi~l allow us to s~a te What happen d 

wi thin certain ranges and with particular likelihoods. 

Consider first cells D, G, H, and cell group G and H. Those 

cells represent drivers who have sl.owei d own int.o lOiler speed 

rangesc Cell D Iepresents th.ose in the 56 to 70 mph range in 

1973 who dropped below 50 in 1974. Cell G indicates those ex

ceeding 70 mph in 1973 who co,mplied with the new limit in 1974 .. 
') 
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Cell H stands tor tllose exceeding 70 mph who dropped into tile 5b 

to 70 range the next year. And cell group G and H represents tne 

1973 viola tors who drop below 70 mph after the sl!eed limi t 

shifted from 70 mph to 55 mph. 

We are particu~arly interested in whether those in the h~gh 

range differed from those in the mid-range in slowing down.. :rhe 

maximum of both cells D and G is 18, which says that at maximum 

of about 30% (18/00) of the midrange drivers comply with the new 

law while a maximum of abou1: 50% (18/37) of the high ran ge dri v-

ers comply. Since the minimum in both cells is 0, com~arison of 

ce.lls D and G only -cells the analyst that more of the hign range 

drivers ,than mid-range drivers in 1973 could have cOllli'iled with 

the new law .. 

Although analysis of compliance is so fax indeterminant, 

study of speed drops is more satisfying. compare the ext.reme 
/"-
' .... 1

1
) 

values of cell D (1973 law abiders who droPlJed speed) to those of 

cells G and H (1973 speeders who dropped speed). Remember that a 

maximum of 30% of the mid-range drivers dropped into the next 

lowest speed ral)ge. "But Display 2 says that a minimum of 33/37 

(89'%) of those in tile high range in 1973 dropped below 70 mph .. 

In other words a .minimum of 89% of those exceeding 70 lI1I'h dropped 

into a low:er speed range, hut a maximum of 30% of those in the 50 

to 70 mph range slowed into a lower speed range. The new law 

apparently had a greater impact on those violatin~ tae old law 

than those obeying the old laws. 

',' . ~ - " ~ ~... -. ~". 

". 
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Although we k,now tha1:. a large pr oporti on of the 1973 speed 

law violators reduced speed, it is unclear whether the dro~ in 

speed actually br:ought them in-co compliance .. The analysis 

therefore now. focuses on the relationship hetween ce.ll G (those 

dropping to helow 55 mph) and cell H (those dropping to the 56-70 

mph range).. Display 2 shows that a maximum of 4806~ (18/37) of 

high rang'e drivers move to hel.ow 56 mph and also that a close 

minimum of 43.25 (16/37) moved to the 56 to 70 range. Unfor-

tunately, there is some overlap. It seems reasonable to suspect, 

however, that more dropped speed into an illegal speed range tnan 

into the lower legal range. 

To gain a tetter grasp ot the likelihood of more 1973 

speeders reducing to a still illegal speed than fully com~lying, 

more attention is paid tJ the relative s~ze of cells G and H in 

the s'et of all solutions.. As the bottom portion 01: DislJlay 2 

shows; in 97.6i of all the solutions more 71+ drivers moved into 

the 56-70 mph range than into the less than 55 mI:h range .. 

Clearly the investigator here is not given certainty about wilat 

the drivers did, but if we assume, as we are iorced to lacking 

an~ other ~vidence, that each solution or scenario of driving 

cnanges is as likely as any o't:,her, then the probability of sta t-
c/ 

ingthat most high s~eed drivers reduced speed but did not comply 

~ith the new ~aw is 97.6%. Since social scienCe researchers 

typically aqcept a 95% .confidence level in hypothes.is testing, 

and since ourpronabilit.y exceeds that figure, I hold that :r:.iJ.e 

statemEnt is worth accepting .. 
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The second se~ of cell groupings categor~z~d driving 

behavior according ~o whether drivers were in com~liance or ifi 

violation of the speed limits in 1973 and 1974. lne com}?uter 
I 

pr"ogram, while enumet:atillg all solutions, added t.b.~ al'iirOpria te 

cells into the groups of interest, comparei their magnitude, and 

tallied the maxima and minima. The range of tne highest and 

IOlvest v'al ues clearly shows that the gI:"OUp of 1973 law abiders 
eJ 

who became 1974 violators is the lat:gest, ranging from minimum ot 

44% to a maximum of 62% of al~ drivers. rhe propor~ion of driv-

ers. who violated botn speed limit laws could range from 19% to 

37%. Those who abided by both laws could range trom 1% to 19% 

and those who were violat.ot:s of -ehe 197 3 limit bu't coml-lied with 

the 55 mph limit could range from 0% ~o 18%. Analysis of the 

extreme values of the compliance categories shows that cllanging 

the law had the effect of reducing speeis but putting most law 

abiding dri v€,rs in to violation of the new 1 aw. Tne o~her tjJ.ree 

ca'tegories ha ve overlapping extreme points and so anotr,er form of 

analysis must be sought .. 

Solution hy solution comparison!) of the four compliance 

groups yields the uneguivocal evidence that ab~d~rs turned 

violators are the most numerous group, iollowed Iby violators 

s'taying violators, and the continual vi ola tors outnumhe;t bo'th 

violators 'turned ahiders and permanent la w abiders. While tnis 

iniequali ty anal:ysis yielded certainty because in 100% of tne 

sol.utions the ineyualities held, it lacks tile numerical precision 
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the extrema anal :ysis /;'rovided. Their Joint use can, however, 

give the investigator a good idea of tne changes in law abider 

and v iolator status before and aft t1.. er ~e new speed law was 
in trod uced. 

So far O'QI analysis has be,en t:estcicted to a 3x3 t.able with 

cut points or category mat:kers tied to the 1973 and 197~ s~eed 

limits on Michigan's freeuays. Th FHA d h .. e ata, owevez:, are col-

lected in 5 mph increments. Once analysis has been done fot: the 

law abider/violator cut pOints, we proceed to app~y our enumec d:-

tion of all sol utions to finer bt:eakdo rins of tile given data .. 

Because the enumeration fJr:>gram is only feasible for 3x3 or 

smaller tables, cur analysis uses the FHA <la ta broken into a1.1 

possible combinations of 3 categories from 55 through 75 mph in 5 

mph incremen·ts.. Those breakdowns are d' 1 d' h 
~sp~aye ~n t e range 

ca tegories of Table 1 .. 

Two cell c01Jjpar~sons are particularly iliterssting ill al.L 

tablts: cells D and .E and cells G and H. Cells D and E are 

those who were in the midrange and wno dropped speed into the low 

range CD) or who stayed in the same speed cange (E).. Cells G and 

H represent tnoss high speed range dcivers who reduced speed to 

the low range (G) or the mid range (H).. Tab.,l..e 1 lays out the 

proportion of solutions in whicll cell D exceeds cel~ E as well as 

the proportion of solutions in wnich cell G exceeds cell H. 

cc __ 

," 



--~-~--------------------.-------'~-'--' 

II-E-13 

It is clear from Table 1 that in a reasonably large propor

tion of tables analyzed the percentage of solutions wne& cell E > 

cell D or when cell G > cell H more than 95% or less than 5% of 

the times is reas onably .Large. This means tha t some generaliza

tions about speed change beha vi or are possible. 

In the first column of Table 1 there are three entries of 

0%. This means that in 100% of the solutions cell V > cell E or 

cell D = cell E under three sets of circumstances. In 1-artic-

u.lar, whl3n the 1913 driver lias going 66 to 70 mph, 66 to 75 mph., 

or 61 to 75 mph, more drivers dropped below those ranges than 

sta yed in the m .. III other words, for drivers exceeding 66 mph, 

more reduce~ speed tnan stayed in the same speed range. But for 

drivers going 56 to 75 mph or 56 to 70 mph, 100 % oi all sol u

tions have cell E > cell D. More drivers in those S,tJeed ranges 
I' 

stay in those ranges than reduce speed~ Lower speed drivers, it 

appears, are less likely t6 reduce speed than t,hos~ dr~ving at a 

higher speed .. 

Considering all possible combinations of cell cut pointS 

also permits generating some ~ntormation about how much speeds 

are reduced. !rna sec ond column in Table 1 sa ys tha t in 100% 0 f 

the possible solutions, of those drivers exceed.ing 71;) mph, more 

moved into the 0 to 70 mph range than droppei into the 71 to 75 

mph range. Simila xly iort.hose exceeding 10 mph, in every pos

sible sce nario, more dri vers reduced 51? eed by more than 5 mph 

than dropped 1:y J.ess 1:han 5 mp1l.. In Yd.31 of t~e solucisns 

I 
! 
i , 
I 

l 
I 
} 
I 
I 

l 

I 
I ~ ~ 
i 
I 

(!l 
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repesenting d.rivers exceeding 65 mph, it is true that more dro~ 

more than 5 mph than less than 5 mph -in slI-"'ed .. • ~~ When the driv~rs 

are considered who lier.s exceeding 60 

dropped l'e 5S than 5 m1'h than more than 5 

mph, in all cases more 

mph. To generalize, 

high speed drivers slowed lIore tnan lower speed drivers .. 

'7 iewing the same phenomenon from a slightly different l,)Br-

spectjL ve occurs whi,en 'the proportion of solu1:ions wher9J.n "dri vers 
\I 

moved into compliance with tne 55 mph limit is examinedo It is 

100% sure that where drivers exceeded bO h' mp ~n 1973, more 

redqced speea less than 5 mph 'than reduced speed more than tuat 

to comply with the 55 mph limito Likewise it is certaJ.u t~at for 

drive.rs exceeding 65 mph .. more dropped into the 56 to 65 range 

than complied with t'he ne u l;mJ.'t'. It' 9 q • J.S 8.8% (100%-102%) sure 

that for t hose exceed~ng 70 mpn' -in 1973, , ~ fewer comvlied tnan 

;, dropped up to 15 mph. Our analysis tells us ltothill!:j about tnose 

exceeding 75 mph in 1973. 

Maxima and minima for speed reductions ;n var~ous • .. ranges are 

displaJred in Table 2. From that display there ~s further cor-

rohorration of wha~ we either had suggested or demonst~atea Wi~A 

the likelihood technique .. Enumerat:ion of all solutions and 

recording the extreme values shows that larger pro~ortions of 

drivers in the higher sJ.ieed ranges drop speeds from 1973 to 1974 

than do drivers in 'the relatively lovler speed ranges .. 
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CONCLUSIONS 

This pap-er began by noting the i~::::!rili ty of anal.ysts to 

evaluate th-e impact of certain policy interventions because of 

sp arse nominal .level da:ta. Using the pr-emise tna"t kno w~ng tile 

limits ()f what could Aa ve hap pened will assist the ill vestiga:tor 

to know what did nappen" this research enumerated all possible 

solutions or, in real world terms, scenarios that represent 

changes in driving 
i'-] 

behavior benre and after the im~ositioll of 

the 55 mph limit i D 1974 on Michigan free wayso Tna 1; enumeratL O.fl 

tallied extreme values of all cells and cell grou~s in the Jx3 

table representing tne speed changes feom 1973 to 1974.. It also " 

sought the probatilities thatgarious cells ani cell groups 

exceeded other cells and cell groups. 

Substantively this investigation demonstrated tua t those 

1973 driYers who tra~elled relatively fast modified their driving 
"--;:;-, 

behavior more radically than those who were closer to the new 

1974 spe-ed limit... T.h.e imposition of the 55 mph l~mit br-ought 

about changes in dri vingbehavior more dram:a1:.ically on taster 

drivers than slower ones.. Bllt'it showed that it also created a 

large group of law viola~orE ou~ of previously law ahiding 

drivers", 

While the technique 4eveloped here did not oIier pin~oint 

estimates of changes in driving behavior, it dia. advance our., .~", 

knowledge of how various driving groups complied vlith a reduced 

speed limit in "\fe state .. 

() 

J 

J 

I 
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Display 1: Passenger Car Speed Distributions on 
Michigan Freeways in 1973 and 1974 
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Display 2: Formalization and Solution Limits to 
Passenger Car Speeding Beha vi or on 
Michigan Freeways fr~m 1973 to 1974 

1974 
---------------------

0-55 56-70 71+ 1973 
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-------------------0-55mph I A I B I C I L 1 I I I 
I-----------------------I 

56';;'70 I DIE .I F .I 111 
I AA I AV I 
I I I I-------X-------I-------I 

71 + I G I H I J .I H1 
I----I------------I 
I VA I VV I 

Max: 
Min: 

--~---------------------- -------------------L2 112 HZ 

Cell Displ ay Law Abider/Violator 
Display 

* * * * * * * * * * * * * * * * 

Extreme Values o£ Selected Cells and Cell Groupings 

Cells and Cell Groupings 
GTH AA. VA Ai D G B VV 

----------~----------- -------------------------18 
o 

18 
o 

37 
16 

37 
34 

19 
1 

18 
a 

62 
44 

37 
19 

* * *** * * ** * * * * * IF * 

Likelihood of Solutions Wherein: 

Cell E > Cell D = 1DO .. 0% 
Cell H > Cell G = 97 .. 6 ,.:/ Ce 11 :D > Cell G ;: 48 .. 2 
Cell H > Cell J = 100.0 

* 
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Table 1: Ine~uality Relationships Showing Likelihood 
Of Reducing Speed to Other Speed Categories_: 

Categories 

Proportion o£ Solutions Wnerein: 

--------------------------------il 

if midrange maintainers 
> # midrange reducers 

(:e11 E > Cell D) 

# hi~h range 
reducing to lo\,] 
range > those 
reducing to. mid
rangE;:: 

---~------------ ------------------
{Cell G > Cell H) 

0-70, 61-75" 
0-65, 66-75.-
0-60, 61-75, 
0-55, 56-75, 

0-65, 66-70, 
0- 60" 61-70, 
0-55, 56-70" 

0-60, 61-65, 
0-55, 56-65, 

0-55, 56::"60, 

76+ 
76+ 
76+ 
76+ 

71+ 
71+ 
71+ 

66+ 
66·.-

61+ 

0.0% 
0.0 

31.5 
100., 0 

0.0 
39.4 

100 .. 0 

63 .. 6 
7 8.4 

60 .. 0 

-----------------
100 .. 0% 
59.7 
47.0 
47.2 

100 .. 0 
49 .. 9 

1.2 

98.3 
0 .. 0 

0.0 
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Table 2: Ranges o£ Sp eed Reduci.ng Behavior 

Initial 
.Range 

Lower 
Range 

----------------
71-75 
66-75 
61-75 
56-75 

76+ 
71+ 
66+ 
61+ 

0-70 
0-65 
0-60 
0-55 

0-75 
0-70 
0-65 
0-59 

% in 
Ini1:ial 
Range 
--------

27 
58 
79 
89 

10 
37 
68 
89 

.- -- &""-.. .... ~ .......... "'<--.---_ .. 

Reducing to 
Lower Range 
Max 11 in 
------------

27 23 
58 42 
49 33 
18 .6 

10 9 
37 33 
67 52 
48 43 
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% aed ucing to 
Lower Range 
11ax Min 
-----------
100.0% 85_~% 
100 .. 0 72.4 
62.0 41.8 
20 .. 7 6 .. 9 

100 .. 0 9,J).O 
100 .. 0 91 .. Ef' 

9& .. 5 76.5 
53.9 4B .. 3 
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Illustrative FORTRAN Program Embodying the 

Research Technique Used in the Research 
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.00000010 C 
00000020 C TALLY. ROAD TALLY .. ROAD TALLY.R'OAO T.ALLY.HOAO TAL~LY.ROAO TALLY,.~OA 
00000030 C 

ESTIMATES ARE GENERATED BY US.iNG THE EXPECT.Al.IONS 
BASED ON THE EMPIRICALLY DERIVED £'lOST PDSSI8LE D1STRIBUTIONS 

00000040 C 
.00000050 C 
.00000060 C 
00000070C 
.00000080 C 
0.0000090 C 
.0.0.0.0.01.0.0 C 
0.0.0.0.011.0 C 
0.00.00120 
0.0.000130 
.00.0.0014.0 
00000150 
.0000.0160 
0.0.0.00170 
0000.0.180 
.000.0.0190 C 
000.00200 C 
0.00002(10 C 
.00000220 C 
0.000.0230 C 
00000240 C 
.000.0.025.0 C 
000.00260 
.00000270 
00000280 
.0000.0290 
0000.0300 
.00000310 
0.0.0.0032.0 
0.00.0,.03.3.0 
00.0.0034.0 C 
00.00.035.0 C 
0.0.00036.0 C 
0000.0370 C 
00000380 C 

OF CELL ENTR IES TO A aX] TABLE C13NSTRAINED ONLY BY THE .MAiRGINALS .• 
EXTREME VALUES OF CELLS AND CELL GRQUPS ARE DERIVED AS ARE 
THE PROPORTION OF SOLUTIONS IN WHICH EACH CELL AND CELL GROUP 
EXC EEDS ALL o'rHERS • 

IMPLIC~~ INTEGER(B-Y) 
REAL FLOAT:I saRT 
DIMENSION N(9)~MX(9).MN(9~.AXP{9).AXP2(~)~FRa(lOO~9) 
DIMENSIGN T'9~9j~ZT(9,9J~ATITLE(18J.ZM(9.9).2SD(9~9) 
DIMENSION ZP(9)~S(~39},ZS~9,9J 
DI~ENSI0N VMX{91~VMN(9j 
DI~ENSIDN V(9}~W(9,9).ZW(9~9) 

N HOLDS THE SOLUTIONS AS THEY ARE ENUMERATED 
V HOLDS GRCUPS OF SOLUTION CELLS 
MN .. NX. VMX, & VMN ARE NAX A~D MIN VALUES OF N A~D V 
:FRO TALLIES THE F.REQUENCY WIT .. WHICH EACH CELL VALUE OCCURS 

ENTER THE RUN TITLE 
11 CONTINUE 

lIIRITE(6:v50J 

AND THE TIME 1 AND TIME 2 MARGINALS 

50 FORMAT(//s ENTER TITLE ON FIRST 
&5 ON SECOND IN FREE FORNATe) 
READ(5"SI) (ATITLE(I) .. I=L.18) 

51 FDRMAT{e - .. 18A4) 
WRITE(6,5iJ (ATITLE(IJ.I=1.18) 
READ .9Dl~El~Fl_D2.E2pF2 

LINE AND TIMEt AND TIME2 MARGINAL 

INITIALIZE VARIA8LES~ GENERALLY TO O~ AND FIND MAX VALUES THAT 
CELL S 1 .. 3. 5" AND 9 CA" TAKE ON IN lTHE SEARCo-- FOR ALL SOLUT IONS ... 

00000390 DMIN=MII\O(DI .. 02)+1 
0.0 O.o(}400 EMIN=MI l\OlEl '. E2)+ 1 
.000.0.0410 FIIIN=MI"O{Fl"F2)+1 
0.0.0.00420 G~IN=MI".o(Dl~F2)+1 
.0.0.000430 NSOLN=.o 
D.ooo.o44.o AA=.o.o 
00000450 BA=O 
0.000.0460 AB=O.O 
.000.0047.0 NTRY=O 
.00.0.0.048.0 DO 210 J=1~9 
00.000490 AXP2(j}=0~0 
0.00005.0.0 MN(~J=lOO 
.0.0.0.0.051.0 ZP(J)=.o.o 
0.0.0.0.0520 V(J'=.o 
0000063.0 VMX(~l=O 
00.0.0.0540 VMN(J}=I.oo 
.000.0.0650 ~X(Jl=O 
0000056.0 AXP{4)=0.0 
.0000.0570 DC 220 I=1~9 
0.0000580 T{I~JJ=.o 
.0.0.0.0.059.0 ZMC 1 .. .1·):.0 .. 
.0.0.00.0600 ZSD(I,J)=O~ 
0.000061.0 ZT(l~J)=O • 
.0.0000620 WCI.j)=O 
00000630 ZS(I~J)=O~O 
000.0.064.0 ZW(I • .1)=O.O 
0.00.0.0650 S(I~J}=O 

~;_;::_c __ - _4ln·g,f\9~~{!~~~~~~~..A~r~!!lJ.e:-.~,...---'w:'" ;rn~.~~~~.:,~:a.:;~-=---~ _ -:~..?-"'!: ~~::,~-_~::,~"!.~j.- ~_--=--.:'~-=-==,~ :",==~ __ ~~=~<-.-==~=--~~,_~~~~:)"'---", 

= 



r r 

00000530 
00000540 
00000550 
00000560 
00000570 
00000580 
~000059.o 
'()0000600 
00000610 
00000-620 
00000630 
00000640 
00000650 
0000066'() 
00000670 
00000680 
00000690 
00000700 C 
00000710 C 
00000720 C 
00000130 C 
00000740 C 
00000750 C 
00000760 C 
00000710 
00000780 
OOOOlH90 
00000800 
00000810 
00000820 
00000830 
00000840 
00000850 
0.0000860 
00000870 
00000880 
00000890 
00000900 
00000910 
00000920 
00000930 
00000940 
0000095.0 
00000960 C 
000000970 C 
00000980 C 
00000990 C 
00001000 
00001010 
00001020 
00001030 
00001040 
00001050 
00001060 
00001070 
00001080 
00001090 C 
00001100 C 
0000U.I0 C 
00,001120 C 
00001130 
0000.1140 
00001.150 
00001160 C 
00001170 C 
00001.180 C 
00001190 C 
.00001200 
00001210 
00001220 
00001230 
00001240 
00001250 
00001260 
00001270 C 
-00001280 C 
00001290 C 
00001300 C 
00001310 C 
00001320 
00001330 
00001340 
00001350 
00001360 
00001370 
00001380 
.00001390 
00001400C 
00001410 C 
00001420 C 
00001430 
000Q1440 
00001450 
00001460 

V1J1X(..JJ=0 
VMN (..J)= 100 
I4X{ ~H=O 
AXP,( 4j=0", 0 
O:C 220 I=1~9 
T {.l • ..J)=O 
Z Me I 'to .J·t:o. 
Z so ( I ... .1)= 0 .. 
ZT ( 1",,,))=0 .• 
W( 1 •• 1)=0 
ZS( 1 ... ..1)=0.0 
Zw(I .. ..J)=O.O 
S(I,,4)=0 

220 -C{]NTI·NUE 
DO 210 1=1 .. 100 
FRO{I.,.J}=O 

210 CONTiNUE 

SEARCH THROl.GH ALL VALUES THAT CELLS 1. 3. 5." & 9 CAN ASSUME TO 
IDENTIFY THCSE THAT MEEif MARGIl\AL AI\D ANY OTHER lREQUIREMENTS 
THE RESEARCHER PUTS ON ThE SOLUTI0l\S4 
00 LOOP ENDED BY STATEMENT 30'() \!JILL TALLY ALL THE CHARACTERlSTI·CS 
OF THE SOLUTION SET~ 

00 300 Il=I~DMIN 
00 300 I5=I~EMIN 
on 300 19=1~FMIN 
DIG 300 13=l,GMIN 
N(1}=J:l-l 
N(S}=.I5-1 
Nt9)=I9-1 
N(3)=J3-1 
NTRY=NTR\,,+ 1 
N(2)=DI-N(lJ-N(3) 
IF(N(2).LT.0} GO YO 300 
N{6~=F2-N(9}-N(3) 
IF(NI6).LT.0) GO TC 300 
N(4)=EI-N{5)-N(6} 
IF(N(4)4LT.0) GO TO 300 
N( 81=E2-N (2 )-N (5) 
IF(N(8).LT40) GO TO 300 
N(7)=Fl-h(8~-N(9j 
IF(N(7l~L~~O) GO Te 300 

NOW CREATE VARIABLES. V. THAT REPRESENT COMSlfliATIONS OF VARIOUS 
CELLS elF INTEREST TO T-HE SPEED REDUCTION PROBLEM. 

V(1)=N(1}+N(4) 
VC21=N(2J+N(3).N(51+N(6) 
V(3)=N(7) 
V (4)=N( B) +1'1("9) 
V(5}=N(41+N(7}~N(8} 
V(6)=N(2)~N(3)+N(6J 
V(7)=N(1)+N(5J+N(9) 
V(8)=N(7.)+N(8) 
V (9 l=N( 4)+1\( 8) 

CREATE VARIABLES ASKING IF% -GF MIDRAN~E D~IVERS EXCEED % OF 
Hl,GH RANGE DRI VERS RECUC E SPEED .. 

AA1=FLOAT(J\(4) }/FLOAT eEn 
AA2=F'LOAT(N(7)}/FLCAT(Fl} 
IF(AAl.GT.AA2J 8A=BA+l 

TALLY WHETHER EACH CELLGROUF EXCEEDS ANY OF THE OTHERS AND 
PUT THE TALLY INTO NAl1HX S. 

DO 280 1=1,8 
.11=1+1 
DO 280 .J=Jl.9 
J:F(V(I).GT~V(J)J S(I.J)=S(I.J)+1 
IF(V(I).LT4V{J)} S(J~lJ=S«J~IJ+l 

280 CONTIN'UE 
299 CONTINUE 

TALLY ~HETHER INDIVIDUAL CELLS EXCEED THE OThERS AND PUT THE TALLY 
INT,QMATRl.x T,. ALSO PREPARE FOR COMPUTING THE MEANS AND STD OEVS 
OF THE FREaUENCY DISTRIBUTIONS OF T~E CELL SOLUTION VALUES. 

DO 400 1=1 .. 8 
.JIl=I+ 1 
DO 400 J= • .H .. 9 
IF(N(I).GT.N(~)J T(I.J)=T(I.~)+l 
ZM( I .. JJ=Z.tH I,JH-FLOAT'( NO )-N(·J}.) 
IF(N(I).LT.N(J}) T(J~I}=T(4,IJ+l 
ZSD{ I,. Jl=ZSO( I.J) +FLOAT ({N U )-N (J l j*( N( U .... N( J) » 

400 CONTINUE 

SEARCH FOR EXTREMA {IF CELL GROUPS, V 

DO 305 1=1,.9 
IF(V(Il.GT.VMX(IJ) VMX(lJ:V(IJ 
IF(V(Il.LT.VMN(I)J VMN(IJ=V(I) 

305 CONTINUE 

(( 
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280 
299 

DO 280 1=1118 
~1=1+1 
DO 280 J=Jt,9 
IF(V(I).GT~V(J)} 
IF(V(I).LT.V'~lJ 
CONTINUE 
CONTINUE 

SUtlJ)=st!'9J)+1 
S( J~ Il=S( J..a I }+l 

-----~---------- ----------------------------~ 

rALLY WHET~ER INDIVIDUAL CELLS EXCEED THE eThERS AN.D PUT THE TALLY 
INT;QMATRIX T... ALSO PREPARE FeR CCMPUTING THE MEANS AND STD DEVS 
OF THE FREOUENCV DISTRIBUTIONS OF THE CELL SOLUTION VALUES. 

400 

DO 400 I=I'llB 
..J 1=1+ 1 
00 400 ...J=Jl .. 9 
IF(N(I)_GT.N(~)l T(I.J)=T(l.J}+l 
ZM(I.Jl=ZM( I,J)"'FLDAT(NU )-N(~}} 
IF(N(I}aLT.N(J» T(J~l)=T'J.IJ+l 
ZSD( h Jl=ZSO( I II J) .. FLOAT ( (ttl( I )-N (J) l*{ N( [)-N( J b » 
CONTINUE 

SEARCH \FOR EXTREMA OF CELLGRCUPS. V 

00 305 1=1,..9 
IF(V(I}~GT.VMX(iJ) VMX{I)=V(I) 
I F( V(I} .• LT.VMN( 1») VNN( I )=V U) 

305 CONTlNUE 

SEARCH FOR EXTREMA OF CELL VALUES. ~ 

DO 310 1=1 .. 9 
IF(N(I).GT~MX(l)J MX~I)=N(I) 
IF(N{I}.LT.MN(I)J ~N'l)=N'J) 

310 CONTINUE 

TALLlI THE FREQUENCY OF CELL VALUES AND NUMBER OF SOLUTIONSo 

330 

300 

D,(J 330 L= 1 ,.9 
AXP(.L )=AXP{ L) +FLOAT( NfL») 
AXP2{L)=AXP2{L)+FLOAT{N(Ll*h(LJ) 
FRa{N'L)+l~L)=FRa(h(L)+l.L}+l 
CONT.INUE 
NSOLN=NSDLN+l 
CONTINUE 

PRINT OUT TITLE AND EXTREME VALUES OF CELLS 

WRITE(6~515) (ATITLE(Il.I=1.18).Ol,El.Fl.D2.E2.F2 

00001190 C 
00001200 
00001210 
00001(220 
00001230 
00001240 
00001250 
00001260 
00001270 C 
00001280 C 
00001290 C 
00001.300 C 
00001310 C 
00001320 
00001330 
00001340 
00001350 
00001360 
.00001.370 
00001.380 
00001390 
00001400C 
00001410 C 
0000142.0 C 
00001430 
00001440 
00001450 
Q0001460 
00001470 C 
00001480 C 
00001490 C 
00001500 
00001510 
00001520 
00001530 
00001540 C 
00001550 C 
0000.1560 C 
00001570 
00001580 
.00001590 
00001600 
00001610 
00001620 
00001630 
00001640 C 
00001650 C 
00001660 C 
00001670 C 
00001680 
00001690 
00001700 
00001710 
00001720 
00001730 
00001740 C 
00001750 C 
00001760 C 
00001770 
00001780 
00001790 
.00001800 
00001810 
00001820 
000.01830 
00001840 
-{)a001850 
00001B60 
00001870 
0{)001880 
00001890 
00001900 
00001910 
00001920 
00001930 
00001940 C 
0,0001950 
00001960 
00001970C 
00001980 C 
00001990 
00002000 C 

515 FORMAT (0/" • ,1.8A4./ .l2X .. 1I:r 1 MARGINALS" .6X. 316.; ~..2~" aT2 MARGINALS" .6X.3 
&16./) 

tolRITE( 6 .. 520) (MX( K) ,.J<=.1.9) .• U.iN (L) .. L=1.9) 
520 FORMAT" -.10X.-NAX(I)=·.3X.916/11X.'MIN(ll=·,3X.916/) 

IF(NSOLN .. Ea.O) GO 1'02222 

WRITE OUT ~HE OlSTRIBUTltlN OF CELL SOLUTION VALUES 

'lJIRI'l.E(6,800) 
800 FORMAl" ( • 1I.5X,'CELL FREQUENCIES IN SOLUTION SETS '.I5X",·VALUE4J D 5X.' 

&N(I) = "/} 
RSUM=O 
RSUM1=-1 
DO 850 1=1",200 
K=I-l 
Dt] 851 ~T=1,.9 
RSUM=RSUM+FRQ(I.JT) 

851 CONTINUE 
IF(RSUM1.sa.RSUM) GC TO 850 
WRITE(6~B601 K.(F~C'I.J}.J=1,9J 

860 FORMAT{5X~15.12X.916j 
RSUM1=RSUM 
IF({9*NS£LN-RSUM).EG.0) GO TO 855 

850 CONTI NUE 
855 CONTINUE 

.RITE(6.900) NSOL~,N~RY 
900 FORMAT{10x.·n OF SCLUTIONS = 

ASOLN=FLOAT{NSOLN} 

= ",18/) 

00002010 CCOMPUTE THE EXPECTED VAL!JES OF THE CELLS AND T,.,EN COMPUTE THE 
,-.,._~~~J1@8.~(\..=;C:~".-=55~l~A2..~Q~~_"!_~~-tu.~J:'!:1·q~===~.PEa~fl .. J 1 "( T], ~=~:E-.=£Q.;:;!-~.!:::,i~-.~-~£~~," ~ JJt\t~~~~_M!:f,,"~_,=..,",,,,,,,~~ "c» "_> •• ~,,_;~.h~ .. -= ___ ~.~~, .. "~,.";:._ ~~_ ... L.._~o;~~~ •. 7~~Y=~~~~ • ' 



r r 

o 

C:F TRIES 

ASOLN=FLOATCNSOLN) 

COMPUTE "THE EXPECTED VALUES (]F THE CELLS AND TrEN COMPUTE THE 
ESTIMATED TRANSITION PROBABILITIES CF ~OING-FRCH ~NE ST~T6 
TO ANOTHER .. 

DO 18.00 .J=1,,9 
AXP(~)=AXP(J)/ASOLN 
AXP2(.J}=SQRT.(AXP2(J)/ASOLN-AXP(Jl*AXP(,J) 

1800 CONTINUE 
ZP(ll=AXP(l)/FLOAT(Dl) 
ZP(2l=AXP(2)JFLOAT(Dl) 
ZP(31=AXP(3)/FLOAltDA) 
ZP(4)=AXP(4)/PLOATCEl) 
ZP( 5.)=AXP( 5) /FLOAT (E.Il 
ZP(6)=AXP(6)/.FLOAT(El) 
ZP (7)=AXP( 7)/FLOAl'-('Fl., 
ZP(8)=AXP(8)/FLOAT(Fl~ 
ZP (9)=AXP·(9 )./FLOAT (F.l J 
WRITE (6.1820) (AXP.(,J) • .1=1,. 9), {AXP2 (KJ .. K= 1 .. 9). {ZP(L). L=l~'9) 

00001960 
00001970 'C 
0000.1'980 C 
00001<990 
00002000 C 
0000,2010 C 
0-0002020 C 
00002030C 
00002040 
00002050 
00002060 
.00002070 
00002080 
00002090 
00002100 
00002110 
00002120 
0000.2130 
00002140 
00002150 
00002160 
00002170 
00002180 
00002190 
00002200 
00002~,10 C 
00002220 C 
00002.230 C 
00002240 C 
00002250 
00002260 
00002270 
00002280 
000022~0 
00002300 
00,002310 
00002320 
00002330 
00002340 
00002350 
00002.360 
000012370 
00002380 
00002390 
000(;',2400 
00002410 
00002420 
00002430 
00002440 
00002450 
'()0002460 
00002470 
00002480 
00002490 
00002500 
00002510 
00002520 
00002530 
00002540 
00002550 
00002560 
00002570 
00002580 
00002590 
00002600 
00002,610 
00,002620 
00002630 
00002640 
00002650 
00002660 
00002670 
00002680 
00002690 
00002700 
00002710 
00002720 
00002.730 
00002740 
0000,2750 
00002760 
00002770 
00002780 
00002790 
00002800 
000028.10 
00002820 
00002830 
00002840 
00002850 

1820 FORMAT( lX,,- EXPECTED VALUES BASEO ON MOST POSSI8LE FRECUENCV DISTR 
&IBUTIONS"/SX.9F7 .. 2..11XIII- STD DE" i1/5X,9F7 .. 2..11X .. o TRANSITION PRuBABl 
&LITIESlI/5X.,9F7.4) 

gggg~~~g 
000,02880 
00002890 

COMPUTE PROP'()RTION OF ,;CELLS THAT EXCEED O"lfHER CELLS AND RELATED 
STAT 1ST l<:S. 

IF(ASOLN.EQ~O~O> GO TO 1870 
DC 1860 1:1'1l19 
DO 1860 ,J=.1.9 
Z T( I ,.J):FLOAT (TU • .J) l./ AS:aLJIi 
ZM(I~.J)~ZM'l .. J}/ASCLN 

1860 
C 

ZSD(I.J}=SaRTCZSD(I.~}/AS£LN-2M(I~.J).ZM{~~~)) 
C,ONTINUE 

C 
C 

C 
C 
C 

COMPUTE PROPORTION OF CELL GROUPS THAT .EXCEED 01i"HER CELL GROUPS .. 

DO 1870 1= 1 .. 9 
00 1870 .J=Le9 
,ZS (.I 114 )=FLQAT' S·( I".,.J »/ ASDL/\ 

J. 870 CONTI NU.E 

PRINT OU7f'EMA INDER CF CUTP,UT 

WRITE(6.1L830) 
1830 FORMAT(/~ PROPCRTION OF SClUTICI\S 

&S:-'» 
t'lHEREIN GIVEN CE·LL EXCEEDS OTHER 

C 

DO 1850 1=1.9 
WRITE(6.1840) (ZWCI,J}.J=1$9J 

1840 FORMAJ(5X»9F8.3J 
1850 CONTINUE 

WRITE{6.,,1871) 
1871 

1882 
1880 

C 

FORMAT.(,/II MEAN DIFFERENCES AND STU ... DEV .... BET~EEN CELLS;:l3} 
DO 1880<1=1,9 
W~ITE(6~lg82)(ZM(I.~)~~=1,9)~'ZSD(I.d)~.J=lD9) 
FORMAT(5Xa9F8.3/7X.9F8.3) 
CONTINUE 

C 
C 

\'1RltE16 .• 1930} 
1930 FORMAI(~~ PROPORTION OF SOLUTI~hS WHEREIN GIVEN CELL GROUPINGS 

&EED OTHERS;: -/" VARIABLE A';'\~ A8lDER STAYING ABIDE~Pt/ 
&' VARIABLE 2 = ABIDER T,uRNBD'\.:.VIDLATORIl/ 
&- VARIABLE 3 .;:: VIOLATOR TURNED~ABIDEROi/ 
&0 VARIiABU;;4 = VH1LATOft STAYINii VltlLP"''"'RI$/ 
&1I VARIA8LE 5 - THOSE DECREkS1N<; SPEEf 
S- VARIA8LE 6 - THOSE IhCREASlhG SPEEL~~ 
&- VARIA8LE 7 - TH;QSE S"TAYING Ir. THE SAl>4E SPEED RANGE-/ 
&IIVARIA8LE a = THOSE IN HIGH RANGE WHO REDUCE SPEED"/ 
&. VARIABLE 9 = THOSE DECREASING SPE.ED 8'1 ONE CATE.GO.R'Y.} 

DO 1950 1=1,9 
WRITE(6,1940) (2S(I~J)~J=!~gj 

1940 FORMAT(SX,9F8.3) . 
1950 CONTINUE 

C 

AA=,F.LOAT( 8A)/ ASOLfIs 
WAITE(6~2DOO) AA 

2000 FORMAT" PRCPORTIUh Or SGLUT IONS J5HEREIN N( 4J.I'E 1> Nt:7 )/F 1 = 
&3/) 

C 
2222 

1700 

CONTINUE 
WRll'EU) .. 1700} 
FORMAT(~· IF Y~U 
READ *,,.,OTHER 
IFC NOTHER.EC.l) 
STOP 
EhD 

~ANT TO RUN ANCT~ER DATA SET~ TYPE Ie) 

GO TO 11 

EXC 
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