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ABSTRACT 

Treatment effect estimates obtained by applying analysis of covariance 

(ANCOVA) in the nonequivalent control group situation are likely to be 
. 

biased because the covariates are imperfect measures of the underlying 

confounding factors, the, dependent variable may have a limited range and 

skewed distribution, and 1nteractions between the variables (including the 

factors) are often omitted from the model. The present research applied, 

in addition to ANCOVA, two alternative analytic approaches (LISREL and a 

factor-loglinear-reg,ression approach) designed to overcome one Oyo more of 

these problems, to two data sets typical of criminal justice evaluations. 

Each approach posited one or more general factors (unobserved variables) 

of which pretest scales were indicators measured with error. Scores on 

these factors were estimated and used in place of the observed covariates 

for adjusting outcome scores. The a!)proaches differ in a) the extent to 

which they can correctly estimate the effects of the underlying factors, 
\-- ; 

and b} thei r abi 1 i ti es to detenni ne i nteracti on effects in the data and 

adjust for a limited dependent variable. Results of these comparative 

analyses showed that with these data, overcoming problems associated with 

traditional ANCOVA did not lead to substantial differences in treatment 

effect estimates. These r~sults tend to confirm the commonly-recognized 

robustness of ANCOVA, using ordinary least squares estimation, and suggest 

that it can provide reasonably good estimates of treatment effects with 

criminal justice data. The other methods were found to have certain advan­

tages; however, providing information not obtained with ANCOVA, and did 

improve estimates slightly. Their,use is not discouraged, but 'their complexity 

and/or unavailability make them less practical for- most evaluative analyses 

using criminal justice data. 

i 
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CHAPTER I 

Criminal Justice Evaluation and Analysis of CovarianQ1 

Evaluation research in the field of criminal justice is often faced 

with the problem of dissimilarities in the characteristics of a group exposed 

to a particular treatment and the group used for estimating outcomes in the 

absence of the treatment. The problem may arise as the result of using 

quasi-experimental (nonequivalent control group) designs or as a consequence 

of unanticipated problems in implementing the more powerful true-experimental 

designs involving random assignment to treatment and control groups. A 

common method of attempting to control for preexisting differences between 

the groups is through the use of analysis of covariance (ANCOVA). This 
// 

procedure controlsjstatistically for the effects of those variables in 

which the groups differ and provides an estimate of the difference in the 

adjusted grvup means on the outcome variable. It is a flexible, easy-to-use, 

. and widely-available technique which provides the researcher with easily 

interpretable C:timates of the effects of'the treatment" or intervention of 

interest. However, the techniqu~ has come under considerable criticism in 

recent years (Palmer and Carls~n, 1976; Reichardt, 1979), most of which has 

focused on violations of the underlying assumptions of the method and the 
" sensitivity of ANCOVA to" problems with the kinds of data typically used in 

evaluative research. 

In response to these criticisms, a number of alternative approaches 
('! 

have been suggested for analyzing data obtained from group-comparison eval-

uations that, either by design or by chance, fa.il to employ truly equivalent 

control groups (e.g., Reichardt, 1979; Kenny, 1979; Blumstein and Cohen, 

en >s .:" .' \ t .. ., 

" 

\ 

... ;,.. 
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1979; Linn and Werts, 1977; SSrbom, 1978; Rindskopf, 1981). These techniques 

are designed to overcome certain of. the problems inherent in the use of 

ANCOVA. Although theoretically superior to ANCOVA, however, these methods 

have not as yet been demonstrated as providing the increase in accuracy . 
that would call for an abandonment of ANCOVA as the preferred analytical 

tool. 

In the present study, .two major alternative methods for analyzing 

evaluation data were applied, along with ANCOVA, to two different data sets 

and the r.esuTts compared. Although the research was not designed to provide 

definitive answers ·to questions regarding .the relative superiority of the 

methods, a comparison of the results should shed some light on the impor .. 

tance. of certain problems identified with the ANCOVA method as well as 

introduce the reader to the (llternatives and their merits. The two data 

sets, one from a quasi-experimental evaluation of Youth Service Bureaus 

(YSBs) and one from an experimental evaluation of a California Youth 

Authority institutional program, posed a variety of problems for analyzing 

treatment effects, many of which are common to most evaluations involving 

criminal justice or delinquency programs. Our results, then, should have 

implications for the analysis of other evaluation data as well. Of primary 

inter.est was whethe~ the results from the various methods differed with 

respect to their implied conclusions about the effectiveness of the programs. 

Of additional interest was whether the alternative methods were able to cope 

more effectiVely than ANCOVA with specific problems in these data. 

In the pages that follow, we outline the logic, assumptions and problems 

associated with the use of ANCOVA for estimating treatment effects in criminal 

justice evaluations. In Chapter II, we describe the two alternative metho,ds 

for analyzing data of this kind and Qutline the general procedures used. 

i~1 
I 

1 ' , \ I 
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The following two chapters present the results for the respective data sets. 

A general discussion of the results and their implications is presented in 

Chapter V. 

The Problem 

Evaluations in the field of criminology often take as their primary 

focus the determination of whether a Utreatment" of one kind or al10ther 

results in behavioral changes among those exposed to it. Although there 

are a number of possible research designs that can be used for attempting 

to make such a determination (Campbell and Stanley, 19.63), the most conmonly­

understood designs involve comparing the subsequent behavior of individuals 

exposed to the IItreatment" in question to the behavior qf individuals not 

so exposed. The basic logic of these designs is that the group of nontreated 

individuals can be used to establish what the behavior of the treated group 

\vould have been had they not Q~en given the treatment. The difference 

between the actual behavior of the treatment group and their "expected" 

behavior, then, serves as an estimate of the treatment effect. 

A central issue in research of this kind is the extent to which the 

behavior of the group of untreated individuals can legitimately be used to 

determine the expected behavior of the treatment group in the absence of 

treatment. The power of research designs for the evaluation of treatment 

programs is largely a function of how adequately this issue is resolved. 

The most powerful evaluation design is the Utrue experimental design ll wherein 

i~d;v;duals from a single poo~ of eligibles are assigned, on a random basis, 

either to the treatment program or to some alternative (preferably no treat­

ment at all). Barring differential levels of attrition or. non-response, 

the no-treatment group (referred to as a "control group") can be expected 

to be essent; ally equivalent to the treatment group pri or to the treatment. 

··----1 

'1 
I 
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Assuming that the subsequent experiences af the twa graups differ anly with 

respect to. the treatment under cansideratian, the behaviar af the cantrol 

graup can, thearetically, serve as a perfect indicatar af the expected 

behaviar af the treatment graup had they nat been treated. Straightfarward 

tests af differences in the subsequent behaviar af the groups can be used to. 

determine whether the graups differed in their behaviar enaugh to. warrant 

attributing any "treatment effectll to. the pragram. 

Mare camman than these true experimental designs in criminal justice 

evaluatian are "nanequivalent cantral graup designs," in which subjects and 

cantrals are "matched" an impartant characteristics or in which autcame far 

subjects is campared to. that af cases fram an earlier (nantreatment) time­

periad, from a comparable area, ar fram a different setting (e.g., where 

juveniles diverted by the palice are compared to. cases referred to. praba­

tian intake fram ather lacal jurisdictians). In these quasi-experimental 

designs, it can be assumed that the treatment and contral groups differ an 

impartant variabl'es which may affect behaviar independent af treatment • 

. Straightfarward camparisan af the subsequent behaviar af the twa graups 

cannat be used to. estimate treatment effects, since the abserved difference 

may be accaunted far by preexisting differences between the graups. 

In the histary af criminal justice evaluatian, the establishment af 

truly equivalent cantral graups is clearly the exceptialil,. In research an 

delinquency, far example, several recent large-scale evaluatians were generally 

unable to. implement randam assignment pracedures, even thaugh such a met had of 

generating cantral graups was attempted (Palmer, Bahnstedt and Lewis, 1978; 

Elliatt, Agetan, Hunter and Knawles, 1976; Haapanen and Rudisill, 1980).~ 

1This prablem appears to. be particularly ac~te w~th res~ect to. eva~uatians 
af such pragrams as yauth service bureaus and dlverslan praJects. Elll0tt, et 
al. discusses these prablems in relatian to. their research an page 118 af 
their manual. 

.1 
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In a review af studies evaluating variaus farms af intel,~ventian with delin­

quents, Ramig (1978) faund 170 studies that met such basic methadalagical 

criteria as using a matched ar randomly assigned cantral graupand measuring 

autcames using behaviaral indices. Even amang these 170 studies, true exper­

imental designs were the exceptian. In a mare general cantext, Palmer (1978), 

in his review af the massive survey, The Effectiveness af Carrectianal 

Treatment (Liptan, Martinsan and Wilks, 1975) faund that af 138 studies 

facusing an rec;di~\!ism, less than half used randam allacatian af subjects. 

Even in studies where true experimental designs are implemented, ranciam 

assignment pracedures may nat be carried aut as planned, resulting in a 

selectivity bias similar t~ (althaugh perhaps nat as marked as) that abtai~ed 

in nanequivalent cantral group designs. 2 Thus, while true experimental 

designs are nat uncamman to. criminal justice research, especially in insti­

tutianal settings, a large prapartian af studies fail to. establish truly 

equivalent cantral graups. 

It is in relatian to. the relatively weak, quasi-experimental, research 

designs and those in which experimenta'l design pracedures break dawn that 

the prablem O,f nanequivalence between treatment and cantral graups is most 

apparent. Hawever, the prablem can also. arise in the mast rigarausly applied 

"true-experimental design" situatians. Just as the characteristics af any 

randam sample af a larger papulatian are likely to. differ fram thase af that 

- larger papulatian to. same degree simply ~y chance; randamly sel~cted treat­

ment and cantral graups can also. be expected to diff~r samewhat fram ane 

2As examples, in the studies by Haapanen and Rudis~l1 (1980) and Jesness, 
Allisan, McCarmick, Wedge and Yaung (1975), randam ass:gnment ~ra~e~ures 
(implemented 'at ane ar mare sites) were severely camprlsed by lndlvldu~ls 
respansible far the randam selectian. The cantral graups fram these sltes 
were subsequently treated as ,nanequivalent cantral graups. 



-6-

another, both in terms of preexisting characteristics and in terms of subse­

quent behavior. This tendency to differ due to II sampling error II is especially 

true when the diversity of characteristics is wide and/or when the samples 

are fairly small. The larger the groups, of course, the more likely it is 

that they will both be reasonably representative of the larger population 

from which they were drawn and that observed differences in behavior will 

reflect differences due to the treatment rather than to sampling error. 

Accordingly, statistical t~sts used to assess the meaningfulness of these 

differences in behavior ta"ke sample size into account. However, it can 

happen that by chance, the groups are different enough in important ways 

that they would be expected to differ in terms of subsequent behavior, making 

a simple comparison of that behavior a poor indication of a treatment effect. 

In other words, sampling error alone can result in a situation analogous to 

having employed a nonequivalent control group design, although the problem 

is likely to be less severe. 

A common method for analyzing data from both true experimental and 

quasi-experimental designs is analysis of covariance ~ANCOVA), which is 

designed to adjust the Observed outcome differences between the groups to 

take into account the effects of preexisting differenc~s. Using ordinary 

least squares regression techniques, outcome scores are "predicted" from 

the characteristics, including treatment, which are felt to influence out­

come. The result is an equation that describes outcome as a linear additive 

combination of the (llindependent") variables in the analysis. Each has an 

unique (or "direct") effect on outcome--the effect of the variable after 

controlling for the effects of the other variables. The equation is of the 

following form, where Y is the outcome variable, the Xs are the independent 

variables, "b" refers to the direct effect of the variable and "a" is the 

----~--------------~--------~--~~ ~ " .... " , 
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predicted value of Y when each of the independent variables has a value 

of zero: 

The final term in the equat"ion (lI e") refers to the portion of the variation 

in outcome that is unrelated to the variables in the equation. In terms of 

prediction, it is "error. II 

The direct effect (unstandardized regressio-n coefficient) of each 

variable in the equation refers to the expected, average change in the out­

come variable for each change of one unit in the variable having the effect. 

When a variable coded 111" to indicate treatment and "011 to indicate control 

group is included in the equation, the coefficient for this variable becomes 

the estimated treatment effect--the predicted difference between the average 

outcome levels for the two groups after controH;;;ng for the other variables. 

It may refer to differences in average numbers of arrests, in average rates 

of reoffending, or in proportions of the groups who recidivate (if a dichot­

omous variable referring to success/recidivism is used. as the outcome 

variable). 

In its basic form, ANCOVA estimates the direct effects as if they are 

the same at all levels of the independent variable; for example, the 

difference in outcome between ages thirteen and fourteen is estimated to 

be the same as between ages seventeen and eighteen. The relationship 

between the dependent and i ndependeflt variables, in other words, is estimated 

as a "linear function." It is in this sense that ANCOVA is said to assume 

a Ill; near-addi tive mode 1" of the dependent vari ab 1 e. 

As m~~nt;oned above, the direct effects of these variables, being average 

effects, cannot be used to perfectly account for all the variation in out-

c,ome scores, necessitating an error term in the equation. These errors 
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are calculated in ANCOVA by using the developed equation to "predict" values 

of the criterion variable for all individuals, the difference between the 

predicted scores and the actual scores being the errors. ANCOVA is designed 

to minimize these errors,. and it is in relation to that goal that the. 

statistical significance of the equation is judged. Basically, statistical 

significance is based upon the likelihood that a given level of prediction 

accuracy could occur simply on the basis of chance correlations found in a 

random sample of a larger population in which there was no predictive power 

in the vari ab 1 es at alL The 1 eve 1 of accuracy requi red to reach stati sti ca 1 

significance is dependent on the size of the sample and the number of 

variables used. Similar tests of statistical significance are provided for 

each of the independent variables in the equation. In this case they refer 

to the significance of the increase in predictive accuracy achieved by adding 

that variable to those already in the ~uation:p judged once again in relation 

to that which might be expected simply on the basis of sampling error. 

The test of statistical significance of the treatment effect coefficient 

is generally used as a guide for interpreting the meaningfulness of the pre­

dicted difference in outcome ben~een the groups. It is an estimate of whether 

such a predicted. difference would be likely to occur by chance if the groups 

were equivalent--i.e., simply random samples of a larger population--and 

there was no treatment effect. Technically, such tests of statistical sig­

nificance should not be used in this situation, since in the nonequivalent 

control group design the groups are, by definition, not random samples of 

a single population. However, in practice, it is often assumed that the 

group selection process is more-or-less random except for certain known 

differences, measures of which are included in the analysis. Thus, it is 

assumed that, by controlling for these differences (the bases for selection 

'= ...... 

'. 
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into groups), the groups can be loosely regarded as random samples differing, 

then, only wit~ respect to the treatment. Still, since this assumption is 

se.ldom completely valid, considerable caution is called for in using these 

tests in interpreting the results. 

-----1 

As suggested above, underlying-the use of ANCOVA in nonequivalent control 

group situations are a number of assumptions regarding the variables, how 

th!=y are measured, and the relationships'between them. These assumptions, 

along with others, are basic to all ordinary least squares regression analysis. 

Violations of these assumptions can lead to biases in the estimation of the 

effects of the independent variables, including treatment, or to unreliability 

of the tests of statistical significance of these effects. 
, 

Four main assumptions are of interest here. At the most general level 

is the assumption that the variables in the analysis, taken together, con­

stitute the important differences between the groups both before and after 

treatment. Omission of important variables or inclusion of irrelevant ones 

can causa the effects of other variables to be estimated incorrectly. Next 

is the assumption that the measures employed accurately asses,s individual 

and group differences in relation to the variables of interest. Inaccuracies 

can result from using invalid or unreliable measurement devices or from 

measuring at a single point in time variables that normally fluctuate over 

time (as, for examp'le, mood or weight). Such inaccuracies will be discussed 

together under the rubri c of IImeasurement error. 1.1 Thi rd, the tests of 

statistical significance of the equation and of the individual effects 

assume that errors of prediction have certain properties: that they have 

an equal variance at all values of the independent variable~ (homoscedasticity), 

that they are normally distributed, that they average to zero at each point, 

and that they are not correlated with other terms in the equation. FiR~lly, 

--- -~--~ ~~----~-- -.----~ 
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ANCOVA assumes that the relationships between the dependent and independent 

variables are correctly specified in the equation. As mentioned previously, 

the estimates derived by ANCOVA presuppose a linear, additive model of the 

dependent variable; although only simple modificatiori3 are necessary for 

adding nonlinear and interaction effects~ these may be difficult to discover 

and/or test for importance. Fai1ure to include appropriate nonlinear or 

nonadditive effects or the inclusion of irrelevant ones, however, can lead 

to faulty estimates of the direct effects of the other variables, including 

treatment. 

Violations of these assumptions underlying the use of ordinary least 

squares regression are common to criminal justice evaluation studies, whether 

they employ true experimental designs or quasi-experimental designs. They 

are, hOwever, more serious with respect to the latter, sinCe the adjustments 

sought by using ANCOVA are generally more crucial for arriving at a reason­

able estimate of the treatment effect. In the pages that follow, we will 

discuss the problems .that arise in relation to these assumptions and how 

these problems can effect the estimate of treatment effects using ANCOVA. 

Omitted variables. In order'to completely control for selection bias 

between tha groups, the researcher must enter as covariates measures of 

either' the determinants of group selection (e.g., when selection is based 

on pretest scores) or all causally relevant variables {i.e., all causes of 

the outcome criterion other than treatment}. If either of these conditions 

are met, and if the usual assumptions of ordinary leas~ squares (OLS) 

regression are met as well, the procedure will partial out the effects of 

group differences and provide the researcher with unbiased estimates of the 

treatment eff.ects (Reichardt, 1979; Kenny, 1979; Overall and Woodward, 1977). 

Unfortunately, selecti.on of indivi'duals for intervention is rarely done 
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solely on the basis of test scores or other directly measurable character­

.istics, and researchers concerned with human behavior never have at their 

disposal measures of all causally relevant variables. 

If a variable that is related both to treatment and to outcome (inde­

pendent of other variables in the analysis) is omitted from the equation, 

the estimated relationship between treatment and outcome will be biased, 

even after controlling for the other variables. To illustrate, if more 

males are assigned to a treatment program, the omission of sex from the 

ANCOVA analysis will cause the treatment group variable to act, to some 

degree, as a measure of sex as well as of treatment. If sex is related 

to recidivism, the treatment group may appear to have higher (or lower) 

recidivism even if there is no direct effect of treatment on Qutcome, since 

this important variable was not taken into account in estimating the treat­

ment effect. It is possible that sex differences in outcome can be accounted 

for. in the analyses by other variables upon which males and females differ. 

In this case, sex would be included indirectly, rather than directly. Its 

inclusion in one. way or another, however, is necessary in order to properly 

adjust the treatment effect estimate to take differences in representation 

of the sexes into account. Thus, ANCOVA with nonequivalent control groups 

assumes that all important variables are included in the analysis. 

One can never be completely sure, of course, whether this assumption 

is met, although the problem is minimized with true experimental designs; 

random assignment to treatment ensures that all important characteristics 

will, within the confines of sampling error, be equally represented in both 

groups. The omission of particular variables, then, should not be particularly 

serious, especially if the samples are fairly large. 
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In the nOl'lequivalent control group s'ituation, no such tendency toward 

group equivalence. can be expected to operate, even with large samples, and 

it is important that this issue be carefully considered both·in the design 

and analysis phases of the study. To include all important variables in 

the analysis, the researcher could include measures. of all IIcausesll of out­

come besides treatment (so that their effects can be partialled out of the 

treatment/outcome relationship). Due to the absence of strong theories of 

crime and delinquency based upon quantifiable variables, it is extremely 

unlikely that a researcher will be able to include all causally-relevant 

variables in the analysis. Alternatively, the researcher could include a 

direct measure of the basis for selection. For example, if assignment to 
. 

a particular treatment program were ba~ed entirely on some measurable 

characteristic, such as test scores, one could assume that this measure 

would serve as a measure of other important group differences as well and 

that selection for treatment is otherwise random. By controlling for this 

known difference, the researcher theoretically controls for all important 

differences due to selection, meeting this assumption of ANCOVA (Campbell 

a~d Stanley, 1963; Cook and Campbell, 1979). However, this kind of COn­

tro11ed selection is rare. Nonrandom assignment of individuals to programs 

offering assistance of various kinds is usually done on the basis of 

volunteering by the subjects or of subjective assessments of the needs of 

'"' 

the indiViduals, rather than on the basis of scores on some quantified 

measurement. Such procedut'es serve vi rtua lly to ensure that any compari son 

group will differ from the treatment group on important dimensions and that 

only indirect and incomplete measures of the important preexisting differences 

or basis for ~election will be available. 
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Some bias in the ~stimate of the treatment effect, then, becomes almost 

inevitable in the nonequivalent control group situation. The researcher's 

obligation under these circumstances is a) to attempt to minimize this bias 

by including measures of as many important differences as possible; b) to 
, 

understand the limitations of the study and the anaiysis by identifying 

possible omissions in the equation; and c) to exercise due caution in inter­

preting and drawing conclusions from the results. It is not enough, in this 

regard, simply to investigate possible bases for unreasonable or unexpected 

findings, since what is expected may, in fact, not be true. The finding of 

a positive treatment effect, for example, may well be expected and even 

,welcomed and yet merely be the result of having failed to include in the 

analysis some variable (such as prior delinquent offenses) which biases the 

treatment effect estimate in favor of clients. The researcher should con­

sider any and all alternative bases for any results of the analysis. It is 

tempting to assume, however, that because one controls for some of the 

important differences between the groups, the obtained estimates are closer 

to their true value, when actually one has merely eliminated some possible 

alternative explanations for any observed relationship bet'r:een treatment 

and outcome. The direction and extent of the bias due to other, omitted 

variables is still unknown and may seriously bias the estimated treatment 

effect. Indeed, controlling for only one of two important differences 

between groups that bias the estimated treatment effect in opposite direc­

tions may cause the estimated difference between groups to be farther from 

the true value than would have been obtained by controlling for neither. 

Implied by the foregoing discussion is the value of causal modeling 

as an evaluation research tool. Causal models of outcome and the selection 

process set the stage for deciding what variables to measure and include in 

.. 
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the analyses and for understanding the nature of the study's limi'tations. 

If certain variables known or hypothesized to be important for adjusting 

the treatment effect estimate are omitted from the analysis (because they 

cannot be, or simply' are not, measured), a causal model should aid the 

researcher in not only pinpointing them but also in speculating about their 

possible effects on the treatment effect estimate. This kind of informa­

tion, in turn, sets the context'for interpreting the results that are 

obtained. 

Measurement error. ANCOVA assumes that the variables used to adjust 

the estimate of the treatment effect are accurate measures of the important 

differences between the groups. If there are errors in these measuf~ents, 

the treatment effect estimate generated by ANCOVA will be in error also. 

On the one hand, a measure may be "invalid" in the sense that it measures 

something other than the variable of interest. This is systematic measure­

ment error. What is measured may be closely related to what is intended 

to be measured, however, and it makes sense to speak of degrees of invalidity. 

For example, if one were to measure prior delinquent behavior in terms of 

delinquency-related polic.e contacts, one \'/ould technically be using an 

invalid measure, since what is being measured directly is the behavior of 

police officers, rather than the behavior of the iiid~vidual. However, police 

contacts and delinquent behavior are undoubtedly related, giving the measure 

some degree of validity. To the extent that a particular variable of interest 

is not validly measured, the researcher is faced with a situation analogous 

to having omitted an important variable from the analysis. '~ 

On the other hand, a measure may be employed that does directly measure 

the variable ·of interest, but not very well, resulting in random measurement 

error. This kind of inaccuracy can result from unreliability or from 
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measuring at a single point in time a variable that normally fluctuates over 

time. Unreliable measures are those that are affected by things unrelated 

to the variable being measured. Responses to an attitude questionnaire, 

for example, may be affected by the individual's momentary mood or state 

of physical health and would be expected to differ to some degree if obtained 

again at another point in time. Still, these influences are generally 

assumed to be random, so that, in general, the measure will provide a valid 

indication of the variable in question. The effect of the unreliability 

iSc that it adds to the normally-expected variation in the characteristic 
" 

a certain amount of simply random variation as well. A similar increase 

in random variation is obtained when a variable, such as mood or emotional . 
attachment, is measured at a s;ng1e point in time. For most people, these 

characteristics tend to fluctuate around some "normal tl midpoint, and even 

if they could be measured with perfect reliability they would not be the 

same if measured at another point in time. Technically, the problem here 

is one of validity, since the variable of interest is more likely to be a 

person's overall, average level of mood or emotional attachment, while what 

errors of measurement tend to be random, however, the effect on the measure 

at the aggregate level is much the same as that of unreliability: random 

variation is added to the, normal variation found in the population. 

For ANCOVA, the importance of this kind of random measurement error is 

that it tends to reduce (or "attenuate") the correlations between the 

variables. ANCOVA, however, uses these correlations as if they reflect the 

true association between them, resulting in biased estimates of direct 

effects (see ·Reichardt, 1979; Cohen and Cohen, 1975). In general, random 

measurement error in the dependent, or outcome, variable will cause errors 



-16-

in estimating the statistical significance of the. effects of the independent 

variables, while errors of this kind in an independent variable can cause 

errors ;n estimating both the effects themselves and their statistical 

significance. 

Random measurement error in the dependent varlable is, by definition, 

uncorrelated with anything,)~aking it absolutely unpredictable. The greater 
"\ 

the amount of this-error, then~ the lower the possible accuracy of the equa-
b 

tion, regardless of the true association between outcome and the covariates. 

Since the statistical tests focus on this prediction accuracy, they may 

provide misleading estimates of statistical signifi~ances. The ability of 

ANCOVA to estimate the direct effects (unstandardized regression coefficients) 

of the covariates, however, is not affected. 

Random measurement error in one of the independent variables (or 

IIcovariatesll) results in an underadjustment for the effects of that variable. 

Since the correlations used by ANCOVA underestimate the true associations 

be.tween this vari.able and others, its effects cannot be completely taken 

into account in estimating the direct effects of the other independent 

variables, including treatment. As random error increases, the correlations 

become smaller and smaller, so that eventually the effect is similar to 

simply omitting the variable altogether. As with omitted variables, the 

effect on the treatment effect estimate can be either up or down, depending 

on the true re'lationships between this variable, treatment, and outcome. 
? 

Suppo~.e, for example, that the clients of a program have a higher recidivism 

rate than comparisons, but actually have a Tower recidivism rate than would 

be expected considering that they had more prior offenses. With ANCOVA, a 

positive treatment effect should be obtained if the effect of prior offenses 
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is adequately taken into account in estimating thIJ1 treatment effect. Under­

adjustment for the effects of prior offenses could result in the clients 

still appearing to have a higher recidivism rate (if the underadjustment 

is large) or to be no different from comparisons (if the underadjustnlent 

is moderate). Again, if the true effect of the variable with error counter­

balances the effects of other variables in the equation, failure to properly 

adjust for it can cause, in essence, an overadjustment for the other effects. 
..... ~.: ... ? .... 

Group differences would appear to have more of an effect on outcome differences 

than was actually the case. 

The same logic applies to the case where there is random measurement 

error in several, or even all, of the independent variables. As random 

error increases, the result is to increasingly fail to take into account 

the effects of these variables (these IIgroup differences ll
). The more 

important the variable, the greater the bias that would result from its 

omission from the equation; hence, differential amounts of random error 

among the independent variables will result in varying amounts of bias in 

the treatment effect estimate. Further, since any particular omission may 

bias the estimate in favor of clients or comparisons,. the resultant treat~ 

ment effect estimate may be biased in either direct jon. In short, although 

it is clear that random measurement error in the independent variables will 

cause the treatment effect estimate obtained with ANCOVA to be biased, the 

extent and d,;rection of the bias may be difficult to predict. 

The important variables upon which treatment and control groups are 

likely to differ are often difficult to measure, raiSing the possibility of 

both systematic and random measurement errors. Such variables as age, 

ethnicity and sex can be measured with relative accuracy, but such theo­

retically important variables as famiiy relations, attitudes about the la'w, 

_~ ____ ~ _________ A ______________ _ 
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or problems in school are less amenable to direct, accurate measurement. 

C~mmOnlY, these ki~ds of variables are measured by means of questionnaires 

... 

or interviews wherein respondents are forced to choose among a limited number 

of alternatives in describing their lives, their attitudes, and their social 

situations. Scales constructed fY'om these kinds of responses can be expected 

to contain considerable random error. Further, as measures of important 

preexisting differences between the groups, such scales may also be invaiid 

to varying degrees. They may focus on the wrong attitu'des, beliefs, per­

ceptions, substantive areas, etc., or they may be constructed from questions 

that capitalize on the respondent's tendencies to answer particular kinds 

of questions in particular ways, adding "method variance" to the true 

variance. Regardless of the origin, the existence of measurement error 

in the covariates will bias the estimate of the treatment effect obtained 

by ANCOVA. Measures employed in juvenile and criminal justice evaluations 

are prone to these ~inds of errors. 

Cl ass i ca 1 approaches to the problem of measurement error in the i nde.­

pendent variables advocate correcting for the resultant attenuation of the 

correlations among the fallible measures and others in the analysis (Kenny, 

1979; Cohen and Cohen, 1975). A major problem with this approach is the 

likely absence of information regarding the reliabilities of the covariates. 

If standard psychometric measures are used, this information may be readily 

available, but where ad hoc questionnaires are used, information regarding 

reliabllities must be estimated. With large samples, these estimates can 

be made through common psychometric procedures for some kinds of data. In 

many or most cases, h'owever, no empirically-based estimates are possible and 

the researcher would have to use "guesses ll (perhaps high and low ones for 

comparison). Still, in the absence of a better alternative, such an analytic 
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strategy which takes possible measurement error into account would be prefer­

able to those that ignore the issue altogether. Widely varying and inconsistent 

results, which might be expected when different values for the reliabilities 

are used and when the actual treatment effect is probably small, would merely 

serve to underscore the problems associated with data of this kind. 

An alternative approach to the problem of measurement error is to employ 

multiple measures, or "indicators," of the variables that cannot be measured 

without error (Blalock, 1974; Kenny 1979; Joreskog and Sorbom, 1979; Carmines 

and McIver, 1981). In some cases, existing measures may simply be conceiv­

able as measuring a single variable in different ways. These indicators 

may be combined to form single measures, using factor loadings or by adding . 
them together. The resultant measure, although still fallible, would have 

the effect of reducing the number of fallible measures that have to be 

contended with~ When fewer measures are used, the analytic strategy out­

lined above may be more feasible. It is important to carefully consider 

the implications of such a practice, however, since the combination of 

variables may reduce the validity of the analysis by imposing on the data 

a faulty conception of how certain variables interrelate. For example, two 

variables may both be positively related to outcome and to one another, but 

their individual effects (controlling for each other) may actuglly be 

opposite. By merely adding the measures together, their independent effects 

would be assumed to be simply additive, and the result may be an erroneous 

~stimate of their joint effect. Since the effects of neither of the variables 

would be accurately taken into account, the treatment effect estimate could 

actually be biased. This procedure is best used only when there is a strong 

basis for be}ieving that the measures are indicators of the same underlying 

variable or that their independent effects are actually additive. 

-------------------~~~,~~--~----~-----------,« .. "-'--
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The multiple indicator approach can also be'applied in such a way that 

the measures themselves, rather than some a priori combination of them, are 

used in the analysis. A'similar assumption is made concerning how the j 

measures interrelate and jointly relate to the outcome measure, bu~/;;ch~ 

conceptual IImodel tl and the estimation procedure are quite different than 

those embodied in ANCOVA. Such a procedure is employed in the present 

research, and a full di-scussion of it will be presented later in the report. 

Limited, skewed dependent variables. The use of measures of subsequent 

criminal or delinquent behavior as outcome variables pose certain problems 

for the estimation and interpretation of treatment effects with ANCOVA. 

These measures generally have a limited range of possible values, con­

strained at the lower end to be zero or above, and have skewed distribut:ions-­

the most common value ordinarily being zero. Such constraints on the values 

of the dependent variable in ANCOVA can lead to problems in estimat.ing the 

statistical significance of obtained coefficients and this difficulty, in 

turn, can lead to problems in determining not only the importance of the. 

treatment effect estimate obtained but also which variables to include in, 
'.~/:-- ---

or omit from, the equation. Imp6rtant variables may be omitted or irrelevant 

variables may be included, leading to actual biases in the estimate of the 

treatment effect. 

These kinds of variables present problems for statistical tests in 

ANCOVA due to their potential effects on the distribution of prediction 

errors. Statistical tests in ANCOVA rest on the assumption that errors of 

prediction are normally distributed, a.nd that they have a zero mean and equal 

variances at each value of the covariates (the assumption of IIhomoscedasticitytl). 

Only if the errors are the same at each value does it make sense to consider 

the statistical significance.of a particular effect of a variable. If the 

,,« ... .. \ 

" 

\' 

' .. 
-21-

errors are not normally distributed or if the amount of error differs at 

different values (heteroscedasticity) the overall estimate of the error 

variance is not a good basis for assessing the significance of the effect. 

Such deviations would suggest that the estimated significance of the variable 

is true for some values but not for others. The use of the statistical' 

tests under these conditions may lead to faulty judgements concerning the 

effects of variables in the model, including treatment. With limited, skewed 

outcome measurlas, mos t errors of pred i cti on wi 11 be cal cu 1 a ted re 1 a ti ve to 
1\ 

the observed value of zero. For these cases the amount of error that can 

be obtained w,ill be directly related to the absolute value of the predicted 

score: the farther the predicted score is from zero, the larger the error 

variance can be. Thus, the assumption of equal error variances at different 

values of the independent variables is likely to be violated. These errors 

will also not be normally distributed and will not have, in general, means 

oftero. When the outcome variable is dichotomized as success/failure, it 

can be shown algebraically that the error 'variance is a function of the 

value of the covariaties (Goldberger, 1964). 

The outcome variables used in criminal justice evaluation research can 

also lead to poorly distributed error terms simply' because they are unlikely 

to be linearly related to the independent variables. Employing a linear, 

additive equation to the prediction of outcome scores assumes, at least on 

an intuitive level, that the difference between any two values of the de pen-
.~: (') 

dent variable are the same (that is, that the difference between II no 

subsequents" and "one subsequentll is of the same nature as the difference 

between four subsequents and five). G'iven changes in the values of the 

independent variables can then be simply related to constant changes in the 

outcome variable. In actuality, these differences in outcome are not likely 
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to be of equal importance, and the independent variables may be related to 

the outcome differently at different levels of outcome. If a linear additive 

model were assumed. the amount of error would again be reiated to the pre-

dicted level of outcome. 

The violation of these technical assumptions of ANCOVA can lead to 

inconsist.ent estimates of the error variance and even of the direct effect 

estimates themselves. In the case of a dichotomous dependent variable (and 

to a lesser extent when numbers of offenses are used), heteroscedasticity 

can lead to biases in the estimate of both the error variance for the 

equation and the standard errors associated with the direct effect coeffi­

cients \~~ the independent variables. The nature of the bias depends on the 

relationships among all the variables in the equation, and there are no 

general rules for determining its direction or size (Goodman, 1976). Since 

the standard errors provide a basis for assessing the statistical significance 

of the effects of the independent variables, the researcher may have diffi­

culty interpreting the results of the analysis, including the confidence to 

be placed in a given tr~atment effect estimate. The treatment effect estimates, 

themselves, however, remain unbiased. 

Poor estimation of statistical significances can lead, however, to 

mistakes in judgement concerning the importance of certain covariates for 

adjusting the treatment effect estimate. If the statistical tests used 

for making such judgements are based on underestimates of standard errors, 

the significance of certain variables may be overestimated, and the researcher 

may retain variables that should be omitted from the equation, leading to 

faulty estimates of treatment effects. Conversely, if the standard errors 

are biased upwards, a truly impo~tant variable may not appear so on the basis 
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of the statistical tests. Such variables may be mistakenly omitted, again 

causing biased treatment effect estimates. 

Several conditions influencing the extent of these problems caused by 

heteroscedasticity serve to mitigate somewhat their potential effect on 

ANCOVA results in most applications (Goodman, 1976). First, the amount of 

heteroscedasticity in the case of binary dependent variables is related to 

the proportions of the sample in the two categories. The closer the propor-

.tions are to 50/50 (that is, half successes and half failures), the less. 

serious the problem, and it is not until the proportion in one category or 

the other gets above about 80% that problems resulting from heteroscedasticity 

are very serious. A similar lack of extreme skewness would undoubtedly be 

of value in the ;ase where numbers of subsequents are. used as the outcome 

measure. Second, the amount of bias is related somewhat to the power of 

the equation to explain outcome differences. Other things being equal, the 

better the equation is at predicting the outcome scores (the high~r the R2) , 

the more serious are the problems attributable to heteroscedastic error terms. 

However due to the limited variation in the outcome scores, there are prob-, . 

able limits,. at least practically, tO'lthe degree of prediction accuracy to 

be expected from these equations. 1n criminal justice applications in 

partic~lar, the general weakness of past attempts to predict criminal behavior 

or recidivism suggest that large R2 values are unlikely. Finally, the bias 

in estimating standard errors resulting from heteroscedasticity have been 

found to be slight when sample sizes are fairly large (n ~ 100). Thus, the 

problems, which are somewhat minimized by the likelihood of low R2 values 

in criminal justice evaluations, can be further minimized by using fairly 

large samples and keeping the amount of skewness in the outcome variable as 

low as possible (Goodman,1976). 
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"To summarize, the use of outcome variables common to delinquency and 

criminal justice research can lead to problems in estimating the s'tatistical 

significa'nce of the direct effects of treatment or of the covariates used 

to adjust for initial differences" between groups. Where these statistical 

tests are used in interpreting the meaningfulness of the treatment effect 

estimate, the researcher may mistakenly attribute (or fail to attribute) a 

treatrl!ent effect to the program. Where they are used to determine whether 

or not a covariate is important enough to warrant its being maintained in the 

equation to adjust the treatment effect estimate, an important variable may 

be omitted from the equation or an irrelevant one included. In these 

instances the treatment effect estimate may actually be biased. Strict 

attention to the results of the statistical tes~~ under these conditions, 

then, is unwise. At best they should be used as general guides to the 

importance of covariates and/or the confidence to be placed in the treat­

ment effect estimate. By and large, however, the problems will probably not 

be very seri04s in most criminal justice applications, if attention is paid 

to sample size and skewness of the outcome variable. 

When highly skewed outcome variables (other than dichotomies) are 

employe~, it is possible to reduce that skewness to some degree by trans­

forming the variable. Various kinds of transformations are possible, perhaps 

the most common being the log-transformation (Cohen and Cohen, 1975). The 

procedure simply in~olves using the logarithm of the variable in place of 

the raw scores in the ANCOVA analysis. The result ;s a change in the ~ 

distributions of the skewed variables such that the difference in scores 

becomes greater for smaller values than for larger ones: 'the difference 

between the log of 1 and log of 2 is the same as the difference between the 

log of 5 and the log of 10. The skewness of the distribution is decrease~ 
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because the difference in transformed value for each unit change decreases 

as the values of the outcome variable increase. 

One effect of using this transformation i's that certain nonlinear 

relationships are linearized. As discussed earlier, the importance of having 

an additional subsequent arrest is probably much greater when the number is 

small than when the number is large, both conceptually and in terms of the 

relationship between criminality and ,other variables in the equation. Such 

nonlinear relationships with the covariates may be more linear when the 

dependent variable is log-transformed, resulting in fewer errorS of predic­

tion and a more, homoscedastic error distribution. In addition, such a 

transformation has the general effect of reducing the influence of skewness 

on the variance of the outcome measure. It makes the variances more nearly 

equal at different values of the outcome variable and thereby facilitates. 

the interpretation of differences between the groups. The heteroscedasticity 

assumption of the statistical tests is violated to a lesser extent, making 

it possible to place more confidence in that test with respect to the treat­

ment effect estimate. 

Problems of functional form. The simple linear, additive ANCOVA model 

may not adequately describe the relationships between the outcome variable 

and the covariates included in the analysis even when the outcome variable 

has been transformed. The effects of , certain variables may be nonlinear 

in the sense that increasing values of the covariate may be associated with 

increasing (or decreasing) amounts of change in the dependent variable . 

The effects of other covariates may not simp1y be additive in the sense that 

the size of their effects depend on one another's values. These mutual 

dependencies ·are called "interactions": the two variables interact to 

produce an effect over and above the direct effects of each of the variables 

.,\,' ~ 
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individually. If these relationships exist, their inclusion in the analysis 

is important for correctly estimating the effects of these variables on the 

outcome and, consequently, for estimating the treatment effect. ANCOVA is 

quite flexible, allowing for the inclusion of both nonlinear and interaction 

effects, but these effects may be difficult to detect, especially when 

measurement error and heteroscedastic error terms reduce the confidence in 

ANCOVA's statistical significance tests. Thus, although these functional 

form misspecifications can cause biases in the estimate of the treatment 

effect, their inclusion into the equation may be problematic. 

The inclusion of nonlinear effects in the ANCOVA equation is fairly 

straightforward. Over the range of zero to eighteen, for example, the 

effect of age on delinquency may well be described best as a curvilinear 

one, with each year difference in age between, say" ages ten and eighteen 

being associated with steadily increasing amounts of delinquency change (the 

difference in delinquency between fourtf,!en years old and fifteen years old 

would be greater than that. between thirteen and fourteen years old). Such 

a relationship can be incorporated in the equation by including another 

variable in the model--in this case, age squared--in addition to the simple 

linear effect of age. With the effects of age and age squared both being 
-

posi ti ve., the overall effect pf age wou1 d be descri bed as i nvo 1 vi ng a general 
I, ~, 

increase in delinquency as age increases, with the increase being greater as 

age goes up. If the range of ages inc1uded in the model were increased 
~ ,-, 

another ten years, the relationship might appear different again, with each 

year after age eighteen associated with increasingly less amounts of delin­

quency (or criminality) change. In this case, a different kind of curved 

line must be 'fit, including, in addition to a general effect of age and an 

upward curve over the lower part of the range, a downward curve occurring 
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around age eighteen. Again, what is needed is the addition of another term, 

this time involving age cubed (age3). 

In general, any form of curve can be fit by including the appropriate 

power of the covariate plus all lower powers. The power function needed is 

one greater than the number of "bends" in the data (for one bend, a quadratic; 

for b/o bends, a cubic; etc.). As illustrated above, the nature of the non­

linear effect appropriate for describing a given relationship depends on the 

range of the variables involved. Even if a cubic relationship is caTled for 

over a wide range of ages, a simple linear effect may serve just as well 

if the range is over only a few years. 

As mentioned previously, the problem of nonlinear relationships with 

respect to continuous dependent variables can be minimized in some instances 

through using the logarithm of the dependent variable rather than the variable 

itself. For dichotomous variables, an analogous change in the functional 

form may be made by fitting the equation to an S-shaped (logistic) curve 

using a logit. model. When attempting to predict the probability of being 

in the "0" category (e.g., no subsequent arrests) or. the "l" category (one 

or more subsequents) with ANCOVA, the distr~bution of predicted scores may 

contain values less than zero and greate~ than one. The logit model eliminates 

this possibility and also minimizes the problem of heteroscasdicity. The 

standard errors are more accurate, increasing the confidence that can be 

placed in the statistical significance tests. This method may also serve 

to better account for nonl'inearity in the relationships between outcome and 

the independent variables. More will be said about this technique in the 

next chapter. 

The incl~sion of interac~ion effects in the ANCOVA equation is similarly 

straightforward. Instead of multiplying a variable by itself, however, to 
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obtain quadratic or cubic forms, variables are multiplied by one another 

so that their effects are allowed to differ in direct relationship to each 

other. \~hen added to the equation, the effect of this new variable ("inter­

action term") indicates the amount of change in the outcome variable 

associated with each variable as the other increases (or, if the effect is 

negative, as the other decreases). As an example, the effect of school 

problems on delinquency may be greater for youths with more family problems 

as well. By multiplying the measure of school problems by the measure of 

family problems and adding this interaction term to the model along with 

the two' problem measures themselves, one. allows for differences in the 

effects of these variables as the other changes. These interaction effects 

are often referred to as "multiplicative effects," to distinguish them from 

the simple "addit.ive effects" of the two variables individually. 

Interactions can involve dichotomous variables (such as treatment/ 

control) as. well. Not onTy may treatment and control groups differ fror:n 

one another on important variables influencing outcome, but ~he actual effect 

of one or more of these variables on the outcome may differ between clients 

and controls . 'The effect of prior deli nquency, for instance, may be 

different between the: groups, ind1cating that increasing numbers of prior~ 

associated with more (or less) delinquency for clients than for comparisons. 

Since the converse is also indicated, such an interaction effect would 

suggest that the treatment served to mitigate (or exascerbate) the influence 

of prior delinquent involvement on subsequent delinquency. Including this 

kind of possible interaction effect in the equation simply involves adding 

a multiplicative term involving the treatment/control dichotomy and the 

measure of prior delinquency. The coefficient for this interaction term 

indicates the extent to which the effect of priors on outcome differs 

...... '- \ , • I 
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between the trea:tment and control groups. However, because these effects 

are allowed to differ, it no longer makes sense to think of a single treat­

ment effect: it differs depending on the amount of prior delinquency. 

Thus, ,the direct effect of treatment no longer refers to the estimated 

average difference between the groups but rather the estimated difference 

between the groups when the number of priors is zero. Obviously, this 

coefficient would be of little use as an indicator of an overall treatment 

effect. Although such a finding would still be meaningful, the interpreta­

tion of the treatment effect would be much different since it would be 

directly tied to levels of prior delinquency. 

Whether or not one should include nonlinear or interaction effects in 

the ANCOVA model depends upon their importance for explaining the Joint 

relationships of the covariates (including treatment) and outcome. The 

inclusion of irrelevant nonlinear or interaction effects may have the same 

effect as the inclusion of other irrelevant variables in the analysis: 

unnecessary adjustments may be made to the treatment effect, resulting in 

a biased estimate of that effect. The inclusion of irre'levant interaction 

terms involving treatment would further complicate the results since no 

single treatment effect estimate would be available from the analysis. 

Typically, the determination of the relevance of such effects rests on 

whether tneir inclusion results in a statistically significant reduction 

in the errors of prediction. The nonlin~ar or interaction terms are added 

to the equation after all of the simple, additive effects are included and 

those that add significantly to the predictive power of the equation are 

retained in the model. 

In most 'criminal justice evaluation applications, however, reliance 

on the tests of statistical significance in ANCOVA poses certain problems, 
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as we have seen. Measurement error in the covariates and the dependent 

variable, along with poorly distributed error terms possibly resulting from 

using limited, skewed outcome measures seriously reduce the confidence that 

can be placed in these tests. Strong theories concerning the relationships 

among variables in the model and thorough examination of how the measures 

used in the analysis interrelate can be used to guide' the researcher in 

making these determinations. But without being able to rely on empirical 

evidence concerning the importance of these effects in a particular context, 

there remains the possibility of including irrelevant effects or of mistakenly 

omitting important ones. Either way, there i> the potential for obtaining 

biased estimates of the treatment effect. 
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CHAPTER II 

A 1 ternati ves to ANCOVA: . Genera'( Oescri pti on 

Two different analytic strategies, each designed to overcome certain . '...--' 

problems associated with ANCOVA, were applied to data sets from earlier 

evaluation studies involving delinquents. 1 The results of these analyses 

were compared to results obta·ined with ANCOVA in its basic form in an 

attempt to determine the extent to which the ANCOVA results are affected 

by these problems. The first analytic strategy involved an application of 

------.---

the causal modeling approach with multiple indicators of unmeasured variables, 

pioneered by J8reskog and Sorbom (Joreskog, 1973; Sorbom, 1978; Joreskog and 

Sorbom, 1979). With the aid of the LISREL computer program (Joreskog and 

Sorbom, 1981) the research "tests" alternative causal models hypothesized 

to explain variation in outcome scores. The nature and importance of treat­

ment effects are assessed by comparing the results obtained when a treatment 

effect is included in the model to those obtained when no treatment effect 

is included. Variables hypothesized to account for selection differences 

between treatment and control groups can be included individually or as 

indicators of underlying,_','unmeasured" variables, which are related to selec­

tion and to outcome. The second strategy involved employing a number of 

analytic tools in combination in order to overcome the various problems found 

with ANCOVA. Although the strategy does not involve the "testing ll of causa=] 

models per se, we used it to analyze modelS similar to those used in the' 

LISREL analyses. Measurement error in the independent variables was handled 

through combining the fallible measures into factors on the basis of factor 

1The data sets and the prior analyses will be described in chapters 
III and IV. 
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analysis. The determination of the appropriate functional form of the model 

was made through a loglinear analysis, which does not require any distribu­

tional assumptions regarding the data. Finally, the problems associated 

with the limited, skewed dependent variables were approached through using 

tobit models for nondichotomous variables and logit models for dichotomous 

outcome variables. With this combination of methods, we hoped to minimize 

the effect of each of 'the problems associated with the application of ANCOVA 

to these kinds of data. 

Both analytic strategies are obviously more com?lex than ANCOVA. 

Although each should theoretically provide better estimates of treatment 

effects than found with ANCOVA, the earlier discussion should have made it 

clear that the extent of improvement to be expected from employing these 

more complex methods is not clear. Ordinary least squares estimation has 

been repeatedly shown to be quite "robust ll with respect to violations of 

the assumptions underlying it. Even if technically misused, ANCOVA may 

orovide treatment effect estimates that are adequate--for all practical . 
purposes at least •. In other words, even it the treatment effect estimate 

obtained by ANCOVA is bia.!ied, it may be close enough to allow for the deter­

mination of any substantively important effects of treatment. Similarly, 

the inefficiency of the statistical tests may not be serious enough that 

their use as guides would provide badly misleading interpretations of 

findings or of the importance of nonlinear or multiplicative effects in 

the equation. Comparisons of the results obtained through the various 

methods, then, should provide insights into the value of employing more 

complex and less easily interpretable analytic strategies in place of 

ANCOVA. 
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LISREL Approach 

General Description 

The LISREL analytic approach involves the estimation and testing of 

various "causal models ll hypothesized to explain differences in outcome. 

The estimation and testing are performed with the aid of a particular computer 

program, LISREL V (Joreskog and Sorbom, 1981) designed for use with these 

ki nds "of models. We wi 11 not attempt a full exp 1 i cati on of the LISREL 

approach to data analysis here; rather, we will merely provide an intuitive 

description of the method as applied to the present research. The discussion 

is not intended, therefore, to provide the reader with an outline of h"ow to 

use the LISREL program. 2 In describing the approach, we will avoid the use 

of equations as much as possible, but will present diagrams of models (called 

"path diagrams ll
) and use the system of notation for elements of the models 

that has come to be associated with this class of analytic methods. We will 

first describe the main parts of the LISREL model. We will then describe 

the particular model used in the present research . 

The LISREL method is quite flexible, allowing for the estima~ion and 

testing of a number of different kinds of causal models. T-he researcher 

starts with an idea concerning how the measures (observed variables) in the 

analysis are related to one another. These relationships are hypothesized 

to account for whatever correlations are observed among the measures. For 

example, high positive correlations between certain measures may be 

I~In recent years, several well-written de~criptions of th~ method and 
how to use it have appeared in the research llterature. The lnterested 
reader is dir.ected to Long (1976), Kenny (1979),.Murayama and.Garvey (1980), 
and Rindskopf (1981). The most complete discusslons are provlded,.by the 
pi Otieers of the method and the authors of the computer program (Joreskog 
and Sorbom, 1979, 1981--accompanying manual). 
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hypothetically explained in terms of their being joint indicators of a single 

underlying, unmeasured variable. Similarly, a researcher may hypothesize, 

based on theory, that whatever correlation exists between two particular 

variables can be accounted for by one variab1e 1 s:being the "causel! of the 

other (rather than the other way around or both being reciprocal causes of 

one another). The sum of these hypothesized relationships concerning how 

each variable in the analysis is measured (the lImeasurement model") and how 

the variables are. causally related (the "structura1 model") comprise the 

overall LISREL model. This model, again', is hypothesized to account for 

. the relationships among the observed variables (the input data), and it is 

in relation to its ability to account for these relationships that the model 

is IItested." 

An important condition for the estimation and testing of the model is 

that the model be "identified. 1I In general, a model is identified when the 

unknown parameters of the model are capable of being uniquely estimated 

from the information provided by the relationships among the observed 

variables in the analysis. We will not go into detail concerning the 

determination of the i~rntification status of mode1s3 except to point out 

that the LISREL program will in most instances "warn" the user of possibly 

under-identified parameters. A parameter is under-identified when there is 

not enough information available from the data to obtain a unique estimate 

of that parameter. In particular instances, under-identification can be 

resolved by constraining certain of the parameters of the model (by 

IIfixingll them at particular values, or constraining them to be equal to 

other parameters in the model). This reduces the number of parameters that 

must be estimated from the data. 

3See references found in footnote 2. 
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When there is just enough information in the data to identify all of 

the parameters, the model is said to be "just-identified," and when more 

than enough information is available, the model is 1I0ver-identified. 1I In 

just-identified models, the observed re1ationships among the measures allow 

for a single estimate of each of the unknown parameters in the model, and 

the model will therefore IIfit" the data perfectly. This does not mean that 

the model is necessarily true, but rather that the ~stimates that are 

obtained will necessarily be consistent with the data. In over-identified 

models, on the other hand, there is more than enough information available, 

and some of the parameters of the model can be estimated in more than one 

way ff'om the data at hand: It is under these conditions that it becomes 

possible to IItest ll the model. 

Through a IImaximum likelihood" estimation procedure, the LISREL program 

arrives at a "best" estimate of the over-identified parameters. It then 

uses all of the estimated parameters of the model to recreate the informa­

tion matrix used to calculate them in the first place. A model is judged 

to "fitU the data from which it was estimated to· the extent that the 

correlations (or covariances) among the observed variables that are implied 

by the estimates are close to those actually used to obtain them. Since 

the estimates of the over-identified parameters will enter into the recalcu­

lation of a number of original relationships, it is highly unlikely that 

there will be a perfect fit of the ov.er-identified model to the data; the 

greater the extent of over-identification, the greater the expected discrepancy 

between'the model and the data, even if the model is relatively good. How­

ever, the greater the consistency among the possible estimates of the over­

identified parameters, the more likely that the single best estimate of them 

will enable the program to closely recalculate the original information matrix. 
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'As an indication of how well a particular model fits the data, the 

program calculates a chi square (x2 ) goodness-of-fit statistic, based upon 

the discrepancy between the original information matrix and the matrix 

, calculated from the parameter estimates. This statistic, with degr'ees of 

freedom equal to the number of over-identifying constraints in the model, 

is used to estimate the probability of obtaining such a discrepancy on the 

basis of chance. A small value of x2 relative to the degrees of freedom, 
."", ... :-t-

indicates that the model fits the data, and is associated with a high prob­

abil'ity level. Using prede~ermined probability levels as with other null 

hypothesis statistical tests (.05 or .10), the researcher accepts that the 

model adequately fits the data when the probability leve) is exceeded, 

indicating that the two matrices are reasonably similar. Of course, this 

test rests on certain distributiona} assumptions concerning the variables 

in the ana lysi s, 4 just as do those used in ANCOVA. In fact, these assump­

tions are more restrictive than those underlying the ANCOVA statistical 

tests: the observed variables themselves are assumed to have multivariate 

normal distributions, whereas with ANCOVA only the errors are assumed to be 

normally distributed. Further, x2 is sensitive to sample size, such that 

larger samples lead to larger x2 values over and above what can be expected 

due to errors in specifying the. model. Thus, a good fit to the data with 

any particular model and set of data may be difficult to determine using 

this method, and as with most statistical tes~s, then, tests based on this 

statistic should be interpreted somewhat cautiously. 

4" •.. the x2 is a valid test statistic only if: 
(1) all the observed variables have a multivariate normal ~istribution, 
(2~)the 'analysis is based on the sample covariance matrix S 

. (standardization is not permitted), .... 
(3) tlie sample size is fairly large. 1I (Joreskog and Sorbom, 1981, 

pg. I. 39) . 
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However, these restrictions on the usefulness of the x2 test apply 

most strongly to IItests lt of the adequacy of the overall model for describing 

the relationship in the population from which the sample and data were drawn. 

It is possible to use the statistic in a more limited and justifiable way to 

assess the importance of particular parameters. This use involves comparing 

the x2 values obtained when these parameters are constrained and when they 

are freely estimated. The model with the constrained values will usually 

result in a larger x2 ,value and will also have more degrees of freedom. A 

large drop in x2 relative to the difference in degrees of freedom when these 

parameters are freely estimated indicates that the model is improved in the 

process (i.e., that the freely-estimated parameters have some Itsignificance lt 

in the model)~ The probability of obtaining differences in x2 relative to 

differences in degree of freedom is similar to that of obtaining particular 

values of x2 with particular degrees of freedom, and standard x2 probability 

tables can be,used for determining these probabilities. Through this 

hierarchical testing procedure, the model can be progressively improved 

and the importance of particular parameters (such as treatment effect 

estimates) can be assessed. The emphasis here is not to achieve some 

particular level of Itfit" to the data, but rather to use the statistics to 

help arrive at a reasonable model of the causal process and obtain reliable 

and useful estimates of the parameters of interest. 

In evaluation applications, LISREL, like ANCOVA, is used to estimate 

the predicted difference in outcome between the treatment and control groups, 

taking into account the effects of other variables. As suggested above, 

however, analyses using LISREL can go beyond ANCOVA in that the researcher 

can more clearly specify the nature of the effects of other variables and 

can specify that certain of the variables are not measured directly but 
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rather are indicated by a number of separate measures. For example, the 

researche'r could specify that certain measures are all indicators of a 

single underlying, unmeasured variable (i'latent factor ll
) which has a causal 

effect on outcome and which is related to treatment. He could also specify 

that other variables have onlJ indirect effects through causing differences 

only in the underlying factor. 

Another major advantage with LISREL is that it allows the researcher 

t? analyze the treatment and comparison groups separately, but simultaneously. 

That is, the data for each group is read in separately, and the program 

estimates the model for each group at the same time. The model can be con­

strained to be identical for each group or certain parameters can be allowed 

to differ between them. Through this procedure, the researcher can determine 

the extent' to which the same causal model of outcome is apg,l icable to both ,.,' 

groups and can also more fully take into account differences between them 

(such as differing' levels of within-group homogeneity relative to certain 
I' 

var; ab 1 es) in estimati ng treatment effects. When the mean 1 eve.l s of the 

variables I for each group are included in the analysis (listructured means 

analysis"), the program will estimate the mean differences between the groups 

for all variables; these differences will correspond to actually observed 

differences between the groups on the predictor (or independent) variables 

and to adjusted differences for dependent variables. As long as the direct 

effects of the variables in the analysis on outcome are constrained to be 

equal across groups, the program will estimate the predicted mean difference 

in outcome (the treatment effect) between the groups--this difference 

corresponds to the treatment effect estimate obtained with ANCOVA. The 

'researcher can also test whether the direct effects of variables in que;tion 

"interact ll with treatment to cause differences il1 outcome. Under these 
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conditions, again, no single treatment effect estimate is possible, but a 

better understanding of the effects of the,variables, including treatment, 

on outcome may be obtained. 

In terms of the specific problems discussed earlier, the LISREL approach 

has some. definite advantages over ANCOVA. First, although this approach 

cannot directly address the problem of the effects of omitted variables, it 

does require the user to specify the causal assumptions underlying his or 

her analysis. The treatment effect estimates obtained through this method 

are derived in the context of a particular hypothesized causal model, which 

is ordinarily presented in the form of a diagram. Such an explicit presenta­

tion allows for a direct examination of these assumptions both by the 

researcher and others and sets the stage for a better understanding of the 

meaning and the limitations of the analysis. ~econd, LISREL allows for 

the use of multiple indicators of variables in the model; the researcher 

thereby can directly address the issue of measurement error, both systematic 

and random. Third, when the groups are analyzed separately, certain (first­

order) interaction effects involving treatment can easily be included in 

the analystis and tested for statistical significance, making it possible 

to incorpqrate both measurement error and interaction effects in the same 

model. Tc,g~ther, these advantages should lead to better estimates of treat­

ment effe(;ts using criminal justice data. 

Ther~~ are also problems which this approach cannot address, placing 

some limi'cs on its ability to fully overcome the limitations of ANCOVA. 

First, LI:?REL cannot completely solve the problem of using limited, skewed 

dependent variables, although the variables can be transformed in the same 

wQ.y as is' possible with ANCOVA. Such transformations "robustify"the 

observed relationships used in the analysis, but do not completely remove 
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the possibility of bias in estimates of standard errors and "goodness of 

fit" measures (x2 ). In fact, it has been argued that LISREL is even more 

sensitive to departures from normality in the variables than is ANCOVA, 

and caution is again called for in the use of statistical tests. Second, 

LISREL cannot easi ly in'corporate ei ther nonl inear effects of particular 

vari ab 1 es on outcome or hi gher-order i nteracti on effects. S As di.scussed 

earlier, the omission of important effects of these kinds may lead to biased 

estimates of treatment effects. On the other hand, their omission should 

also result in a less-than-adequate "fit ll of the misspecified model to the 

data; thus, the. researcher can at least be aware that his or her model is 

misspecified and interpret the findings accordingly. 

The measurement model. The measurement model specifies the hypothetical 

relations between the variables to be used in the analyses and the observed 

data. On the one hand, the researcher may specify that certain variables 

are equivalent to certain observed variables, the assumption being that the 

variable is "perfectly measured. II One may,. for example, specify that an 

official offense history variable (number of arrests) is perfectly measured. 

This would no~mean that the measure is considered a perfect measure of 
\~~ 

criminalitY>vr delinquency, but rather that in the particular model, the 

variable of interest is precisely what was measured. In the present study, 

this assumption of perfect measuremeryt was made with respect to all official 

offense and demographic variables. On the other hand, certain variables may 

SA higher order interaction exists where the nature of a first-order 
interaction effect differs depending on the value of a third variable. For 
example, a first-order interaction may exist between prior delinquency and 
treatment (SQ that the effect of priors in outcome differs for treatment and 
-control groups), but the nature of that effect may depend on whether the 
individual was male or female. This would be .a second-order interaction 
(treatment by priors by sex). 
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be considered to be "unmea'suredll in any direct sense but lIindicated" by 

several observed variables included in the analysis. Using the present study 

as an example, we had at our disposal several questionnaire scales focusing 

on self-reported behavior of various kinds. We considered these measures 

to be best thought of as multiple fallible indicators of a single, delinquency­

related "Behavioral Orientation." In the measurement model, then, we 

specified, among other things, that "outcome" had a stl,1g1e indi,cator and 

that the relationship between the variable and the observed measure was one 

of equivalence. The causal variable "Behavioral Orientation" was specified 

as having three indicators, each of which had a shared component (related 

to the underlying variable) and an "error component." Each of the variables 

in the analysis is similarly specified to be indicated by one or more observed 

variables. Together, these specifications make up the overall measurement 

model. 

When there is more than one indicator, the measurement model for the 

variable is essentially a factor-analysis model, with the coefficients 

,relating the variable to its indicators analogous to factor loadings. In 

this case, however, the factor structure is specified prior to the analysis, 

and the LISREL program merely estimates the loadings and "tests" the model in 

terms of its ability to account for the observed relationships, among the 

observed variables. The entire meas~rement model, in fact, can be seen as 

a single, restricted factor analysis model, wherein the researcher specifies 

the number of factors involved and their structure (what measures indicate 

what variables and whether the coefficients are constrained or to be esti­

mated by the program). In other words, the measurement model in LISREL may 

be seen as a ,"confirmatory" factor model; it is part of the overall model which 
~~'\ . 

is IItested ll (or confirmed) in relation t~ how well it fits the observed data. 
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Following cammon conventions, the measurement model for the two 'vari­

ables used as examples above can be diagrammed as in Figure 1. 

FIGURE 1 

Measurement Model for IIBehavioral Orientation" 
and "Outcome'l 

o -Self-report 
1 ~ Del i nquency 

o Self-report 
2 ~ Obtrusiveness 

Commitment 
03 ~ to Social 

Values 

Subsequent 
Offenses 

'--------' 
~~----l----~~tco~ 

A = factor loading 
[lambda] 

o = error [delta] 

D = observed 
measure 

underlying 
variable 

Note that the arrows lead from the hypothesized variables to their respective 

observed indicators (measures),suggesting that the underlying variables are 

the "causes" of their indicators. Actually, what is meant is that the varia-
,e 

tion in the observed measures is defined as due, in part, to their being. 

related to the underlying variable, so that variation in that variable will 

necessarily be accompanied by variation in the observed measure of it. The 

remainder of the variation in the observed measures is considered, in this 

context, to be simply due to "error ll in measuring the underlying variable. 

For variables with only one indicator, of course, there is no error component, 

and the error, term is omttted; the coefficient relating the variable to the 

measure is "fixed'" at the val~e of one to make the variances equal. In the 
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remainder of this report, we will omit the observed measure in diagrams of 

these "perfectly indicated" variables and denote the variable by the name 

of the measure (e.g.,~). 
Note that in the three-indicator model above, the path from the factor 

to Self-report Delinquency was similarly fixed at the value of "one." 

Withou't this constraint imposed, that part of the model would be under­

identified in a single-sample analysis: There is not enough information 

available from the three correlations among the measures to estimate all 

of the possible parameters (the factor loadings, the error terms and the 

variance of the factor,). The identification issue was resolved in this 

instance by fixing this path at liane," which merely sets the units of 

measurement of 'the Behavioral Orientation factor equal to those of Self­

report Delinquency. Since the units of this factor are arbitrary anyway 

(one could just as easily set the variance of the factor equal to "oneil), 

nothing is lost in the way of information, and the remaining parameters 

are identified. This identifying constraint would not be necessary in a 

two-sample analysis in which the factor loadings are constY'ained to be 

equal (the common procedure). In this case, there would be twice as many 

correlations among the measures available for estimation purposes and three 

constrained pal"ameters. However, in order to allow for the inclusion of 

additional free parameters, as discussed shortly, this identifying constraint 

was used throughout this study. In all the models presented, one path from 

each underlying factor to a measure will be shown to have a fixed value 

of "one." 

Assum;n~ that all of the parameters are properly identified, the LISREL 

program estimates that nonfixed parameters and also assesses the fit of the 
" model to the data. When two groups are analyzed simultaneously, as in the 
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present research, the goodness-of-fit statistic relates to the model as a 

whole, including whatever differences or equalities are specified to exist 

across groups. For example~ it is possible to test whether the measurement 

model for Behavioral Orientation is the same for treatment and control 

groups. This is done by specifying the same model for both groups, with 

the constraint that the factor loadings are invariant across groups (e.g., 

that A2 is the same for treatment and control groups). The error variances, 

the variance of the factor, and the mean level of the factor (using IIstruc­

tured means" analysis) would all be allOWed to vary between groups. What 

would be tested here is simply whether the measures are related to the under­

lying variable in the same way in the different groups. Due to random 

influences, there is no reason to assume that the variances of the error 

terms or the variance of the factor itself should be equal across groups, 

although wide discrepancies may suggest that the groups differ m011'e thijn 

one wou1~ expect in certain instances. One could also go on to test whether 

the means on this factor differ between groups by constraining the mean level 

to be equal and comparing the resultant x2 value to the one obtained when 

this parameter was free to differ. In short, one can test any degree of 

difference between the groups as well as test whether a particular model, 

given a certain degree of equality between groups, fits the data obtained 

from them together. 

A poor fit at this level may indicate, among ather things, that the 

model is not specified correctly. For example, it may be that the measures 

are not related in the same way between gr~ups--that the measurement model 

does not apply equally between them. In extreme cases, it may be that the 

measures are 'actually correlated in opposite directions between" the groups, 

suggesting that a measurement model which hypothesizes a similarly constituted 

,. . 

"', 
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factor between the groups is fundamentally wrong. In such cases where the 

hypothesized model is baSically inconsistent with the data, the poor fit 

will likely be accompanied by other indications of extreme misspecification. 

The program may simply be unable to arrive at a IIbestll estimate of the 

parameters after trying for a specified time or it may arrive at unreason­

able values, such as negative error variances or extreme values of the 

factor loadings. In such instances, it is best to rethink the nature of 

the measurement model entirely. 

A high x2 value, indicating a poor fit to the data, does not necessarily 

imply that the model is fundamentally wrong and should be abandoned, however. 

Oftentimes, simple modifications can bring the model more into line with the . 
data. For example, it may be that certain measures are correlated over and 

above their being joint indicators of an underlying variable. In the above 

example, due to a similarity in focus and format of the questions included 

in the Self-report Delinquency and Self-report Obtrusiveness scales, these 
, 

two measures shared a certain amount of "method variance" unrelated to the 

generalized Behavioral Orientation variable of interest in the study. The 

measurement model diagrammed in Figure 1, which implies that any relation­

ship between the two occurs solely because of their being joint indicators 

of that underlying variable, would not allow for this extra re'lationship 

and would therefore not fit the actually observed data very well. This 

additional relationship between the measures can be lIincluded ll in the model 

by specifying that,t~e "error variances" of' these measures (in relation to 

Beha'~ioral Orientation) are correlated ,6 as diagrammed below: 

') 6Implied ,here is that there is an additional, underlying "method factor" 
involved, which causes variation in the two se'if-report measures but not in 
the commitment measure. Since we are not interested in this factor as part 
of our overall model, we can ignore it and simply include the extra correla­
tion between the measures in the form of correlated "errors. 1I 
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FIGURE 2 

Measurement Model With Correlated Errors 

Self-report 
Delinquency 

Self-report 
Obtrusiveness 

COImlitment 
to Social 

Values 
D 

A = factor loading 
[1 ambda] 

o = error [delta] 

e = covariance of 
errors [theta] 

= observed 
measure 

= underlying 
variable 

In making such adjustments to the model, the researcher must be aware of 

possible problems with the identification of the additional parameters. For­

tunately, the LISREL program provides a mechanism for helping the researcher 

avoid adding parameters that are not identified. As part of the output 

from the proQram, LISREL provides "modification indices," which estimate 

the minimum change in x2 that can be expected by freeing particular constrained 

elements of the model. Only those parameters that would be identified, if 

freed, are provided with a modification index by the LISREL. program. Thus, 

the user can study the modification indices to ensure that freeing a particular 

parameter would provide an improvement in the model's fit and would be identi­

fied. If the freeing of the parameter makes theoretical sense, it can be 

1 

included. This manner of determining the identifjcation status of the parameter ~ 

is not foolproof, however, and the researcher should assess the identification 

status of' all models used. In the above example, the additional parameter 

(the correlated error terms) would not, in a single sample analysis, be 

identified. It was identified in the present research because of the one 

fixed path and because we analyzed the two groups simultaneously . 

.. -
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The structural model. The structural model in LISREL describes the 

hypothesized interrelationships among the variables defined by the measure­

ment model. Some of thes'e interrelationships may be "causal, II while others 

may merely be included as "unanalyzed correlations. 1I Unanalyzed correlations 

imply that although the relationship between the variables is considered an 

important part of the overall model, the "reason" for that relationship is 

not of interest in the model. An example of a simple causal model is dia­

grammed below, with Behavioral Orientation, Prior Offenses, and Age all 

being simultaneous "causes" of outcome. 

FIGURE 3 

A Simple Causal Model of Outcome 

b = direct effect, o~ 
structural coefficient 
[beta] 

~ =,unexplained, or residual, 
variation in outcome 
[zeta] 

q, = covariance bet\oJeen 
independent (exogenous) 
variables [phi] 

In this model, the three causal variables are hypothesized to be correlated 

with one another, but the reasons for these correlations are not of interest 

in the model. Multiple regression assumes this kind of a general causal 

struc;t.ure among the variables in the analysis, and the model above could be 
. 

estimated with a standard multiple regression propram. If an additional, 

dichotomous ~ariable indicating treatment/control ,were to be included as a 

fourth causal variable in this model, it would be an ANCOVA model. The 
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coefficient for the dichotomous variable would indicate the difference 
IJ 

between the groups not accounted for by the effects of the other variables. 

LISREL could also be used to estimate this ANCOVA model, either by 

using the dichotomous variable as described above or by separately analyzing 

the treatment and control groups. When a two-groups analysis is used, as in 

the present research, the model diagrarrmed above (without the treatmentl 

control dichotomy) would be specified for both groups, with the direct' 

effects of the variables on outcome constrained to be equal across groups. 

The program would estimate the difference in the mean level of the outcome 

variable after adjusting (equally between groups) for the effects of the 

predictor variables. In order to obtain the same estimate of the treatment 

effect as would be obtained with ANCOVA, one would also constrain the vari­

ance of the error term (z;) to be equal across groups, because with ANCOVA 

these error variances are assumed to be equal. 

With these constraints, there is more than enough information avail­

able to the LISREL program to identify the unknown parameters in the model. 

In fact, there is enough information in the two covariance matrices to 

allow for the different direct effects of the covariates on outcome for the 

two groups (interactions) and even to allow for different error variances 

,.between groups. The ability to allow for different error variance~ is an 

important advantage of using LISREL, overcoming some of the restrictiveness 

of the homoscedasticity assumption in ANCOVA. With nonequivalent control 

group designs, one could well expect that the groups would differ with 

respect to variation in outcome scores (the treatment group members may, 

for example, be more similar to one another than the control group members), 

and such a di·fference in the variance of observed scores will likely result 

... 
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in a difference in the variance of errors in prediction as well. ANCOVA 

assumes-that the error variances are equal across groups and assesses the 

statistical significance of the treatment effect in relation to a pooled 

estimate. When the error variances differ, this-combined estimate is not 

a good basis for judging the significance of a particular difference. In 

LISREL, with the err'or variances allowed to vary between groups, the signif-

. icance of the treatment effect is judged in relation to the error variance 

. within the treatment group only, providing a better indication of the meaning 

of that difference in expected outcome. The. assumption that errors are 

evenly distributed across all values of the other independent variables 

still holds, however. 
, 

Although conceptually distinct, the measurement model and the structural 

model are not independent. A factor hypothesized to underlie several me.asures 

is "defined" not only by those measures but also, to some extent, by its 

relations to other variables in the model (Burt, 1976). For example, the 

Behavioral Orientation factor discussed previousl~ is something different 

when merely estimate? in relation to its three .indicators ~han when it is 

estimated as a variable with a causal influence on outcome. The factor 

loadings will differ in the two cases, since in estimating these loadings 

in the latter Case the LISREL program takes into account not only the 

relationships among the three indicators, but also the relationship between 

each of the measures and outcome. The factor is, in the context of the 

model, treated as an error-free measure of a particular predispositional 

trait, indicated by the three measUtes. Similarly, this factor would be 

estimated somewhat differently if it were specified to be related (causally 
" .. 

or otherwise)' to other variables in the analysis. To specify that this 

factor were related to, say, prior offenses is to imply that the observed 
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correlations between the measures used to indicate the factor and prior 

offenses can be accounted for solely by the relati-onship be.tween the factor 

and priors. Thus, it is important to consider the implications of each 

speCification on the entire model: a change in the structural model will 

result in changes (and may call for modifications) in the measurement model 

as well. Conversely, such an interdependence between the structural model 

and the measurement model also implies that the measurement model is best 

tested, and modified if necessary, in the context of the overall model. 

The full model. When combined with the measurement model described 

earlier, the structural model above would be part of the full LISREL model 

diagrammed in Figure 4. 

151 ~ Self-report 

(

Delinquency 

15 2 ~ Self-report 
Obtrusiveness 

Conunitment 
153 -->~I to Social 

Values 

FIGURE 4 

Full LISREL Model 

When two groups are analyzed simultaneously, the measurement model ;s con­

strained to De invariant across groups (the same variables must be used 

and these must be defined the same way) and the effects of the'three variables 

.. 

.. 
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on outcome are constrained to be equal as well, at least initially. If 

the results suggest that these effects may differ between groups, such an 

hypothesis may be tested by allowing them to vary and assessing whether the 

relaxation of these constraints results in a significant improvement in the 

model IS fit with the data. Again, if these interaction effects are found 

to be import~;:-;t, the estimated group difference can no longer be used as 

an estimate of the treatment effect, which will vary depending on the value 

of the covariate that interacts with treatment. 

The full LISREL model used in the evaluation applications is quite 

similar conceptually to the ANCOVA model, then, except for the inclusion 

of the unmeasured variable(s). When the groups are analyzed separately, 

LISREL estimates the average difference between them on outcome, taking 

into account the effects of the variables included as "causes" of outcome. 

Such a model, however, is theoretically superior to the cornman ANCOVA model 

because it allows for measurement error in the observed covariates and for 

differences in the error variances between groups, while still providing 

the flexibility needed to explore the possibility of simple (first-order) 

interaction effects. 

PrOCEdures 

The LISREL model used in the present research is basically similar to 

the full LISREL model shown in Figure 4i except that it is somewhat more 

complex: it includes more variables and posits a causal structure among 

the variables used to adjust outcome scores. Although the particular 

variables used, and therefore the p~rticular models specified, differ ~o 
some degree bet~een the samples used in the study, they are similar in nature. . . 

Here, we will discuss the general models used and outline the general procedures 
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used to estimate and test them. The specific models used for each sample 

will be described in chapters III and IV. 

The data fall into three theoretically distinct categories: demo­

graphic variables, predispositional variables, and outcome variables. The 

demographic variables are considered causally prior to all other variables 

in the analyses. In the parlance of causal analysis, these variables are 

called "exogenous variables." The demographic v~riables included in the 

present study are, for the YSB sample, Sex and Age, and for the Preston 

sample, Age and Ethnicity (i\1 the form of dummy variables referring to 

Hispanic and Black). These variables are hypothesized to have a causal 

effect on the predispositional variables, which comprise all other variables 

included as causes of outcome. Included here are prior offense variables 

and factors comprised of questionnaire scales. Since the offense variables 

tended to be skewed and limited in range, we used the natural logarithm of 

each so as to IIrobustifyll the analysis. 

The basic model linking these vay·iables together is shown in Figure 5. 

FIGURE 5 

Basic Causal Model of Outcome 

Pre­
dispositional 
Variable(s) , 

l;1 

-----·~·-~i 

. . 
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The differ.ence between this model and the one shown in Figure 3 is that in 

the present case, there is an hypothesized causal relationship between the 

demographJjc variable(s) and the predispositional variable(s). This means 

that ther'e are two ki nds of dependent var; ab 1 es in the model (ca 11 ed 

"endogenous variables"), and that there is also a causal relationship among 

these dependent variables. Note that there is now an error term associated 

with the predispositional variables that was not i~cluded in the earlier 

causal models (figures 3 and 4); these terms refer to the variance of these 

variables not accounted for by demographics. Such a model does not neces­

sarily imply that demographic characterisHcs themselves (e.g., "Sex" or 

lIEthnicity") are causes of either outcome or predispositional traits. Rather, 

these demographi c vari ab 1 es refer to (or II stand for") a 11 differences asso­

ciated with the demographic characteristics which may have an influence on 

the variables in question. Since these demographically-related characteristics 

are assumed to exist prior to an individual1s obtaining a prior record and 

certainly exist prior to his having answered the questionnaires for the 

original studies, they are hypothesized to have a causal influence on them. 

One could, of course, just as easily include the relationship between the 

demographics and the predispositional variables merely as "unanalyzed 

correlations,1i without affecting any of the parameters of primary interest; 

indeed, in the absence of any compelling reason to specify such a causal 

relationship, it may be best to avoid the potential misunderstanding that 

may result from using demographic variables as "stand-ins ll for demographically­

related "causal ll differences. We include them here mainly to demonstrate 

the flexibility of the method for including such a causal structure among the 

covar; ates. .Interpretati on of any direct effects of these demographi c 

... variables, however, are difficult. 

! 

i 
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For each of the models used and for both samples, the procedures used 

to obtain an acceptable model to be used for estimating treatment effects 

were as follows: 

1) Test the measurement model for the unmeasured variables to 

ensure that the same factor. structure existed in both 

groups; 

2) estimate and test the full model in its basic form 

(additive model); 

3) modify the model as necessary to achieve an acceptable 

fit to the data; 

4) test the statistical significance of the treatment 

effect estimate; 

5) test for first-order interaction effects. 

In order to investigate other methodological issues, we performed certain 

supplementary analyses with some models. To assess the effect of using 

log-transformed variables, we reestimated certain final models using the 

offense data in their origjnal form. In. other cases, we eliminated from 

the analysis those variables"that had no direct effect on outcome, respecifying 

and reestimating these models so as to achieve a more parsimonious solution. 

These results were compared to those using the full model to assess whether 
:,"-) 

the removal of these apparently irrelevant variables changed the results 

obtained. 

The testing of the measurement model basically involved specifying 

that for b~th groups, the same three measures were indicators of a s;ng1e 

underlying factor and that the factor loadings for the two groups were 

equivalent. ·The measurement error terms and the variances (and covariances 

in 'the two-factor case) of the factor(s) were allowed to vary between groups. 
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The interest at this point was 3imply to determine whether such a model was 

consistent with the data; the actual parameter estimates were not of partic­

ular interest since they would be expected to change when the measurement 

model was estimated in the context of the full model. Residual correlations 

among error terms were added as appropriate if the model showed a poor fit. 

Unreasonable values of the parameters (e.g., negative error terms) indicated 

that the measurement model was completely unacceptable for the data (or 

sample) at hand. 

Once it was determined that the 'measurement model for the unmeasured 

variables was appropriate, the full model was estimated and tested against 

the data. This model was initiali'y estimated with all demographic variables 

and prior offense variables included. The full model was specified in such 

a way as to initially obtain the best fit to the data within the constraints 

of ANCOVA assumptions and with a minimum of residual correlations; this gave 

the best starting point for modifying the model and testing the significance 

of structural parameters. The measurement model was specified to be the 

same across groups, except that error terms were allowed to vary. The 

variances and covariances among the demographic variables and among the 

predispositonal variables were all,owed to vary between groups,'as were the 

direct effects (structural parameters) of the demographics on the predisposi­

tional variables. The direct effects of all the causal variables on outcome, 

however, were constrained to be equal across groups (i.e., no inter~ttion 

effects were initially hypothesized). To illustrate the form of the initial 

specification of these models, one of the models for the YSB sample is 

diagrammed in Figure 6 (parameters constrained to be equal across groups 

are denoted by an asterisk). 
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FIGURE 6 

Full lISREl Model With Demographics Included 

1';3 

" r-----~--~--------~~ 

Note that in this model the error terms for the indicators of the factor 

are noW denoted by € (epsilon) rather than 0 (delta). This is simply in 

keeping with the conventional notation for measurement error in the indi­

cators of endogenous, as opposed to exogenous, variables. The meaning of 

these error terms are equivalent for exogenous and endogenous variables; 

the difference ;s related to how they are specified for the lISREl computer 

program. We will continue to use the appropriate symbols for elements of 

the model wherever possible, so that interested readers can more easily 

compare our' models and specifications to those in other research using 
II 

this method. 7 

7Technically, the structural parameters from the demographic variables to 
other variables in the model are denoted in LISREL as y (gamma) coefficients. 
We have chosen to use b (beta} to refer to all structural coefficients so as 
to avoid unnecessary complexity and confusion for those not thoroughly 
familiar with the LISREL notation. 
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This initial model rarely resulted in an acceptable fit to the data. 

The next step, therefore, was to modify the model so as to obtain a better 

fit, by freeing certain parameters that were fixed or constrained in this 

in{~ial model. Since virtually all of the possible relationships among the 

variables in the structural model were allowed to be freely estimated and 

to vary across groups (with the exception of the direct effects on outcome, 

which we wished to constrain equal if possible), this modification pro~ess 

started with the measurement model. Using the modification indices, 

covariances among the error terms for the measures and between these and 

demographic variables were included if they wer.e identified and made a 

significant contribution to the improvement of the model IS fit. 8 A 

statistically significant covariance between the error term for the indi­

cator of a factor and a demqgraphic variable suggests that the relationship 

between that demographic characteristic and the indicator is not completely 

accounted for by the relationship between the demographic characteristic 

and the single factor. As an example, a positive covariance between AGE 

and Bel would simply suggest that Bel scores increase with age more than is 

implied by the relationship between AGE and Behavioral Orientation. The 

inclusion of such a covariance allows for a "purer" factor--one wh'ich is 

tailored to the various subgroups in the sample. The factor would still 

refer to a predispositional trait, but the nature of this trait would simply 

be understood to be constituted somewhat differently for different kinds of 

people. Such a process of testing, modification and retesting was continued 

8In fuost LISREL applications it is not possible to include covariances 
between exogenous variables and the residuals for indicators of endogenous 
variables. H'owever, in using IttJ'uctured means" analysis, all variables in 
the model are specified to LISREL as endogenous variables, making it possible 
to include such covariances in the Theta Epsilon matrix. 
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" until an acceptable fit'was obtained within the confines of theoretical 

sense. As an example, it is sometimes possible to make even a badly 

misspecified model "fit" the data by including enough residual covariances. 

We included only those covariances that we felt were theoretically plausible 

and, in any case, stopped short of including so many that the model, for all 

practical purposes, had no meaning. The final "full" model was pr1sented 

and the results comp~red to those obtained with ANCOVA using the same 

variables. To facilitate ease of interpretation'and presentation of this 

model, we constrained'all of the structural coefficients to be equal across 

groups. If such a constraint did not sig'nificantly reduce the model's fit 

to the data, we continued to specify them as equal. 

Assuming no interactions, this "additive" model could be used as the 

basis for assessing the nature and significance of treatment effects. Ordi­

narily, before such an assessment can be made, the possibility of interaction 

effects must be investigated. However, we estimated this model as if no 

interactions existed in order to compar-e' the results of the simple, additive 

LISREL model to those.obtained with ANCOVA. In these models, the nature 

of the treatment effect was indicated by the direction and extent of the 

dNference in the adjusted mean levels on outcome. This difference was 

estimated with L~SREL using II structured-means analysis": the mean level of 

outcome is specifieo to be zero for controls, and the LISREL program estimates 

the mean of the outcome scores for treatment cases as a difference from zero. 

The t-value for this estimate is also provided by the program, and this 

statistic can serve as an indication of the probable statistical signifi­

cance of this difference in means. The difference was also test~d \~sing 

the x2 difference method; the model was rees'~imated with the added constraint 

that the mean level of outcome for treatment cases was zero as well (that 
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the groups did not differ on outcome, taking into account the effects of 

the other variables). A statistically significant reduction in the model's 

fit with this additional equality constraint indicated that the model fit 

the observed data better when a treatment effect was included as part of 

the model: 

Next, we investi~ated for each model the possibility qf first-order 

interaction effects involving treatment. Such an investigation is quite 

simple with LISREL, since the modification indices will suggest which direct 

effects on outcome could be allowed to vary across groups to significantly 

improve the fit of the model to the data. Accordingly, we studied these 

modification indices to determine whether any of the direct effects 

appeared to differ between the groups. Possible interactions were tested 

through reestimating the model with these parameters freed to vary across 

groups; differences in x2 values were used to test the significance of these 

changes in the model. If interaction effects were found, we presented the 

intercept difference a~d calculated the interaction ferm coefficient. 

The estimation and testing procedures outlined above served as the 

basis for comparing the results of this method to those obtained with ANCOVA. 

These procedures are those that would generally be followed if this method 

were used to investigate treatment effects in evaluation applications. How­

ever, certain additional methodological issues, not directly related to 

comparing the results of this approach to the ANCOVA approach, were of 

interest to us, and these were investigated through supplementary analyses. 

On the one hand, we were interested in the effects of "irrelevant" adjust­

ments in the model. We investigated this;ssue by fixing at "zero" those 

direct effects with t-values, or t-ratios (estimate divided by its standard 

error) less than two, which indicates, under ideal circumstances, an effect 
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that is not statistically significant. He used the x2 test to determine 

whether these coefficients should have been retained in the model, leaving 

out those that were not found to improve the fit of the model. 9 The result 

was a model in which all of the direct effect estimates had t-values over 

two for at least one of the groups or made significant contributions as 

determined by the x2 test. Demographic variables which were not signifi­

cantly related to either the predispositional variables or outcome were 

removed from the model entirely. The results obtained with this IIreduced 

model ll were compared to those obtained "'lith the IIfull modeP and with 

ANCOVA. 

On the other hand, we were also interested, as in the ANCOVA analyses, 

in the effect of having used log-transformed data in these analyses. Although 

the use of such transformations is methodologically justified, their effects 

on treatment effect estim:lt-r;s was unclear. In order to assess these effects, 

we reesti'mated certain models using the data in raw form and compared these 

results to what was obtained with the log-transformed data. We did not, at 

this point, go through the entire process of formulation, modification, and 

testing outlined above, but rather simply sUbstituted the raw data into the 

final model obtained through the above procedures. Of interest was whether 

the use of the raw data resulted in a less acceptable fit to the data and 

whether treatment effect estimates differed in apparent statistical 

significance. 

9We found that the t-values generally served as a good estimate of 
whether the parameter would be found significant by the x2 test~ al~hough 
both tests were used in all cases (since the data were not multlvarl~te 
normal, we felt both tests were potentially ~;ased,.but.not necessar'lly 
to the same extent, making them most useful 1n comblnatl0n). 

-61-

Combined Methods Approach 

General Description 

. Several statistical problems of evaluation research were noted in 

Chapter I that are not solved by LISREL. One type of problem is inter­

action effects, in which the effects of one or more variables on the outcome 

are not homogeneous; that is, these effects are different for different 

people. With LISREL, as described above, direct effects on the outcome can 

be specified as different for treatment and comparison groups. Other forms 

of interactions, such as different direct effects for males\and females, are 

more difficult so specify in these LISREL models. ANCOVA is ~ore flexible, 

and virtually any type of interaction effect can be specified using multi­

plicative terms. With ANCOVA, however, it is cumbersome to determine what 

interactions should be included in the model. Loglinear models, described 

below, are convenient for searching for interaction effects. 

The second type of problem is related to the use of limited dependent 

variables. Since people cannot have fewer than zero arrests, the assump­

tion in LISREL that variables are distributed multivariate normally and the 

assumption in ANCOVA of homoscedastic error disturbances are likely to be 

violated. Violation of these assumptions results in biased estimates of 

statistical significance. The 1 imitation of IInever below zero ll (called a 

IIfloor ~ffectll) aiso suggests that the assumption of a linear model is 

implausible, since linear relationships appropriate around mean values of 

the independent variables may predict negative outcomes (i.e., below zero) 

when extrapolated to extreme values of the independent variables (Hanushek 

and Jackson, 1979). Simple transformation of variables, such as the 

logarithm, may reduce these biases; but often nonlinear models explicitly 

designed for limited dependent variables will provide more satisfactory 

--------------------------~------------~------~~>~--~,----~~\~,~~~.~.~!~----------------------~--~--~--~--------- ----.---. 
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solutions. Two nonlinear models were used in this research: tobit models 

for continuous outcome variables and logit models for dichotomous outcomes. 

Their description will follow that of the loglinear models. 

Loglinear Models 

Loglinear models are described by Fienberg (1980), Knoke and Burke 

(1980), and in many other recent texts. The use of these models requires 

that all variables be categorical, necessitating the collapsing of continuous 

variables into a few categories. The objective ;s to account for observed 

cell frequencies in a cross-tabulation with the simplest possible set of 

assumptions about marginal distributions. This strategy is familiar ;n 

two-variable cross-tabulations, where one tests \'/hether the cell frequencies 

can be accounted for by the simple marginal distributions of the two vari­

ables, using chi square as a~~easure of association. If the marginal 

distributions can account for the cell frequencies, the two variables are 

said to be independent; if not, the bm variables are associated. 

Three-variable cross-classifications are conceptually more complicated, 

and examples will be given using hypothetical data. Suppose we have three 

variables, A, B, and C, and that each has only two categories (which is 

convenient but not necessary). In Table II-l below, the three variables 

are independent, because cell frequencies are accounted for simply by the 

three univariate distributions, ie., 40% of the sample is "No" on ~, 50~~ 

is IILow" on B, and 33% is IIWeak ll on C. 

In Table 11-2 below, with the same univariate distributions as in 

Table II-I, variables A and C are associated with each other, but both are 

independent of variable B. The-~ssoc;ation between variables A and C can be 

seen as follows: people who are "Noll on A are equally likely to be IIWeak ll 

or "Strong" on C (70 people in each category), whereas people who are "Yes ll 

... ~ 
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on A are much more likely to be "Strong ll on C (140 people) than to be "Weakll 

(40 people). Finally, in Table 11-3, variables A and C are associated (as 

in Table 11-2); but variables Band C also are associated, while variables 

'A and B are independent. 

TABLE II-l 

Hypothetical Data for Variables A, B, and C: 
Mod e 1 ( A ) ( B ) ( C ) 

Variable B: 

Variable A 

No 

Yes 

Total 

Low 

20 

30 

50 

Hypothetical 

Variable B: Low 

Variable A: 

No 30 

Yes 20 

Total' 50 

Variable C 

Weak 

High 

20 

30 

50 

Total 

40 

60 

100 

TABLE II-2 

Low 

40 

60 

100 

Strong 

High 

40 

60 

100 

Data for Variables A, B, and C: 
Model (AC) (B) 

Variable C 

\~eak Strong 

High Total Low High 

30 60 30 . 30 

20 40 70 70 

50 100 100 100 

Total 

80 

120 

200 

Total 

60 

140 

200 

-~ .. 
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In the notation used to designate loglinear models, the model depicted 

in Table II-I, where the three variables are independent, is (A) (B) (C). 

The model depicted in Table 11-2, where A and C are associated and both 

are independent of B, is written as (AC) (B). The model depicted in Table 

11-3 is written as (AC) (BC). If A and B were associated also, the model 

would be written as (AB) (~C) (BC). Finally, if there was an interaction 

effect, such that the strength or the direction of the (AB) association was 

different among people IIWeak li on C than among people "Strong" on C, then the 

mode 1 waul d be \</ri tten as (ABC). 

The model (AC) (B) "fits" the data in Table II-2 exactly. With real 

data exact fits are rare, and statistical tests must be used to determine 

which of the many possible models provides the best fit. Each model pre­

dicts a complete set of cell frequencies; the chi square distribution is 

used to compare the predicted and observed cell frequencies and to test 

whether that 'model adquately fits the data. As with LISREL, two models can 

be compared to determine which one fits the data better, if one mod~l includes 

o 
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all of the associations implied by the other, plus additional associations. 

In this case the difference in the two models' x2 values can be used to 

test whether the additional associations of the one model significantly 

improve the fit to the data. For example, if real data were available for 

variables A, B, and C, models (AC) (B) and (AC) (BC) could be compared but 

models (AC) (BC) and (AC) (AB) could not be compared in this fashion. 

When more than three variables are cross-classified, the number and 

possible complexity of models increase sharply. For example if five vari­

ables, numbered 1 to 5, are cross-classified, some of the models that might 

be tested to determine the most parsimonious description of the data are 

listed below: 

1. (12) (13) (14) (15) (23) (24) (25) (34) (35) (45) 

2. (124) (235) (13) (15) (34) (45) 

3. (124) (135) (245) (13) (23) (34) (35) 

4. (2345) (123) (14) (15) 

The first model specifies all possible pairwise associations among the five 

variables, but no higher-order interactions. This is analogous to the linear 

additive specification common in regression analysis. The second model 

specifies two second-order interactions: the (12) association is different 

in different categories of variable 4, and also the (23) association is 

different in different categories of variable 5. All pairwise associations 

are included in the second model, so it can be compared to the first model. 

The third model includes three second-order 'interactions, as well as all 

pairwise associations; it too can be compared to the first model, but it 

cannot be compared to the second model. Finally, the fourth model includes 

a third-order interaction, which specifies that the (234) interaction is 
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different in different categories of variable 5; in addition, this model 

also includes a separate second-or,ger interaction (123) and all pairwise 

associations. 

Log1inear notation and computer software make it relatively easy and 

inexpensive to specify, estimate, and test loglinear models, so this is a 
usefu~ procedure for investigating complex interactions. When a priori 

assumptions and restrictions on the data can validly be made, then log­

linear models are exceptionally convenient. For example, if one of the 

variables clearly is dependent and the other variables are independent, as 

in the usual single-equation regression model, then associations among the 

independent variables are not of interest and they can be ignored (at the 

highest level of complexity). In our five-variable example, if variable 1 

is dependent then the term (2345) can be specified in all models; that is, 

there is no need to IItestll or simplify the interactions among the independent 

variables. This allows attention (and time and energy) to be focused on the 

dependent variable. In this case, the four mode1$ listed above would be 

specified as follows: 

1. (2345) .(12) (13) (14) (15) 

2. (2345) (124) (13) (15) 

3. (2345) (124) (135) (13) 

4. (2345) (123) (14) (15) 

Now the meaning of each model is clearer, as are differences between models. 

Further simplifications may be possible. For example, if variable 2 

is a pretest measure of the outcome variable and one is interested in searching 

for different rates of II gain" or maturation, then interactions involving both 

variables 1 and 2 would be of interest. Models 1, 2, and 4 above would be 

useful, but model 3 would be irrelevant because of the lack of interest in 

a possible (135) interaction. 
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Several strategies are available for searching among the large number 

of possible models for the "best" one. One strategy is forward stepwise 

inclusion of interaction terms. One starts with a model of no higher-order 

interactions (e.g., model 1 above), then compares models with a single 

second-order interaction (e.g., models 2 and 4 above); to the best of these, 

one adds a second second-order interaction (e.g., model 3 above), and so 

on until the addition of terms no longer significantly improves the model. 

An alternative strategy is backwards stepwise deletion of interaction 

terms. One would start with a model with many higher-order interactions, 

such as one of the following: 

5. (2345) (123) (124) (125) (134) (135) (145) 

6. (2345) (1234) (1235) (1245) (1345) 

If one only wanted to consider second-order interactions, model 5 would be 

the starting point; otherwise, model 6. Terms would be deleted in successive 

models, until deletion of a term made the fit to the data significantly worse. 

The forward and backward strategies do not necessarily yield the same IIbestll 

mode 1, and it is recommended that both be tried, if pass i b 1 e. 

The disadvantages of loglinear models stem from the need to work with 

cross-classifications of categorized variables. First, interval-level vari­

ables must be categorized. This always entails a loss of information. In 

addition, there is a possibility (usually quite unlikely) that the results 

of 10glinear analysis depend on how the variables are categorized. Second, 

cross-tabulations require relatively large data sets. This is not a unique 

feature of loglinear analysis, however, but always is a requirement of 

models with interaction effects; it simply is uniquely explicit in lJglinear 

analysis. In ANCOVA models with multiplicative interactions, for example, 

a large sample is needed to offset the problems resulting from often very high 
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correlations bebveen the variables and their interaction terms (multi-

collinearity). With cross-tabulations, the number of cells in a table ;s 

constrained by the sample size, so that with a given data set there is a 

tradeoff between the number of variables that can be used and the number 

of categories in each variable. In samples of fewer than 1,000 observa­

tions, it is impractical to analyze more than five or six variables at a 

time, or to have more than three categories per variable. 

When 10glinear models are being used as an intermediate stage of data 

analysis, in order to locate interaction effects to be specified in ~ subse­

quent stage (e.g., ANCaVA), these constraints are seldom serious. If there 

are more than six variables to be analyzed, it will be necessary to "partition" 

the task and investigate several six-variable cross-tabulations; for example, 

the same four variables may appear in every cross-tabulation, while the 

other two variables in each table are various combinations from the remaining 

variables. It is unlikely that an important interaction effect will go 

undetected by not controlling for all other variables at once. Spurious 

interactions are more likely, but these will be discovered in the subsequent 

stage of analysis. In like manner, if variables have too many categories 

(for the size of sample), it will be necessary to investigate several cross­

tabulations, each representing an alternative way of collapsing categories. 

Nonlinear Models 

Nonlinear regression moqels are quite complicated mathemat1cally and 

computationally, and they are only now becoming widely used (due mainly to 

advances in computer technology). Two models are appropriate for criminal 

justice research and will be described nonmathematically. The first is the 

logit model (Hanushek and Jackson, 1977), which is used ~hen the dependent 

variable is categorical. Mathematically, logit and loglinear models are 

• 
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identical, except that with logit the independent variables may be interval­

level measures. In practical terms, logit does not begin with cross-tabulation, 

and a large number of independent variables may be used in a single equation. 

Interaction effects may be specified, but, as with ANCOVA, it is not convenient 

to "look for" them with this method. Usue;lly logit models are used when there 

are only two categories of the dependent variable, e.g., ex-offenders either 

commit a subsequent offense or not. In this case, the model predicts the 

(logarithm of the) odds of committing a subsequent offense, where "odds" is 

the ratio of the probability of committing a subsequent offense to the prob­

abi 1 ity of not commi tti ng one. Coeffi ci ents for the i ndepende'ht vari ab 1 es 

indicate how the odds vary for different values of the independent variables. 

The nonlinear functional form, due to using odds rather than probabilities, 

guarantee~ that the underlying probability never is less than zero nor 

greater than one, even at extreme values of the independent variables. 

Because of the nonlinearity, logit coefficients do not have the same 

ease of interpretation as ordinary least ~quares regression coefficients. 
J 

At a quick glance, however, they present the same type of information. The 

sign of the logit coefficient indicates the direction of the effect (positive, 

or inverse), and the standard error can be used to test whether the effect 

is significantly different from zero. Magnitudes of logit coefficients are 

diffic~lt to interpret. A procedure that may be useful is to convert the 

logit coefficient to a slope at the mean value of the independent variable; 

this slope is obtained by multiplying the logit coefficient by the quantity 

P (l-P), where P is the percentage of the sample in one category of the . 
dependent variable and (1-P) is the percentage in the other category. Slopes 

calculated in this fashion are comparable to regression coefficients, e.g., 

they indicate (around the mean) the change in the probability of recidivism 

for a unit change in the independent variable. 

r. 
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The second nonlinear model, the tobit model (Green, 1981, 1982), is 

appropriate when the dependent variable has a lower limit of zero but no 

upper limit, e.g., number of arrests. The assumption behind this model is 

that the underlying concept has no lower limit, but that the operational 

measure of the concept is limited. For example, anti-social behavior hfts 

no conceptual limits; a person, in theory, can be infinitely pro-social or 

anti-social. Arrests, how~ver, is a limited measure of anti-social behavior, 

focusing on the anti-social side and grouping individuals with varying degrees 

of pro-social behavior at the. value of zero. The tobit model takes account 

of the possibility that the large cluster Of people with zero arrests may 

demonstrate a wide range of values on the independent variables, consistent 

with a wide range of degrees of pro-social (but unmeasured) ~ehavior. 

Because of the nonlinearity, tobit coefficients are difficult to 

interpret, and there is no convenient transformation as with logit. Quali­

tatively, the usual information is available and is readily interpretable 

(i.e., the sign of the coefficjent, and the estimated standard error). 

Operationally, the independent variables may be interval-level or dichotomous, 

and interaction effects may be specified multiplicatively, as with ANCOVA. 

Procedures 

The procedures used were essentially the same for all analyses, with 

the final estimation of parameters performed with tobit models for offense . 
measures involving counts or rates of offense? and with logit models for 

dichotomized variables. 

Loglinear analysis was performed by first collapsing into categories 

all of the variables that were not already categorical. The categorization 

divided the sample into roughly equal categories, the number of categories 

being depend~nt on the size of the sample and the nature of the variable. 
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The analysis itself was performed using either the FUNCAT procedure included 

in the SAS statistical software package or ECTA. The two procedures pro­

vide the same general information, but differ in terms of ease of use and 

computational cost. The SAS loglinear procedure allows the researcher to 

use raw data as input, to specify which of the variables is the dependent 

variable and to specify the effects to be considered in the form of a "model" 

statement that is conceptually similar to a regression equation (e.g., 

SUBS=AGE, SEX, PRIORS, AGE*SEX, AGE*PRIORS, SEX*PRIORS). All interactions 

among the independent variables are automatically taken into account in 

estimating the fit of the model to the data; effect estimates and the 

statistical significance of these effects are also provided. The disad-
,.. 

vantage of this procedure is that when raw data are used, considerable 

computational time, and cost, may be involved in creating the necessary 

cross-tabulations. For our large data set, then, we used ECTA, which is 

not as convenient to use (the input data must be in the form of cell 

frequencies for the n-way cross-tabulation) nor as readily available as 

SAS, but which is much less expensive. Models for ECTA are specified in 

the form described earlier, with the variables identified by number and 

the effects specified by grouping variables ~ogether on a model card. For 

both proce~ures, the variables were partitioned where necessary to avoid 

having too many empty cells. Models were specified in~tially to include 
>"" 

only the main effects of the independent variables on the outcome variable. 

Interactions were included in a foreward stepwise fashion until an aGcept­

able fit was obtained. 

Although the 10glinear programs provide estimates of the effects of 

the variables, the loss of information resulting from collapsing' the vari­

ables was potentially great. Therefore, treatment effects for the models 

r, 
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found by loglinear to fit the data were estimated using tobit or logit models. 

Tobit estimates were obtained· with the use of a computer program authored 

by Greene (1981, 1982). Logit estimates were obtained using the logistic 

regression procedure i ncl uded in the. BMDP software package. Logi t procedures 
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CHAPTER III 

Youth Service Bureau Evaluation Sample 
Analyses and Results 

are also available in SASe The primary data set used for comparing the results obtained with the 
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various methods was established during a study of California's Youth Service 

Bureau (YSB) Program (Haapanen and Rudisill, 1979). In this chapter, we 

will describe this data set, the models and procedures used in the present 

study and the results obtained from the three analytical approaches: ANCOVA, 

LISREL, and the Combined Methods. To set the stage for the discussion, 

the YSB Evaluation Project will be briefly described, along with the present 

sample and variables. ANCOVA results using this sample and data will be 

presented first in order to facilitate ongoing comparison of the results 

obtained with the alternative methods, which will be presented in turn. 

Finally, a summary of the results obtained with the different methods will 

be presented and discussed. Results for continuous and dichotomous outcomes 

will be presented separately. 

Sample and Data 

The Youth Ssrvice Bureau Evaluation Project was a three-year study 

designed to assess the effectiveness of several youth service bureaus (YSBs) 

with respect to the goals of a) preventing or reducing delinquent behavior 

among clients, b) diverting young people from the "juvenile justice system 

(JJS), and c) developing opportunities for youth to function as responsible 

members of their communities. Only those ,,data collected in relation to the 

first goal were of interest for the present research. The YSB evaluation 

occurred between October 1976 and September 1979! and focused on clients 

-73-
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seen by these YSBs during the 1977/78 fiscal year. Nine YSBs took part 

in this study. They were selected from among those considered by Youth 

Authority consultants to be the most effective, showed some interest in 

the research, and had available some data on clients and services provided. 

Results, therefore, are not generalizable to all YSBs in California. 

The main thrust of the evaluation was a pre/post study of changes in 

. delinquency involvement among YSB clients \'Jho received direct services as 

compared with changes showed by youths who did not receive these services. 

The study involved 5,954 youths (2,762 clients·, 462 juvenile justice com­

parisons and 2,730 school comparisons). The clients comprised either the 

entire population or a representative subsample of clients seen by these 

YSBs for the fiscal year during which data were collected. Juvenile 

justice comparisons were chosen on the basis of rough similarity to YSB 

clients from police and probation departments not served by YSBs or from 

among youths not referred to YSBs due to unavailability of space or 

unwillingness to accept treatment. School comparisons were obtained from 

schools in three of the YSB service areas. 

Official delinquency was measured by a) police contacts for delinquent 

behavior in which the youth was directly involved (based upon police 

reports), regardless of whether an arrest was made, and b) reports to 

police of runaway incidents. For a sizable proportion of the clients and 

compat'isons, behavioral and attitudinal information was also obtained by 

means of a questionnaire. It included a self-report delinquency scale as 

well as numerous items designed to measure family relations, attitudes toward 

school, self-concept, and minor misbehavior. Pretests were obtained from 

815 clients, 400 juvenile justice comparisons and 2,516 school comparisons. 

Finally, data on demographic characteristics were gathered on all cases. 

,. . 
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Pre/post comparisons of police contacts showed that both clients and 

comparisons had slightly higher amounts of delinquent behavior during the 

six and twelve months following YSB intake or pretest than during a . 

comparable time-period beforehand. This increase was evident whether we 

considered the number of incidents occurring during this period or the 

proportions of each group having police contacts. Further, the same 

increases were found when subgroups of clients and comparisons were analyzed 

separately. In general, there was no evidence of a decrease in the delin­

quent behavior of clients subsequent to YSB involvement. Further, rough 

compari sons of the rates of arr(~sts for c1 i ents wi th those of the compari sons 

suggested that the slight increase in delinquent behavior shown by the 

clients was approximately the same as that observed for comparisons. 

In an attempt to control as much as possible for differences between . 
the groups, analysis of covariance was performed using a multiple regression 

procedure, with official delinquency (average number of police contacts per 

month subsequent to YSB intake or pretest) used as the dependent variable 

and background variables and prior police contacts used as independent 

variables. Background variables included age, ethnicity and sex. The model 

was specified initially as an additive and linear one, with interaction 

terms between treatment and prior delinquency inch:-ded, if significant, in 

a subsequent step. 

The ANCOVA results showed that after adjusting for the covariates, the 

clients and juvenile justice comparisons had viy·tually equal rates of subse­

quent police contacts. The adjusted rates for school comparisons, however, 

were significantly lower than that of clients, suggesting to us that ANCOVA 

could not completely adjust for preexisting differences. If the estimates 

of the treatment effects were unbias~d, of course, such a finding would 



------ ------ -- - -~---- -----------

-76-

indicate a negative treatment effect attributable to YSBs, at least in rela­

tion to school comparisons. However, the ANCOVA adjustments were fairly 

small. Much of the difficulty was undoubtedly due to the extreme skewness 

of the outcome variable: the percentages of the clients, JJS comparisons 

and school compar; sons wi th subSiequent pol i ce contacts \'Jithi n six months 

were 18%, 22%, and 5% respectively. Because of the problems inherent in 

the method, we did not feel methodologically justified in placing primary 

emphasis on the results of these ANCOVA analyses. Due to time and resource 

constraints, attempts to more adequately control for differences among the 

groups or to apply weighting or other data-transformational procedures were 

not possible. The extent of the bias in the obtatned ANCOVA results there-

fore remained unclear. 

Present sample and data. The present research focused only on the 

clients and comparisons for whom pretest questionnaires were sought and 

obtained. A compar;sonof demographic and prior offense characteristics of 

these youths indicated that they did not constitute representative sub­

samples of the larger samples. Results obtained with these groups, then, 

cannot be generalized to the larger groups. However, the interest here is 

methodological, rather than substantive, and the results will not be used 

for obtaining generalizable findings regarding treatment effects of YSBs. 

To facilitate the investigation of methodological issues, we decided to 

restrict the sample in a number of ways. First, since we were interested 

in the usefulness of pretest questionn~ire measures as indicators of group 

differences, we restricted 'the sample to those who completed pretest 

questionnaires. Second, we decided to use only official delinquency as 

our outcome measure (subsequent police contacts). As a consequence of 

this decision, it became apparent that the school comparison group was not, 
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as such, a very good group to use in the analysis .. Within that group, both 

prior police contacts and subsequent police contacts were extremely skewed, 

with fewer than 10% of the sample having any contacts at all. Accordingly, 

we decided to combine the two comparison samples and restrict the analysis 

(for both clients and comparisons) to those who had a prior police contact 

within twelve months of the study. In effect, this restricted the analysis 

to a) juvenile justice comparisons; b) school comparisons with a police 

contact within twelve months prior; c) clients referred by juvenile justice 

agencies; and d) clients referred from other agencies who had a police 

contact within the prior twelve months. These two restrictions alone 

reduced the size of the sample to less than 450. Third, of this restricted 

sample, minority group members made up only a small part, and since they 

generally came from programs that used somewhat Jifferent selection criteria, 

they tended to have more serious prior and subsequent records. Due to their 

small numbers, we decided to omit them from the sample. Finally, in order 

to reduce the skewness of this variable slightly, we omitted from the analysis 

that handful of youths who had more than ten prior police contacts. 

Since the analyses are made more interpretable by including only indi­

viduals with no missing data of any kind, a few more of the sample were 

omitted. However, scales used in the analysis were constructed in such a 

way as to minimize the attrition due to missing data. These scales were made 

up of items with responses arranged along a continuum of positive or negative 

attitudes, frequencies of behaviors, etc. (Likert scale items) and in most 

cases it was reasonable to assume that the midp?int of the possible range 

could act as a SUbstitute for missing responses (an individual who failed 

to answer an .attitude question for which possible responses ranged from 

one--very negative attitude--to five--very positive attitude--was given a 

,. 
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score of three). Cases for whom a majority of the items of a particular 

scale were answered was given a score for that scale, using the midpoints 

for unanswered items. Such a procedure undoubtedly introduced an additional 

amount of random measurement error into these measures, but we felt that the 

increase in sample size compensated for the additional error. 

As a consequence of placing the restrictions on the sample and using 

listwise deletion of missing data (no missing data allowed), the sample was 

reduced to 197 clients and 202 comparisons. These youths were White, had 

at least one prior police contact within the twelve months of the study, 

and had no missing data (except possibly on a few scale items). Although 

the size of this sample is very small when compared to the original sample 

used in the evaluation, it is probably similar to (or larger than) what 

might be expected fY'om most evaluations of delinquency programs. Few 

evaluations have the resources to collect data on very large samples and 

few take as their focus a statewide program such as California's youth 

Service Bureau Program. Thus, the restricted sample was felt to provide a 

realistic example for comparing the results of these analytic strategies. 

Another difference between the present research and that carried out 

ori gi na lly was in terms of the content of the questi onna.i re scales used as 

covari,tes. The original scales focused on particular substantive areas 

(family relations, school attitudes, peer relations, etc.) that had theo­

retical relevance for understanding YSB treatment and outcome. For the 

present purposes, however, we felt them to be too specific in their content. 

We felt that better measures of these characteristics would focus more 

squarely on the attitudes and behaviors of the youths themselves. Conse­

quently, we constructed new scales from the questionnaire items. These 

new scales were designed to tap more IIgeneraP dimensions of the social 
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orientation of the youths. Drawing on the early work of Hirschi (1969) and 

the subsequent work of Wiatrowski, Griswold and Roberts (1981), we constructed 

scales which focused on feelings of Attachment to others, Commitment to 

social values (such as school), Belief in the legitimacy of the legal and 

moral order, and Positive Peer Association, which focused on the extent to 

which the respondent felt his friends were not. inclined to engage in delin­

quent behavior. In addition to these scales we included the Self-report 

Delinquency scale and the Jesness Behavior Checklist (BCl) subscale measuring 

self-reported obtrusive behavior. This last scale was included to tap the 

minor end of the spectrum ~f misbehavior. The scales, and their constituent 

items, are described in Appendix A. 

As discussed in Chapter II, the data were divided into three general 

categories: demographic variables, predispositional variables, and outcome. 

The demographic variables for this sample were AGE and SEX (in the form of 

a durrmy variable referring to Male). The predispositional variables included 

the number of prior police contacts (PRIORS) and the aforementioned six 

scales made up of questionnaire items. For some analyses, these scales were 

grouped together into two more general factors, with factor scores calculated 

using standard scores for each of the scales: 

(1) Behavioral Orientation (FBEHAV)--Self-report Delinquency 

(SRO) ~ Self-report Obtrusiveness (BCL)1 minus Commit­

ment to Social Values (COMMIT); and 

(2) Social Orientation (FSOCIAl)--Attachment to Other People 

(ATTACH) ~ Belief in the legitimacy of the law (BELIEF), 

~ Positive Peer Association (PEERS). 

1This scale is a subscale of the Jesness Behavior Checklist (Jesness, 
1971a) . 

r, 
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Th~ outcome variables for this sample were the subsequent rate of police 

contacts per month of followup (SUBRATE)2 and whether or not the individual 

had any police contacts over the followup period (IFSUBS), coded \1111 for 

any subsequent contacts and zero otherwise. For most analyses, we used. the 

natural logarithms of the continuous offense variables (LOGPRIOR and 

LOGSUBS). Treatment is indicated by a dummy variable referring to YSB 

clients (CLIENT). 

The means, standard deviations and intercorrelations among these 

variables are shown in Table III-I. In Table III-2 are shown the means on 

the variables for clients and ccintrols and the simple differences in.means. 

Note that for this artificial subsampl~ of the larger YSB Evaluation sample, 

the clients had a somewhat higher rate of subsequent police contacts and a 

somewhat lower number of prior offenses. Only one of these individual mean 

differences, however, was statistically significant: thc\t for the Behavioral 

Orientation factor, where clients scored, on average, higher (i.e, more 

negatively). This lack of substantial difference between clients and controls 

is evidenced also by the relatively low correlations between CLIENT and all 

of th~ other variables (Table III-I). This degree of similarity was ynexpected, 

given the nature of the research design, and under these conditions even the 

. best of methods could not be expected to provide a substantial ad5ustment 

for group differences. Our interest, then, is primarily in the relative 

amount of adjustment made by the various methods, all of which can be expected 

to be small. 

2This variable was extremely skewed due to its be:ing a rate. ~urther, 
when it was originally constructed, some cases with relatively large numbers 
of police contacts or short followup periods were mistakenly retained in the 
sample. These errors created problems with the use of this variable as an 
appropriate outcome variable, but were not discovered until the present 
analyses were almost complete. The present results, then, are partially 
organized around how the various methods worked with flawed data. The 
distribution of this variable is shown in Appendix B. 
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TABLE II I-I 
, YSB Total Sample il 
r Means, Standard Deviations and Correlations of Variables 
" " H 
" \l CLIENT FUEIIAV FSOCIAl SRD DCl COMMIT ATTACH PEERS ME AU 'Sm DEV 
H 

~ CLIENT 1.000 0.494 0.501 
FBEHAV 0.099 1.000 0.019 2.325 
FSOCIAl -0.002 -0.537 1.000 0.009 2.085 
SRO 0.088 0.827 -0.539 l~OOO 22.348 7.977 
BCL 0.091 0.789 -0.326 0.537 1.000 19.669 7.049 
Cor·1t1H -0.052 -0.724 0.395 -0.394 -0.308 1.000 17.960 3.291 
ATTACH 0.048 -0.163 0.601 -0.140 -0.099 0.147 1.000 21. 644 2.314 
PEERS -0.020 -0.470 0.742 -0.507 -0.304 0.287 0.123 1.000 10.697 2.7BO 
BELIEF -0.032 -0.494 0.746 -0.4B2 -0.280 0.395 0.129 0.431 14.679 2.334 
AGE -0.02B -0.019 -0.087 0.040 -0.147 -0.061 -0.002 -0.038 14.649 1. 754 

I 
SEX -0.052 0.052 -0.069 0.096 0.021 -0.008 -0.099 0.005 0.689 0.463 (Xl 

PRIORS -0.068 0.149 -0.149 0.170 0.044 -0.139 -0.106 -0.128 1.915 1.568 ..... 
I 

lOGPRIOR -0.056 0.159 -0.158 0.179 0.042 -0.154 -0.103 -0.127 0.971 0.40a 
SUBS 0.089 0.247 -0.215 0.220 0.143 -0.219 -0.lB5 -0.153 0.071 0.156 
LOGSUBS 0.082 0.249 -0.225 0.231 0.137 -0.217 -0.189 -0.15B 0.060 0.118 
IFSUBS 0.009 0.168 -0.211 0.214 0.054 -0.127 -0.139 -0.162 0.346 0.476 

Ii" 

BELIEF AGE SEX PRIORS LOGPRIOR SUBS 1,0GSUBS IFSUBS 

BELIEF 1.000 
AGE -0.139 1.000 
SEX -0.046 -0.057 1.000 
PRIORS -0.078 0.036 0.105 1.000 
LOGPRIOR -0.102 0.047 0.102 0.970 1.000 
SUBS -0.110 -0.033 0.045 0.400 0.387 1.000 
LOGSUBS -0.123 -0.030 0.062 0.418 0.405 0.989 1.000 
IFSUBS -0.142 -0.038 0.101 0.376 0.377 0.623 0.701 1.000 

,. 

N of cases = 399 
~ 

<::;..."',\. 

~,' -; ... , 

" • 
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TABLE III-2 

Mean Differences for YSB Sample 

Mean 

Variable Clients Controls Difference 

FBEHAV .252 -.208 .460* 

FSOCIAL t) .005 .013 -.008 

SRD 23.061 21.654 1.407 

BCl 20.320 19.035 1.285 

COMMIT 17.787 18.129 . -.342 

ATTACH 21. 756 21.535 .221 

PEERS 10.640 10.752 -.112 

BELIEF 14.604 14.752 -.148 

AGE 14.599 14.698 -.099 

SEX (Male) .665 .713 -.048 

PRIORS 1.807 2.020 -.213 

lOGPRIOR .948 . 994 -.046 

SUBS .084 .057 .027 

lOGSUBS .070 .051 .019 

IFSUBS .350 .342 .008 

(i N = 197 N = 202 -
*p<.05 

.. -

----------~------------------------------------------------------------------------.-----------
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Results 

As mentioned in the introduction to this chapter we performed separate 

comparative analyses for the continuous and dichotomous outcome variables. 

With the continuous variables, we also performed separate analyses using 

differing amounts of pretest information to assess the eff~ct of omitted 

variables to some extent. ANCOVA and lISREl results will be presented for 

each of the two factors (or the·j r constituent scales) and for both in com­

bination. For the dichotomous variable, only the two-factor results will 

be presented. 

The results will be discussed exclusively in terms of comparing the 

methods. Although significance tests were used, these are discussed relative 

to the conclusions that might be drawn from the various analyses using these 

data. Due to the artificial nature of the sample and potential problems of 

using the present outcome variables to evaluate YSB programs,3 we do not 

intend to suggest that the statistical tests are valid for drawing conclusions 

about Youth Service Bureaus themselves • 

Continuous Outcome Variable: Rates of Subseguent Police Contacts (SUBRATE) 

With this type of outcome variable, we compared ANCOVA results to those 

obtained with lISREL and the Combined Methods (Loglinear and tobit, using 

precalculated factor scores). For ANCOVA and lISREL, we were also interested 

in the effect of using log-transformed data in place of the outcome data in 

its raw form, and consequently, these analyses were performed both ways. 

To serve as a baseline for comparison, ANCOVA analyses were performed 

using: 
\' 

)1 

\1 
i) 
/! 
l' 
I, 

(1) The individual scales, AGE, SEX, PRIORS and a dichotomous 

treatment variable (CLIENT), with SUBS as the outcome variable; 
~i'~ __ ~ ________________ __ 

3See footnote 2 in this chapter. 
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(2) the individual scales, AGE, SEX, LOGPRIORS, and CLIENT, 

with LOGSUBS as the outcome variable; and 

(3) the factor scores, AGE, SEX, LOGPRIORS, CLIENT, with 

LOGSUBS again as the outcome variable. 

With these three variations, we could compare the results using raw versus 

logged variables and the results using individual scales versus factor scores. 

We first estimated an additive model by entering CLIENT and the demographic 

and prior offense variables in one step and then adding in the scale scores 

(or factor) in a second step. In this way, we could observe the effect of 

adding these variables on the treatment effect estimate. The coefficient 

for the treatment/control dichotomy (CLIENT) was the estimated treatment 

effect. 

We next investigated the possibility of first-order interaction effects 

by adding the equation (stepwise) those interaction terms involving treat­

ment. These were entered if ~heir statistical significances reached the 

.05 level. If any interactions were evidenced by this procedure, we presented 

these resu1ts in terms of the new coefficient for CLIENT, which refers in 

this case to the expected difference between clients and controls when the 

interacting variable has a value of zero, and the coefficient for the 

interaction term, which refers to the difference in the effect of this 

variable for clients. The re,$ults for the ANCOVA analyses using the three 

different sets of' variables were tabled together to facilitate comparison 

of the results. 

The LISREL analyses and the Combined t~ethods analyses followed the 

general procedures outlined in Chapter II. The covariance matrices for the 

two groups can be found in Appendix C. For the 10glinear analyses all con'­

tinuous variables were dichotomized at the median, prior p6lice contacts were 

1 
1 

i 

i 
) ( 

() 

Ilf 

I ---------'-'---'-'----__ --=..;..~~~~_""'_____'___~ ..... ~~\ ,~""'_!.... I ____ ~ _ __'__'_____~------>._~ __ ~,_ 
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dichotomized as priors/no priors, and outcome was dichotomized as subsequents/ 

no subsequents. 

One-factor. analyses (Behavioral Orientation). The results of the three 

ANCOVA analyses using the three measures included in this factor and the 

factor itself are presented in Table 111-3. For the additive models, the 

most significant predictor in each equation was prior police contacts. 

Hierarchical tests showed that since clients had fewer prior contacts, the 

effect of adjusting for this variable was to increase the observed difference 

between the two groups. With the addition of the scales or the factor, this 

difference was reduced, but these additional adjustments could not make up 

for the effect of prior contacts. The treatment effect estimates shown ;n 

the table, therefore, indicate a difference in rates that is greater than 

the simple observed differ~Qce between the groups. When the logged vari­

ables were used, the estimated treatment effect was not statistically 

significant. The difference between the results, for the logged variables 

and the raw variables suggest that the obseY'ved difference between the 

groups might be accounted for by differences in the numbers of each group 

with relatively high rates of subsequent police contacts; larger values are 

affected mOre by using logarithms than are lower values. Note that the 

estimated treatment ~ffect for the analyses using the logged variables was 

exactly the same whether the scales themselves were used or the factor. 

The tests for interaction effects in the three equations also produced 
c:) 

consistent results, indicating an interaction between Commitment to Social 

Values and treatment for both 'the raw and logged variables. When the factor 

was used in place of the scales themselves, it too showed an interaction 

with treatment. The interaction term coefficients for the first two equa­

tions indicate that as Commitment to Social values increases, the scores on 
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TABLE III-3 

VSB ANCQVA Estimates For One Factor Model 
(Behavioral Orientation) 

Variable 

Scales in Behavioral 
Orientation Factor: 

Self-Report Delinquency ... ··· 
Self-Report Obtrusiveness ... . 
Commitment to Social Values .• 

Behavioral Orientation Factor .. 
Age .. ,. ......•.... ,. .•.•..••.•.•. 
Sex (male) ..... ················ 
No. of Prior Offenses .. ·•······ 
Prior Offenses Logged ... ······· 

Treatment ..................... . 

Constant ................. . 

Multiple R2 

------
Interaction Model: 

Intercept Difference ........ . 
Interaction Term Coefficient. 

SUBRATE/Sca 1 es, 

Coefficient t-ratio 

.0011 

.0006 
-.0058a 

-.0045 
-.0004 

.0313 

.0300 

.1054 

.3203 
-.0161 

1.54 
.41 

2.41* 

1.10 
.02 

8.13** 

2.12* 

.210 

* p < .05 
** P < .01 

aInteracts with treatment in nonadditive model 

" ... 

LOGSUBS/Scale~ 

Coefficient t-ratio 

_/ 

(".' 

.0016 

.0002 
_.0040a 

-.0036 
.0034 

.1085 

.0202 

.0284 

.2240 
- .0112 

f~ , 

1.86 
.25 

2.26* 

1.16 
.29 

8.09** 

1.89 

.212 

LOGSUBS/Factor 

Coeffi ci ent 

.0091a 
-.0028 

.0039 

.1108 

.0202 

-.0194 

.0206 

.0140 

t-ratio , 

3.88** 
.92 
.34 

8.33** 

1.88 

.208 

• 

---.~-".,---

I 
00 
0'1 
I 

I~i 

.. 
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the outcome measure decrease for clients more than for comparisons, with 

the estimated treatment effect being zero at a value of about 20 on the 

Commitment scale. This value is well within the range of the scale, 

suggesting that for some proportion of the c1 ient samp.le, outcome scores 

were pred'icted to be actually lower than for controls'. Thus, although 

the additive model would indicate a negative treatment effect (taking into 

account the average effect of Commitment), the interaction model would 

indicate that the treatment effect varied according to the clients' level 

of Commitment to Social Values. A similar interpretation would be made with 

respect to the equation using the Behavioral Orientation factor. Here,' 

however, the factor is scored in the opposite direction of the Commitment 

scale, so that clients are shown to do better at low values, and have higher 

(i.e., worse) outcome scores as their factor scores increase. Since the 

factor scores were established by adding or subtracting standardized scores 

on the individual scales, the scale for the factor was basically arbitrary, 

ranging from negative to positive and having an average of about zero. The 

intercept term for the factor in the interaction model is therefore also 

arbitrary, indicating the difference between clients and controls at a value 

slightly lower than the average for the sample. If this factor were rescaled 

to have a minimum value of zero. the intercept term at this point (the point 

of least negative s;lf-reported behavior) would have been -.045, indicating. 

less subsequent delinquency for clients at that lowest value. 

The LISREL results for this set of variables (for the additive model) 

are ~shown in Figure 7 and Tables III-4A and III-4B. Included in the figure 

are the estimates that were constrained to be equal for the client and control 

groups: the 'factor loadings and direct effects. To facilitate comparing 

these results to those obtained with ANCOVA, the estJrnates of the direct 

.. 

. \ 
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FIGURE 7 

LISREL Model YSB-1:' Behavioral Orientation Factor 

*t-ratio > 2.0 

TABLE III-4A 

Direct Effect Estimates and Test Statistics for LISREL Model YSB-1 

Variable: 

Behavioral Orientation •...••..•.•.•.. 
Age ... " .. " ...... " ....... " ...... " . " " .. " " 
Sex .... " .......... " ....••• " .. " .. " ... . 
Prior arrests (logged) .............. . 
Treatment (est. mean difference} .... . 

Interaction Model: 
\:' 

Intercept di fference ......•.......•.. 
Difference in effect of factor ...... . 

Test Statistics: 

Overall goodness of fit: 

Test treatment effect ~ 0: 

Coefficient 

.007 
-.005 

.004 

.100 

.016 

," 015 

t-value 

3.44 
1.83 
0.36 
7.77 
1.45 

.008 (clients higher) 

x2 ~ 33.66 (df=24) P = .09 

x2 = 35.68 (df=25) 
(j 

x2 test ~ 2.02 (df=l) ns (rejected) 0 

Test factor by treatment interaction: x2 ~ 28.06 (df=23) P ~ .21 

x2 test = .5.60 (df=l) P < .05 (accepted) 

• 

lil 
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TABLE 1II-4B 

Other LISREL Estimates for Model YSB-1 

Variance, covariance: ~ients 

S RD. ;. . • • . . . . . . . . . . . . ( 6 11 ) 37.883 

BCL .......•.....•... (622) 40.107 

COMMIT ......••...... (633) 5.45,2 

SRD,BCL ............. (612) 15.206 
i 

AGE,BCL ............. -1.829 

FBEHAV~········ ..... (~ll) 32.071 

LOGPRIOR············(~22) .144 
.' 

LOGSUBS •...••.••.... (1)133 ) .015 

FBEHAV,lOGPRIOR ..... (~12) .043 

Di ffererlce in mean~: 

AGE .•.. "41 .... 'I: " " • " " " • " -.075 

SEX" I;. " " ~: " " " " " " " • " " " " -.048 

FB EHAV " ~~" " " " • " " " " "<~ " 1.202 

LOGPRIOR •.....•..... -.041 

(t-ratioJ 

(4.54) 

(6.53) 

(3.66) 

(2.43) 

(2.62) 

(3.55) 

(9.90) 

(9.46) 

(2.18) 

( .43) 

(1. 03) 

(1. 88) 

(1.02) 

r> 

Comparisons 

45.306 

35.950 

7.991 

13.185 

-2.731 

9.545 

.183 

.006 

.479 

o 
o 
o 
o 

-----*-..-.. ... ,-,.-,..,.-

(t-ratio) 

(7.84) 

(8.51) 

(7.77) 

(3.36) 

(3.40) 

(2.53) 

(10.03) 

(9.33) 

(2.78) 
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effects of the variables on outcome and the estimated difference between 

clients and comparisons (the treatment effect) are shown in Table I1I-4A. 

Also shown in this table are the x2 tests of the model, of the statistical 

significance of the treatment effect estimate and of the interaction effect 

for the factor (whether the effect of this factor on outcome differs between 

the groups). The remaining LISREL estimates are presented in Table 111-4B. 

The variances of the demographic val"iables and the covariance between them 

t 
"
n this study, so these estimates hav~ been was of no particular interes 

omitted from the tables. 

The x2 value of 33.66, with 24 degrees of freedo~ (Table 11I-4A), was 

not significant at the .05 level, indicating a relatively good fit to the 

data; that is, the model shown in Figure 7, with the factor loadings and 

all direct effects constrained to be equal across groups (other parameters 

were allowed to be different), did a reasonably good job of "explaining" 

the observed relationships among the variables for both groups. Comparing 

the direct effect estimates to those obtained with ANCOVA using logged data 

and the single factor, we see that they are similar. The estimated difference 

in outcome for clients and comparisons was .016, with a t-value of 1.45. As 

with ANCOVA, clients had a somewhat higher mean value on the estimated factor 

and a lower mean value for LOGPRIOR. The effects of these differences 

adjusted the treatment effect estimate in opposite directions, leading to 

only a slight overall adjustment for group differences. Although this 

estimate is close to that obtained with A~COVA, it is slight1y lower; it 

is, in fact, lower than the raw difference between the groups on the outcome 

measure (.019). Both the t-value and the chi square tests showed this effect 

to be nonsignificant. By and large, then, it appears \~hat for these vari­

ables, controlling for measurement error in the pretests did slightly alter 
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the results. It is interesting that the residual variance on outcome for 

clients (Table 111-48) was estimated to be over twice that obtained for 

comparisons, suggesting major differences in the distributions of the raw 

outcome scores as well. This kind of differEnce may suggest problems with 

the data! as we will see when we discuss the findings for the Combined 

Methods approach. 

An examination of the modification indices for this model suggested 

two noteworthy modifications that could be made to improve its fit to the 

data: allowing the effect of the factor on outcome to differ between the . . 
groups (a factor by treatment interaction effect) or a residual correlation 

between Commitment and outcome that differs for the groups (analogous to 

the Commitment by treatment interaction found with ANCOVA). The latter 

modification would be difficult to justify, or interpret, theoretically 

and would not be included in the model; it is mentioned to point out that 

with two-group, structured-means analysis, LISREL can locate these kinds 

of differences between groups even when the variables are hypothesized to 

comprise a single factor. An interaction between the factor itself and 

outcome is justifiable, however, and a test for this interaction yielded 

a x2 value of 5.6 with one degree of freedom, which would be significant 

at the .05 level. The nature of this treatment effect would be interpreted 

the same as for ANCOVA: as factor scores increased, clients did worse on 

followup relative to comparisons. 

Since none of the effects of the demographic variables in the full 

model were statistically significant, the reduced form of the model excluded 

both AGE and SEX. The results for this model are shown in tables III-SA 

and III-58. 'The estimates of all the parameters are very similar to those 

obtained with the full model, and the tests of the statistical significance 

L _____ ~ ______________ __'__ ....... _u;..;·""" ... -.... , ..l.'=_"'--",,::s.,._-"'-............. ~'.J."t---" ... -,-,-. ....... -I.,~_~~~~~~~~_~._~~~~~~~ __________ . _______ . ____ _ 
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TABLE III-5A 

Direct Effect Estimates and Test Statistics for 
Reduced Form of LISREL Model YSB-1 

Variable: Coefficient t-value 

Behavioral Orientation ........•..... 
Prior arrests (logged) ......•....•.. 
Treatment (est. mean differen~e) .... 

.006 

.100 

.017 

3.31 
7.88 
1.51 

Test statistics: 

Overall goodness of fit: 

Test treatment effect = 0: 

x2 = 20.04 (df=12) p = .07 

x2 = 22.25 (df=13) 

x2 test = 2.21 (df=l) ns (acc~pted) 

TABLE III-SB 

Other LISREL Estimates for Reduced Form of Model YSB~l 

Factor loadings: 

SRD ................. (Al) 
BCL. ................ (A2) 
COMMIT .............. (A3) 

Variances, covariances: 

SRD ••••••••••••••••• (611) 
Bel ................. (622) 
COMMIT ..•.....•..... (633) 
SRD,BCL. ............. (613) 
FBEHAV .........•.... (<P11 ) 
LOGPRIOR···.········(<P22) 
FBEHAV,LOGPRIOR··.··(.12) 
LOGSUBS .•........... (Wll) 

Difference in means: 

FBEHAV ......•..•.... 
LOGPRIOR ....•..•.... 0 

Clients (t-ratio) 

1.000 } 
.719 (7.68) 

-.433 (4.25) 

37.287 (4.28) 
40.91§.(6.56) 
5.609 (3.61) 

15.77511 (2.45) 
32.641 (3.46) 

.145 (9.90) 
" .448 (2.24) 
.015 (9.52) 

1.155 (1.79) 
- . 046 (1.12) 

Comparisons (t-ratio) 

constrained equal across groups 

44.871 (7.61) 
35.611 (8.42) 
7.778 (7.50) 

12.622 (3.18) 
10.582 (2.59) 

.184 (10.02) 

.499 (2.82) 

.006 (9.40) 

o 
o 
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of the treatment effect estimate and of the interaction between the factor 

and treatment show the same results. The removal of "irrelevant variables 

from this model, then, did not change the estimates of the remaining 

parameters. 

Of some interest are the results obtained when the full LISREL model' 

was estimated using raw, rather than logged, offense variable~. These 

results (Qat tabled) showed that LISREL again adjusted the treatment effect 

estimate more for the pretests than did ANCOVA using the same variables. 

The additive model, with the same number of degrees of freedom as the full 

LISREL model using }ogged variables (24) had a chi square value of 35.69, 

only slightly higher than for the "10gl1 model. The treatment effect Y'as 

estimated to be .023, whi ch was .007 't'ower than the ANCOVA estimate with 

these variables and .005 lower than the simple ~ifference between the group 

means. This adjusted difference, in contrast to the ANCOVA results, was 

not statistically signifisant (t=1.61, x2=2.44 with 1 degree of freedom). 

Again, it appears that with these data, LISREL made a somewhat greater 

adjustment for the effects of the pretest scales than did ANCOVA. Whether 

logged variables or raw variables w~re used, the estimated treatment effect, 

though still negative, was smaller than the actual observed difference 

between the groups, even though the clients had fewer prior police contacts 

(and should therefore have had a higher adjusted level of subsequent police 

contacts). The interaction model showed the same pattern as the other L,ISREL 

models: an interaction between Behavioral Orientation and'treatment, with 

outcomes being worse for clients as factor scores increased. 

One-factor analyses (Social Orientation). The same pattern of results 

was obtained 'when the three scales making up the Social Orientation factor 

were employed in place of the earlier three scales. However, although all 
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three scales were negatively related to the outcome variables, clients 

scm'ed higher on the one with the largest correl ati on wi th outcome (ATTACH). 

The ANCOVA results, shown in Table 111-6, indicate that the result is an 

additional adjustment in favor of comparisons--with these scales in the 

equation, clients had a slightly larger estimated mean difference from 

controls than if only PRIORS were included. Again, the results from the 

various ANCOVA analyses were e~sentially equivalent with respect to th~ 

addi ti ve model, except that when the three sca 1 es are combi ned into a ~'i ng 1 e 

factor, the differences in means are almost completely cancelled out. As 

a consequence, when the factor is used in the equation, almost no adjust­

ment is made, and the estimated treatment effect of .024 is the same as if 

LOGPRIORS alone was used as the covariate. This combination of scales also 

appears to dilute the effects of Attachment somewhat, so that while this 

scale was found to interact with treatment in the equations using the scale 

scores, no interaction was found for the factor. 

The results obtained with LISREL were again consistent with those 

found for the earlier set of scales. With the full model (Figure 8 and 

tables 1II-7A and III-7B), L1SREL adjusted slightly more for the Social 

Orientation factor, bringing the treatment effect estimate below that 

obtained with ANCOVA. Nevertheless, the t-value and x2 tests both showed 

the difference in adjusted means on outcome to be statistically significant, 

suggesting a negative treatment effect. Thus, although the estimate itself 

differed slightly, the conclusions that would be drawn from the analysis 

would be the same. As with the ANCOVA analysis using the factor scores, no 

interaction effect was found for these variables. However, an examination 

of the modifi'cation indices for this model suggested that the effect of 

Attachment on LOGSUBS for c 1 i ents was not com'p 1 ete ly accounted for in the 
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TABLE HI-6 

YSB ANCOVA Estimates For One Factor Model 
(Social Orientation) 

SUBRATE/Sca1es LOGSUBS/Scales lOGSUBS/Factors 

Variable Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio 

Scales in Social Orientation 
Factor: 

Attachment to Others ........ . 
Peer Association ............ . 
Belief in Legitimacy of law .. 

Social Orientation Factor ..... . 
Ag e ...... . ' ..................................... .. 
Sex (male) .................... . 
No. of Prior Offenses ......... . 
Prior Offenses logged ......... . 

Trea tlnent ......................................... .. 

Constant ..•............... 

Mliltinlt:> (12 
-, ....... " 11 t' ,- ." .... -.' -. e' .... fI' .... III .............. .. 

Interaction Model: 
Intercept Difference ........ . 
Interaction Term Coefficient. 

* p < .05 
** P < .01 

-.0092a 
-.0040 
-.0023 

-.0046 
-.0020 

.0382 

.0364 

.3248 

.3537 
-.0147 

~n~ 
.500VV 

2.98** 
1.43 
-.68 

"-

1.13 
- .13 
8.35** 

2.58* 

aInteracts with treatment in nonadditive model 

-.007l a 
-.0032 
- .0018 

-.0036 
.0025 

.1116 

.0251 

.2058 

.2672 
-.0112 

'.>1 n 
_"-IV 

/.1 

3.04** 
1.52 
-.70 

1.16 
. 21 

8.56** 

2.36* 

-.0096 3.68** 
";'.0040 1.31 

.0032 . 27 

.1119 8.41** 

.0241 2.26* 

-.0040 

'>t\l:: 
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FIGURE 8 

LISREL Model YSB-2: Social Orientation Factor 
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TABLE III-7A 

Direct Effect-Estimates and Test Statistics forLISREL Model YSB-2 

Variable 

Social Orientation factor ...... . 
.Age .... " .. III .. It .......................... ' .. ............ .. 

Sex ...................... ;; ................................ " 
Logpr; ors ...... " ........................ " ' ......... .. 
Treatment (est. mean difference) 

Test Statistics: 

Overall goodness of fit: 

Test treatment effect = 0: 

Coefficient t-ratio 

-.012 
-.004 

.007 

.110 

.023 

x2 = 29.17 

x2 = 33.72 

x2 test = 4.55 

2 .• 141 

(df=26 ) 

(df=27J 

(df=l) 

P = .30 

P < .05 (rejected) 

! 
1 

'j 

1 
------~----------------------------~----~-~, \~~~'--~~\~'~'~.~'~'---~-----------------~--~~~~. ~ 
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TABLE III-7B 

Other LISREL Estimates for Model YS8-2 

Variance, covariance: 

BELIEF .............. (611) 

PEERS. . • . . . . . . . . . . , . (e 22 ) 

ATTACH .........•.... (633) 

PEERS,ATTACH ........ (623) 

FSOCIAL •.••......... (.ll) 

LOGPRIOR •........... (.22\) 

LOGSUBS ......•...... (t33) 

FSOCIAL,LOGPRIOR .... (t12) 

Difference in means: 

AGE ................................ .. 

SEX .. " ........ " .................. .. 

FSOCIAL .•........... 

LOGPRIOR •..•........ 

Clients (t-ratio) 

2.764 (9.54) 

5.198 (5.17) 

5.:872 (3.54) 

- . 848 ( 1. 63 ) 

2.418 (3.06) 

.144 (9.90) 

.017 (9.81) 

-.092 (1. 64) 

-.099 '('.56) 

-.048 (1. 03) 

-.124 (.61) 

-.040 (1. 00) 

Comparisons (t-rat;o) 

3.011 (9.43) 

4.324 (4.55) 

4.309 (3.80) 

.648 (1. 44) 

2.545 (3.08) 

.181 (10.02 ) 

.006 (9.69) 

-.125 '(1.95) 

0 

0 

0 

0 

I 
I 
I 

I ____ Tjo_. _ •• _1 
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model. Although this interaction effect cannot be included in the model, 

the researcher could be aware of it and interpret the results accordingly. 

l~hen we estimated a reduced model from these data, we were interested 

in the effect of removing from the model a variable (AGE) that had a signif­

icant effect on the factor but not on outcome. The results of the reduced 

model are shown in tab1es III-SA and III-SB. Note that the factor loadings , 

,. 

for FOSCIAl differ from those obtained with the full model and the difference 

between the group means on the factor is smaller, as ;s its estimated 

variance. 

Parallel results to those obtained earlier were also found with respect 

to the use of raw offense measurfts in this lISREl model. Although the 

adjustments were not great enough to make the treatment effect nonsignif­

icant, or even to bring it down to the level of the observed difference in 

means between the groups, a larger adjustment for the pretest scales was 

found: whereas a very small, but negative, adjustmen~ for the scales was 

made by ANCOVA (making the clients look even worse), the lISREl adjustment 

'was positive, overcoming, rather than adding to the adjustment fo.r PRIORS. 

Two-factor analyses. The ANCOVA results obtained when all pretest 

scales were included are shown in Table III=9. As might be @xp@ct@d, the 

estimated treatment effects in these analyses were between those obtained 

with each set of pretests taken individually; in each analysis, the effect 

was marginally significant. The test for interactions showed that either 

Commitment or Attachment would interact with treatment in the equation; 

the effect of the Commitment by treatment interaction, however, was larger, 

and once it entered the equation, the effect of the Attachment by treatment 

interaction ~as no longer significant. The interpretation of this interaction 

effect would be the same as for the single-factor analyses involving the 

Commitment scale. 

.... I \n "I' .... 
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TABLE III-8A 

Direct Effect Es"timates and Test Statistics for 
Reduced Form of LISREL Model YSB-2 

Variable: Coefficient t-ratio 

Social Orientation •••........•..... 
Prior arrests (logged) ......•...... 
Treatment (est. mean difference} ... 

-.014 
.110 
.024 

2.82 
9.40 
2.20 

Test statistics: 

Overall goodness of fit: 

Test treatment effect = 0: 

x2 = 14.83 (df=12) P = .25 

x2 = 19.62 (df=13) 

x2 test = 4.79 (df=l) P < .• 05 (rejected) 

TABLE III-SB 

Other LISREl Estimates for Reduced Form of Model YSB-2 

Factor loadings: 

BELIEF .•...........• (Al) 
PEERS .......•.•••... (A 2) 
ATTACH ...........•.. (As) 

Variance, covariance: 

BELIEF .............. (ell) 
PEERS ••••••••••••••• (eai) 
ATTACH ...•.....•.... (e 3 3 ) 
PEERS,ATTACH ........ (823) 
FSOCIAL·············(.ll) 
LOGPRIOR············(.22) 
FSOCIAL,LOGPRIOR.···(.12} 
LOGSUBS·············(~ll) 

Difference in means: 

FSOCIAL ....•..•..•.• 
LOGPRIORS •.......... 

Clients (t-ratio) 

1. 5S~ (2.34) ~ 
.509 (3.02) r 

3.573 (8.8S) 
3.754 (2.41) 
5.701 (5.15) 

-1.353 (-2.01) 
1.719 (2.62) 

.145 (9.90) 
- .OS9 (-1. 79 ) 

.016 (9.S2) 

-.052 (.323) 
-.046 (1.124) 

Comparisons (t-ratiol 

:onstrained equal across groups 

3.866 lfL 4h) 
3.021 (2~65) 
4.141 (5.60) 

.179 (.29) 
1. 700 (2.58) 

.184 (10.02) 
-.104 (-1.86) 

. 006 (9.74) 

o 
o 
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Variab1 e 

'Scales in the Behavior 
Orientation Factor: 

Self-Report Delinquency ..•... 
Self-Report Obtrusiveness .... 
Commitment to Social Values .• 

Scales in the Social 
Orientation Factor: 

Attachment to Others •.••.•.... 
Peer Association ...........•. 
Belief in Legitimacy of Law .• 

Behavioral Orientation Factor .. 
Social Orientation Factor •..... 
Age ...........•.•....•....••... 
Sex (male) ...................... . 
No. of Prior Offenses ....•..... 
Prior Offenses logged •.......• : 

Trea tlnen t .......................... .. 

Constant ................. ,. ..... .. 
. 2 ' 

Multiple R •••......•.......••. 
Interaction Model: 

Intercept Difference ••..•.•.. 

* 
Interacti on Term Coeffic'; ent. 

p < .05 
** P <: .01 

TABLE III-9 

YSB ANCOVA Estimates For Two Factor Model 

SUBRATE/Sca1es LOGSUBS/Scales LOGSUBS/Factors 

Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio 
----.,-

.0016 

.0005a -.0055 

-.0083 
-.0014 

.0021 

-.0042 
- .0031 
.0363 

.0321 

.2649 
" . 

.225 

.3601 
-.0182 

1.27 
.41 

2.25* 

2.69** 
.46 
.58 

1.02 
-.20 
7.93** 

2.28* 

.0014 

.0002a 
-.0037 

-.0064 
-.0012 
.0014 

-.0034 
.0013 

.1059' 

.0220 

.1589 

.228 

.2548 
-.0129 

1. 51 
.17 

2.02* 

2.75** 
-.52 
-.51 

1.09 
.11 

7.92** 

2.06* 

(~j 

.0063a 2.28* 
-.0059 -1.92 
-.0035 -1.13 
.0029 .25 

.1089 8.19** 
~~. " 

.0212 1.98* 

-.0076 

.215 

.0221 

.0161 

\ 
aInteracts with treatment in nonadditive model 

.. 
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The LISREL analysis with the two factor was not very successful, but 

it was instructive for understanding the limitations of the model and for 

understanding some of the difficulties of using LISREL with complex models 

such as these. A test of the measurement model showed that a two-factor 

structure for the six scales did fit the data; however, the calculated 

correlation for these factors was very high (.79 for clients and .98 for 

comparisons).4 The reason for having obtained this high correlation is 

unclear, considering that the correlations among the various scales were 

only moderate. These correlations differed somewhat between groups, how­

ever,'suggesting that the problem was in locating factors that were similarly 

constituted between the groups. Given these high correlations between the 

factors, continuing with the two-factor analysis would ordinarily be con­

sidered inappropriate. Nevettheless, we proceeded to estimate a full 'rhC5del 

using this hypothesized factor structure to determine whether these factors 

would be estimated differently in the context of that model and provide 

different adjustments to the treatment effect estimate. 

The x2 value for this model was 67.1 (df=57), indicating an acceptable 

fit to the data. The parameter estimates for the factor loadings, the 

effects of the demographic variables on the factors and the effects of the 

demographic and prior offense variables on SUBS were all very similar to 

those obtained with the one-factor models. The major difference between 

this model and those estimated previously was in the estimated effects of 

the factors on SUBS, with the effect of FSOCIAL being estimated to be in a 

4These correlations are not calculated by LISREL when covariance or 
moment matrices are used as input. They can, however, be calculated by 
hand using the LISREL estimates for the variances and covariances of the 
factors. It;s calculated as the covariance divided by the square-root 
of the product of the variances. 
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!/ 
direction opposite to that obtained with the one-factor model. The resultant 

treatment effect estimate was virtually zero, a profound difference from 

the results obtained with ANCOVA. The difference in the estimated effects 

of the factors, in itself, is not surprising, suggesting a high degree of 

collinearity between the factors (a high correlation between them). How­

ever, we again calculated the correlation between these factors, and found 

that, for the control group, the correlation was about 1.06. Unreasonable 

estimates of this kind do suggest fundamental problems with the model: 

,The hypothesized two-factor model was apparently inconsistent with the 

observed relationships among the variables. 

It should be noted that this correlation greater than one, which had 

to be calculated by hand from the LISREL estimates, was the only indication 

that the model was seriously flawed. klthough LISREL does provide warning 

messages indicating problems of this kind, when structured-means analysis 

is used, these messages routinely appear in every solution. Had the model 

been estimated without attempting to estimate treatment effects--simply to 

test the validity of the model as a description of the causal process within 

the two groups--these messages would have alerted us to the problem. The 

researcher, therefore, must be careful when using LISREL with complicated 

models to estimate treatment effects. It may not be easy to notice problems 

such as these, since the correlation in question was only slightly larger 

than /11/1 and may not be notjceable on the basis of a casual examination of 

the variances a~d covariances estimated by the program. Each parameter in 

these complex models should be checked for reasonabl~hess. 

The very high correlations between the factors appears to indicate 

that, as estimated by LISREL, they are essentially equivalent measures. 

Accordingly, we reestimated the model using a s;ng1e factor, General 

I 
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Orientation (FGENERAL), indicated by all six of the scales. The results 

of this analysis are shown in Figure 9 and tables III-lOA and III-lOB. 

These results show that the model does not fit the data very well (x2 = 

92.2, df=66, p = .02), but given non-normality of the distributions of the 

vari ab 1 es and th"e comp 1 ex ity of the model, we cons i dered it adequate for 

the purposes at hand. Note that the treatment effect estimate is virtually 

identical to that obtained with ANCOVA using all of the scales individually 

and logged offense data. The corresponding t-ratios for this estimate are 

also nearly. identical. Thus, it appears that using these various scales 

to estimate a single predispositional factor does not change the estimate 

of the treatment effect obtained when the scales are used individually. 

The reason for this lack of increased adjustment lies in the fact that the 

estimated factor, although significantly related to outcome, does not 

differentiate between clients and controls. The estimated mean difference 

on the factor, although higher for clients, was not significantly higher, 

and its adjustment of outcome scores is not large enough to compensate for 

the effect of priors. 

Once again, the modification ~:~dices suggested a possible interaction 

between the·factor and treatment, which wa~ confirmed by the chi square 

test. Even with this interaction included, however, the overall fit of the 

model is only slightly improved, with the differential relationships between 

Commitment, Attachment and outcome for the groups not completely accounted 

for. 

The results obtained with the Combined Methods approach did differ in 

important ways from those obtained with ANCOVA and LISREL. Using various 

combinations 'of variables, loglinear analysis found no interaction effects 

involving subsequents. In general, models with only main effects of the 
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FIGURE 9 

lISREL Model YSB-3: General Orientation Factor 

e:s ~ [PEERS 

.~ e:6~IBELIEFI 

*t-ratio > 2.0 

TABLE III-lOA 

Direct Effect Estimates and Test Statistics for LISREl Nodel YSB-3 

Variable: 

General Orientation •.••.••••...•.••• 
Age ...........•......••......•...... 
Sex ...........••........•........... 
Pri or Arrests (logged) ..........•... 
Treatment (est. mean difference) .•.. 

Interaction Model: 
Intercept difference .••...•.•.•..••. 
Difference in effect of factor ...•.. 

Test Statistics: 
Overall goodn~ss of fit: 
Test treatment effect = 0: 

Coerficientt-ratio 

.003 
-.004 

.006 

.109 
,022 

.018 

3.03 
1.72 

.60 
9.28 
2.02 

.004 (clients higher) 

x2 = 92.2 (df=66) P = .02 
x2 = 96.23 (df=67) 

x2 test = 4.05 (df=l) P <.05 (rejected) 
Test factor by treatment 

interaction: x2 = 87.37 (df=65) P = .03 
()\ test = 4.81 (df=l) P <.05 (accepted) 
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TABLE III-lOB 

Other LISREL Estimates for Model YSB-3 

--
Variance, covariance: Clients {t-ratio~ ComQarisons {t-ratio} 
SRD ..•..••.......•.. (611) 30.013 (6.00) 21.104 (5.11) 

BCl •.........•...•.. (62.2) 45.595 (9.14) 32.234 (8.75) 

COMMIT .............. ( 633 ) 8.306 (8.84) 8.344 (9.24) 

ATTACH ......... ~ ..... (644) 6.021 (9.75) 4.221 (9.84) 

PEERS .........•..... (655) 5.066 (8.01) 3.965 (7.79) 

BELIEF ......•....... (666) 3.092 (7.37) 3.284 (8 . .07 ) 

SRD,BCL ...........•. (612.) 16.059 (4.19) 3.469 (1.19 ) 

BCL,COMMIT .......... (623) -4.067 (-3.01) .658 (. 60) 

COMMIT,ATTACH ......• (634) -.570 (-1.10) 1.266 (2.97) 

COMMIT,BELIEF .. , .... (636) -.018 (-.04) 1.322 (2.98) 

AGE,BCL ............. -1. 797 (-2.58) -2.690 (-3.49) 
.' 
i FGENERAL .....•.....• (1/111 ) 36.793 (5.84) 36.346 (6.22) .. 

LOGPRIOR············(1/J22) .144 (2.17) .182 (10.02) i. , 
~l 

LQGSUBS·············(1/133) .016 (9.85) .006 (9.89) 11 
,. ~I 

~~l:"~I~nl\l I t'\l"r"~""R (1/1. \ .420 (2.17) . .601 (2.84) I n:it:.nt:;/V\L., L.Ul.:Il"'ru. u ••• 12) 

Difference in means: 
. ~ 

-.060 ( .35) 0 ~ AGE .. " ..... " ..... " • " ... 
~i 

SEX •• " , " •. " " * • " " " " • " -.048 (1. 03) 0 
fl 

(1. 46) 1 ~" 
I, FGENERAL ..•......... 1.023 0 

I ,I 

'I LOGPRIOR •.....•..... -.041 (1. 01) 0 " 
", 
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predictors on subsequents fit the data very well, and no interactions 

involving treatment came close to being significant. Further, the main 

effect of treatment was found to be nonsignificant as well: clients were 

no more likely than comparisons to have subsequent police contacts. 

The results of the loglinear analysis came as a surprise, considering 

tpat both ANCOVA and LISREL clear11 indicated an interaction between the 

Behavioral Orientation factor and treatment. The failure to find such an 

interaction with loglinear models suggested that either a) too much infor­

mation was lost to the analysis when the variables were dichotomized, or 

b) the apparent interaction effects were actually spurious, caused by 

outliers in the sample (indi'viduals with extreme scores on outcome). Recall 

that LISREL results pointed to major differences in the variances of out-

come scores between clients and comparisons, v/hich could also have bee.n the 

result of outliers, who fell disproportionately into the client sample. 

These cases could have been responsible for both the apparent interaction 

effects and for the apparent treatment effects obtained. 

. Upon investigation, it was determined that outliers were indeed a problem. 

When the fourteen cases with the highest outcome scores were removed from the 

analysis, the mean difference between the groups fell to .Q94 (from .027). 

ANCOVA found no significant interactions with this subsample; the apparent 

treatment effect found earlier also disappeared for this group. These results 

point clearly to the vulnerability of both ANCOVA and LISREL to extreme skewness 

in the dependent variable, even when it has been transformed to compensate 

somewhat for that skewness. 5 

5These ca,ses were not responsible for the failure of the two-factor 
measurement model, but they did cause some of the earlier problems with the 
one-factor models. For example, the model using all six scales was reestimated, 
fit the data much better (x2=77.4, df=66) and no interaction effects were 
indicated. 

______ . __________________________________ ~ ___ ~~~._~~~.~ __ ~\6·;L_~~~ ____ ~ ______ _ 
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. Under ordinary circumstances, the researcher confronted with this 

result would attempt to determine whether these cases had valid scores and 

would probably reevaluate his or her research design. It may be necessary 

to modify the sample (removing the outliers) or the outcome variable.? 

Since we were interested in methodological issues, rather than in actually 

d t .. e enmmng the effectiveness of YSBs, however, we continued the analysis 

with the present data. It allowed us the opportunity to examine the effect 

of the extreme skewness of the estimates obtained by the various methods. 

For comparison, we have included in the remaining table the 'direct effect 

estimates obtained with ANCOVA and LISREL using the reduced sample. 

Having fou~d no interactions involving subsequents, we proceeded to 

estimate, with tobit and ANCOVA, the two-factor model including only the 

main effects of the variables. Since results of a two-factor ANCOVA model 

using raw offense data (as was used with the tobit models), were not pre­

sented earlier, these are presented along with the tobit results in Table 

III-ll. Due to the nature of the tobit estimates, the coefficients in the 

table cannot be directly compared between tobit and ANCOVA; however, the 

direction and estimated statistical 'significance of the coefficients can be 

compared. 

The only differences between the two sets of results using the full 

sample, are the direction of the effect of Sex (which is essentially zero 

6 .. We foun~, for example, that extreme scores resulted both from some cases 
haVl~a re~at1VelY large ~umbers of subsequent police contacts (which may be 
~~~~~e~~ea ~n~epr~~entatlve of the pop~lations of minor delinquents being 
l' (n!n 0 er cases from relatlvely short followup periods for certain 

c l~~ts spurl0usly infl~ting thei~ rates of contacts per month). These 
pro em cases were not dlscovered 1n the original study Their 
~~~e~~~~~~;l ~~etdang~r o~ ~sing rates as outcome variabies; probf~~~e~~~h 
nor as easily ~i~c~~~r~~ dU~;~~ :~~~~~n.when they are combined into a rate 
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TABLE III-ll 
ji 

YSB Tobit and ANCOVA Estimates For Two Factor }.ide1 : 
Rate of Subsequent Pol ice Contacts j;;:/ 

f 
/::) 

Full Sample Reduced Sample 

Tobit (t-ratio) ANCOVA (t-rat;o) ANCOVA {t-ratio} 

.015 (1.70) .009 (2.43) .001 ( .481 ) 

-.026 (2.54) -.007 (1. 72) -.005 (2.274) 

-.014 ( 1.42) -.004 (1.08) -.002 ( .94) 

.020 ( .51 ) -.001 ( .09) .010 (1 .. 18) 

.077 (7.43) .037 (8.20) .021 (7.47) 

.064 (1. 78) .031 (2.19) .009 (l.Og) 

n=399 n=399 n=385 

R2=.213 R2= .169 
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in both cases) and the estimated significances of some of the coefficients. 

In both analyses, clients were found to have slightly higher (i.e., worse) 

outcomes, with this estimate (barely) reaching the .05 level of significance 

with ANCOVA and only the .10 level with tobit. Similarly, the relative 

significances for factor coefficients differ between the two solutions. 

The tobit results and those obtained with the reduced sample were essentially 

the same, suggesting that the tobit models compensated somewhat better for 
\\ 
t:he effects of the extreme cases than di d ANCOVA. Both methods ~/ere affected 

by these cases, providing inflated estimates of the negative treatment 

effect, relative to those obtained with the reduced sample. The tobit 

results, however, would have suggested that less confidence be placed in 

that estimated difference. 

For the continuous outcome variable, then, we found that all of the 

methods applied here would have led to similar conclusions for the additive 

model using the full sample: a slightly higher rate of subsequent police 

contacts for clients. Using all of· the available information (factor scores 

for ANCOVA and tobit and a single, inclusive factor for LISREL), only the 

tobit model would have suggested that the adjusted difference was not 

statistically significant. In this regard, ANCOVA and LISREL appear to be 
\\ 

more sensitive to the effects of outliers in the sample distributions. Still, 

for all practical purposes, the results did not differ. As we pointed out 

,jn the introduction to this report, a researcher can seldom be certain that 
\. (f),,) 

important variables that could account fnf an observed difference between 

groups have not been oinitted from the analysis. Further, the present analyses 

clearly demonstrate the problems' that can be encountered by the existence of 

a few extreme cases in the sample. The possibility of these problems 

occurring with any particular data set would make one skeptical about the 

___ ~ _________ ~ _____ ~_~_~_----'\.'---~--"-.... ~_~~, ....... -----"~-..0-4 --'.0' ~ __ ~~_~~ ____ ~~-"-.L_~~ ... ~ ______________ ~ 
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importance of any difference as small as that found in these analyses. Thus, 

w,e can conclude that for these flawed data, the use of methods other than 

ANCOVA would not have led to different conclusions regarding the programs 1 

general effect.iveness. 

In relation to possible in'teraction effects in the data, on the other' 
l 

hand, the methods would have led to quite d1fferent conclusions. ANCOVA 

and LISREL, being more sensitive to the few cases in the sample at the 

extreme on outcome, would have indicated that the effect of treatment 

differed depending on the nature of the clients' responses to the question­

naire: their self-reported behavioral or lifestyle patterns. Since these 

characteristics may suggest certain policies for YSB programs (say, 

differential intervention strategies), the differences in results could 

be considered important. Short of calling for the use of loglinear methods 

to confirm any apparent interactions found in a particular data set, we 

would have to simply suggest caution in the interpretation of results 

obtained with ANCOVA or LISREL. A thorough, skeptically-oriented investi-. 
gation of possible reasons for the results obtained with these methods could 

have led to the identification of the effect of the extreme cases without 

resort to loglinear analysis. This kind of "nu ll-hypothesis ll approach, 

wherei n a 11 resul ts are cons i dered spuri ous unti 1 reasonab "Iy demonstrated 

to be otherwise, is fundamental to all research. 

Beyond the level of general conclusions, a few observations concerning 

the abilities of the various procedures to compensate for the problems out­

lined in Chapter I can be made. First, it was apparent from the ANCOVA 

analyses that problems resulting from skewed outcome distributions were not 

corrected by 'the addition of more pretest data, although the interaction 

ef1i:ects may have suggested the possibility of anomolies in the data. Further, 
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the pooling of the questionraire data into factors was found to actually 

hide these interaction effects, at least with respect to the Social Orienta­

tion factor. Had these three scales been the only pretest questionnaire 

information available, the interaction between Attachment and treatment would 

have been unnoticed, perhaps leading to greater confidence in the data than 

was actually warranted. Thus, in situations wherein the samples are not 

large and the outcome variable is highly skewed, the inclusion of additional 

pretest information, in itself, may not be enough to overcome these'pote'ntial 

problems of estimation. 

Second, although LISREL was found also to be sensitive to these sample 

problems, the method was found to have certain important advantages over ,. 

ANCOVA: taking pretests into greater account, providing important diagnostic 

information not available with ANCOVA, and forcing the researcher to 

confront certain problems with the data. The LISREL estimates of treatment 

effects were conSistently lower than those found with ANCOVA, indicating 

that differences on the pretest questionnaire measures were taken into account 

to a greater extent. Part of this difference was undoubtedly due to the 

manner in which LISREL estimates the factors, using as much information as 

possible to estimate th~j)joint effect of these measures on outcome for the 
" 

two groups. Part of the difference may also have been due to having been 

able to specify that the error variances for the outcome measure were different 

for the clients and comparisons. Taking these differences in variances into 

account, LlSREL may have been better able to compensate for the differential 
• 

effects of some of the variables between groups. These variance estimates, 

by the ways could also serve as diagnostic tools, since differences such as 

those found for this sample could alert the researcher to the kinds of prdbJems 

we found. More important in most cases, however, are the modification indices, 

I 
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which not only provide the user with information regarding how the model 

might be modified to better fit the data but also point to possible flaws 

in the overall model and unaccounted-for correlations. For example, recaii 

that in the one-factor model involving Behavioral Orientation, the modifi~a­

tion indices suggested the factor by treatment interaction and also indicated 

that the source of this interaction lay primarily in the fact that the model 
, 

did not adequately account for the relationship between Commitment and out­

come, which differed between the groups. This information would be lost if 

the scales were simply combined into a factor and submitted to ANCOVA 

analysis. Finally, LISREL forces the user to confront certain problems 

with the model, such as those found with the two-factor solutions. In 

general, although the method is difficult to learn and somewhat complicated 

to use, once mastered, it can provide a good deal more information than can 

be obtained with ANCOVA. With these data, it was not able to provide'much 

of an improvement in the estimates of treatment effects, however, suggesting 

that the problems associated with badly skewed data are more serious and 

fundamental than can be remedied by a method such as ~his. 

The Combined Methods approach, and in particular the loglinear analyses, 

pointed to the value of being aware of the distributional properties of the 

data. It is often too easy to simply ignore these issues, relying on the 

robustness of ANCOVAto compensate for poor data. With the growing avail­

ability and use of loglinear methods, it may be wise to go through the 

exercise of applying them, under the assumption that "importantU effects 

(as opposed to merely statistically significant ones) will be apparent even 

when the data are violently reduced through gross categorization. Differences 

obtained with regression techniques and loglinear ones would serve as a 
• 

starting point for understanding the sources of the effects found with ANCOVA. 
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The tobit results suggest that it is possible to compensate for poorly 

distributed data to some degree and that ANCOVA results could lead to mis-

---_. --.-=~-.~-

taken conclusions if taken too seriously. In contrast to loglinear, however, 

tobit programs are not'readily available to most researchers. Since the 

differences between the results were not very large, it would seem advisable 

again simply to call for caution in the use and interpretation of ANCOVA 

results. 

Dichotomous Outcome Variable 

For these analyses, all scales (or both factors) were included in the 

equations predicting whether or not the individual had any subsequent 

police contacts. The proportions of the client and comparison groups who 

fell into this category were .350 and .342, r'espectively, for a difference 

of .008 in favor of the comparison group, This difference is not statis­

tically significant .. As discussed previously, loglinear analysis with this 

sample showed no significant interaction effects, so here we will only 

present findings for the additive logit and ANCOVA models. 

In Chapter II we argued, following Goodman (1976), that when the pre­

dictability of the outcome variable is not high (indicated by a low R2 

figure) and the proportion of the sample falling into either category of 

the dichotomous dependent variable is not below .2 (or above .8)', the 

problem of heteroscedastic error terms should not be major. ANCOVA results, 

then, should provide fairly good estimates of the treatment effect and its 

statistical significance. The results shown in Table III-12 bear out thi~ 

contention. Comparing the ANCOVA model using the factor scores with the 

logit model, we see that the cQefficients all have the same sign and the 

ratios of the coefficients to their standard errors are almost identical . 
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TABLE IlI-12 

YSB LogH and ANCOVA Estimates For Two-Factor Model: 
Any Subsequent Police Contacts 

Variable 

Sc~les in Behavioral 
Orientation Factor: 

Self-Report Delinquency •...•. 
Self-Report Obtrusiveness .•.. 
Co~nitment to Social Values .. 

Scales in Social 
Orientation Factor: 

Attachment to Other3 ..•..•... 
Peer Association ..••••....... 
Belief in Legitimacy of Law .. 

Behavioral Orientation Factor •. 
Social Orientation Factor •....• 
Age ...... " . " ...... " • " " " " " . " " . " " " " " " 
Sex (rna 1 e) " " .. " " " " " " " " " " " . " . " .. " " 
No. of Prior Offenses •......... 

Trea tment ........ ' ...•.......... 

Constant •..•...•...••..... 

Multiple R2 .•...•...•.......... 

D 

ANCOVA/Scales ANCOVA/Factor LOG IT/Factors 

Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio 

.008 
-.005 
-.002 

-.016 
-.008 
-.009 

-.020 
.043 
.102 

.027 

.928 

.185 

2.16 
1.58 

.26 

1.63 
.80 
.83 

1.56 
.89 

7.13 

.61 

.006 .58 .034 .59 
-.032 2.60 -.170 2.52 
-.015 1.26 -.082 1.22 

.053 1.10 .129 1.00 

.106 7.43 .546 5.97 

.029 .65 .066 .. 56 

.325 .576 

.174 

-------~\\_~----'----~--""-'~~~~~~-~---.---~."--.. ~~, '------~---,- .~,~---". ,--,------"~~,-, \. -. :",,, \, .. •• 1-
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Both analyses show clients to be slightly more likely to have subsequent 

police contacts, but this difference is far from statistically significant. 

It is interesting to note that in this analysis the coefficient for 

BCl is of the opposite sign to that found when predicting the rate of police 

contacts per month. Since its effect works opposite to that of SRD, their 

effects are cancelled somewhat when combined into a single factor. 

These results, then, substantiate the Goodman's argument that when the 

dichotomous outcome variable is not extYl.,emel Y skewed, and when the R2 for 
"\ II 

the equation 'is relatively ~all, ANCOVA (using ordinary least squares 

regression) will provide reasonably good estimates of the effects of the 

variables in the equation and of their statistical significances. 
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CHAPTER IV 

Preston Sample: Analyses and Results 

We had originally proposed to use as a second data set one that was 

developed during a study of alternative treatment methods for first-time 

juvenile probationers. In analyzing the YSB data, however, it was determined 

that the relatively small size of the data set created certain problems for 

estimation, particularly where some correlations were essentially zero. 

Testing for interactions using loglinear models requires fairly large 

samples if more than" a few factors, measures, and background characteristics 

variables are included in the analyses. Since the probation data set was 

a}so small, we decided that the full analysis of this data set would probably 
" ,. 

p~'ovide little additional methodological information. Therefore, we decided 

to use, instead, a larger data set originally developed in the course of 

evaluating an experimental program in a Youth Authority institution (The 

Preston Typology Study). We felt this data set might provide a better basis 

for comparing the results obtained by the different methods. 

Sample and Data 

The Preston sample consisted of 1,622 male youths who were committed 

to the Preston School of Industry during a 13-month period from February 1966 

to March 1967. 1 Preston is a large California Youth Authorjty institution 

which at that time housed approximately 900 wards in 16 living units. The 

youths sent to Preston ranged in age from 16 to 20 (median 17.6) and remained 

1A deta i1 ed descri pti on of thi s project (The Preston Typology Study) can 
be found in the project report (Jesness, 1969) and a summary description in 
a subsequent article (Jesness, 1971b). 
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in the institution for an average of 8.4 months. Most youths sent to Preston 

had more lengthy and serious records than those referred to other facilities--

57% had previously been committed to a Youth Authority in?titution. 

Five of the 16 units at Preston housed wards meeting special criteria 

in that they had been cleared for work outside the confines of the institu­

tion or had been assigned to one of two psychiatric treatment units. All 

subjects who were not preselected for special placement in one of these 

units were placed in a pool of eligibles who were then assigned by random 

methods to either an experimental or control group.2 Experimental subjects 

were subsequently placed in one of six living units according tp their 

I-level subtype classification (Jesness, 1974). The present study included 

only those youths assigned to experimental (n = 458) or control (n = 636) 

groups. 

In this study, extensive demographic, psychological and behaviQ,Y'al data 

were collected and used to develop a typology scheme and test a different;ial 

treatment approach based on Interpersonal Maturity Level (I-level) subtype. 

This sample was subsequently included in the Early Identification of 

the Chronic Offender Project, undertaken to explore the extent to which 

chronic adult criminal (and violent) offenders could be identified early 

in their careers (Haapanen and Jesness, 1982). Followup arrest data covering 

the early adult years of peak criminal activity (from approximately 18 to 

26 years of age) were obtained$ primarily from official arrest records of 

the California Bureau of Criminal Investigation and Identification (CII). 

Supplementary data wefe obtained from the Federal Bureau of Investigation 

2In a small number of cases this procedure was Circumvented in order to 
maintain racial balance in the various institutional living units. As a 
result, some additional minority members with higher I-levels were placed 
in the experimental groups. " 
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(FBI) and the California Bureau of Vital Statistics to ensure that individ-

uals with no records--or only minor records--of arrests in CII files did 

not have records in other states and/or were not deceased. The median 

followup period for this sample was 11.7 years, at which time the median 

age of the sample was 29. 

----.-~""'--,.,.-

The coding and summarization of thefollowupoffense data focused on 

arrest incidents. The most serious charge for each arrest was recorded and 

subsequently classified as being a violent-aggressive (murder, manslaughter, 

assault, rape), violent-economic (robbery, kidnapping, extorti,on), property, 

or minor offense. 

The followup data showed that a high percentage of the juvenile offenders 

engaged in serious criminal activity as adults. Most (66%) were arrested 

for one or more violent offenses (murder, rape, assaUlt, robbery), and over 

80% were arrested for at least one felony offense. Consequently, most of 

the subjects (86%) were classified as chronic offenders. During the approxi­

mateiy 10 years following their incarceration as juveniles, the 1,622 

offenders in the sample were arrested a total of 17,059 times, for an 

average of 10.52 offenses per subject. Of these arrests, 2,997 were for 

violent offenses (violent-aggressive plus violent-economic). These arrest 

data taken from~ap sheets undoubtedly understated the total number of 

offenses that occurred; they did not reflect, for example, the number of 

undetected crimes committed or the number for which no arrests wer,e made. 

The amount of hidden crime involved can be estimated from data presented 

by Peterson and Braiker (1980). These authors administered extensive 

questionnaires to a large sample of California Department of Corrections 

inmates. Among those inmates who had serious juvenile records, the official 

rap sheets showed an "arrest for only one out of every six self-reported 
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robberies and one out of every 20 self-reported burglaries. If the number 

of arrests for robbery and burglary were multiplied by these figures, it 

would be clear that the offenders in these samples were responsible fo'r a 

very lar-ge number of crimes. The tendency of these official data to under­

estimate offenses we felt would more than compensate for any over-estimation 

occurring as a result of using lIarrestr rather than "convictions" as an 

indicator of criminal behavior. 

Prior analyses. In the original study, institutional adjustment and 

parole outcome were compared between wards assigned to living units based on 

I-level subtype and those assigned on the basis of traditional criteria. 

SomE differences in institutional adjustment were found, but although the 

treatment group had fewer parole revocations during 24 months of parole 

followup, these differences did not reach statistical significance. 

No attempt was made during the Chronic Offender study to assess the 

possible effectiveness of the differential treatment program in relation 

to the development of long-term criminal or violent tareers. Although it 

might seem unlikely that the institutional experiences of these very serious 

delinquents during one period of incarceration would have a marked effect 

on their ov~rall criminal careers (especially given the extensiveness of these 

careers), we felt that the issue was worth investigating, both substantively 

and methodologically. On the one hand, the sheer numbers of offenses com­

mitted by these wards subsequent to their stay at Preston makes important 

differences possible, even from a rather usmallll treatment effect. A 10% 

reduction in violent offenses, for example, would mean 300 fewer violent 

crimes for the whole sample. Any .evidence that differential treatment may 

have an effect on criminal careers, then, might be of considerable importance. 

:/ 
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Methodologically, this data set allows not only for a fuller applica­

tion of some of the analytical techniques (because the sample size is large) 

but also allows for investigating the effects of sampling error in true 

experimental designs. This study used simple random assignment of subjects 

to treatment and control conditions. Although the assignment process was 

circumvented in a small number of casas to ensure racial balance within the 

various living units, any major preexisting differences between the groups 

should be the result of simple sampling error. These differences should 

not be large, but better treatment effect estimates should still result 

from taking those that are substantial into account. 

Present sample and data. For' the present study, we focused primari ly 
~ 

on violent arrests (murder, manslaughter, assault, rape, robbery, extortion) 

occurring during the followup period. The distribution on this variable 

was skewed for both treatment and control groups, with 32% of the former 

and 28% of the latter having no subsequent violent offenses (this was the 

modal category in both cases). In addition, this outcome was the most pre­

dictive for this sample as a whQle, making it more likely that any preexisting . 
differences could have an effect on predicted outcome differences for t~e :--"'-c-, 

groups. 

The sample and data were selected using similar procedures to those 

employed with the YSB sample. Because the sample was much larger and 

included only males, we included all ethnic groups. Cases were otherwise 

excluded if they had fewer than half of the items comprising various scales. 

As part of the pretest battery, a 136-item questionnaire was administered 

that tapped the subjects' perceptions of parents and family, and their 

opinions about school, prior offenses, and home and community environment. 

An additional 20 items covered a priori dimensions of Self-Concept, Fate 
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Control, Neutralization, and Alienation. From these items, scales as similar 

in focus and content to the self-report scales constructed for the YSB 

sample were constructed for this sample as well.3 The remaining scales could 

not be duplicated. This similarity allov/ed us to explore the comparative 

usefulness of these kinds of behavioral variables for minor and serious 

delinquents and also facilitated the ease of presenting the results for the 
1 ,; 

two data sets. Again, missing items were coded at the midpoint of the range 

of the item and scale scores were calculated only for those with at least 

half of the items. The final sample comprised 410 experimentals and 552 

controls. 

The variables used in the present analysis are not-the same as those 

used in the YSB analysis. For simplicity, they have been given similar names. 

The independent variables are: 

1) Self-report Delinquency (SRD), which for this sample 

excludes the more minor delinquent acts; 

2} Observed Obtrusive behavior (BCL); 

3) Commitment to Social ·Values (COMMIT-); 

4) Behavioral Orientation (FBEHAV), created by adding standard 

scores for SRD and BCl and subtracting the standard score 

for COMMIT; 

5) Race (BLACK), a dummy variable referring to Black ethnicity; 

6) Race (HISPANIC), a dummy variable referring to Hispanic 

ethnicity; 

7) AGE, which ranges from fifteen to eighteen; 

8) Number of prior violent arrests (PREVIOL) or its 

logarithm (LOGPVIOL); . 

3The items making up these scales are presented in Appendix D . 

.. 
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9) Number of prior nonviolent arrests (PRENVIOL), or the log 

(LOGPNVIO); and, 

10) TREATMENT, a dummy variable coded "1" for the treatment 

group. 

Outcome variables included: 

1) Number of su\bsequent violent arrests (TOTVIOL), including 

murder, assaUlt, rape, robbery, extortion and kidnapping 

[see Appendix E for the distribution] or its log (lOGVIOL); 

2) NOVIOL, a dummy variable referring to no subsequent 

violent arrests; 

3) FEWVIOL, a dummy variable for one or two subsequent 

violent arrests; and, 

4) MANYVIOL, a dummy variable for more than two subsequent 

violent arrests. 

The means, standard deviations and intercorrelations among these 

variables for the total sample are shown in Table i~-I. Note that the 

correlations among these variables are, at best, moderate or small. As 

with the YSB sample, these small correlations present a challenge for even 

the best analytic methods. Nevertheless, they are probably typical of the 

kinds of data with which a reseacher in the field of oriminal justice would 

likely be faced, making them appropriate for comparing analytic strategies 

of interest to criminal justice researchers. Interesting is the fact that 

although the SRD, BCl, and Commitment scales (as well as the Combined factor) 

are all correlated in the expected direction with the number of subsequent 

violent offenses (TOTVIOL), these scales are virtually uncorrelated with the 

prior offense variables. Similarly, these scales are not correlated with 

the ethnicity variables in a manner consistent with the positive correlations 



SRD 

SRD 1.000 
aCL 0.070 
COMrHT -0.162 
FBEUAV 0.665 
BLACK 0.029 
IIISPANIC 0.159 
AGE -0.139 
PREVIOL 0.083 
LOGPVlOL 0.086 
PRENVIOL -0.010 
LOGPtlVIO 0.000 
TOTVIOL 0.156 
lOGVIOl.. 0.153 
NOVIOI.>' -0.120 
FEWVIOL -0.013 
HANYVIOL 0.131 
TREATMNT 0.044 

PREVIOL 

PREVIOl 1.000 
LOGPVIOl 0.977 
PRF.NVIOl -0.156 
LOGPNVIO -0.264 
TOTVIOL 0.222 
lOGVIOL 0.221 
NOVIOl -0.148 
FEWVIOl -0.067 
MANYVIOL 0.214 
TR£AHINT 0.061 

N of cases = 962 

" 

TABLE IV-l 

Preston Total Sample 
Means, Standard Deviations and Correlations of Variables 

Bel CO~lMIT FBEHAV .BLACK HISPANIC AGE 

1.000 
0'.021 1.000 
0.567 -0.617 1.000' 
0.182 0.027 0.099 1.000 

-0.128 -0.063 0.051 -0.348 1.000 
-0.041 0.053 -0.126 -0.122 -0.056 1.000 
-0.006 0.010 0.036 0.286 0.012 0.032 
-0.017 0.009 0.032 0.284 0.020 0.017 0.016 0.019 -0.007 -0.024 -0.021 . 0.295 
0.043 -0.003 0.025 -0.066 -0.019 0.285 
0.111 -0.055 0.173 0.277 0.033 -0.046 
0.128 -0.061 0.183 0.264 0.053 -0.063 

-0.134 0.068 -0.172 -0.177 -0.053 0.064 
0.057 -0.016 >\0.033 -0.056 -0.014 -0.007 
0.071 -0.050 0.135 0.231 0.066 -0.055 
0.026 -0.083 0.083 0.035 -0.021 -0.062 

LOGPVIOL PRENVIOL LOGPNVIO TOTVIOL LOGVIOL NOVIOL 

1.000 
-0.Hl7 1.000 
-0.315 0.928 1.000 
0.214 0.086 0.079 1.000 
0.214 0.096 0.092 0.935 1.000 

-0.145 -0.075 -0.083 -0.625 -0.832 1.000 -0.060 0.005 0.024 -0.190 0.022 -0.512 0.204 0.068 0.056 0.810 0.792 -0.445 0.070 -0.122 "~ -0.121 -0.015 -0.028 0.048 

MEAN 

2.406 
14.817 
9.780 
0.002 
0.320. 
0.205 

16.940 
0.440 
0.273 
1.945 
0.934 
1.925 
0.855 
0.296 
0.384 
0.320. 
0.426 

FEWVIOL 

1.000 
-0,541 
-0.062 

STO DEV 

2.472 
3.477 
2.681 
1.849 
0.467 
0.404 
0.794 
0.713 
0.402 
1.759 
0.535 
, .999 
0.667 
0.457 
0.487 
0.467 
0.495 

MANYVIOL 

1.000 
0.017 
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between ethnicity and subsequent offenses. These low correlations and con­

sequent inconsistencies underscore the difficulties of understanding 

variations in criminal behavior within populations of relatively serious 

delinquents. 
\) 

The means for the total sample indicate that these individuals averaged 

two subsequent violent offenses each. Only 30% of the sample had no subse­

quent violent arrests, and of those that did (70%), almost half had more 

than two subsequent arrests for violent offenses. Numbers of violent 

offenses ranged from 0-16, with an overall average of 1.93. Only 13 cases 

(1.4%) had more than seven subsequent violent arrests, but the size of the 

sample precluded their having an adverse effect on the analyses. 

The means of these variables for each group and the simple differences 

between these means are shown in Table IV-2. It is apparent from these 

figures that these two groups differed, at least statistically, more than 

did the patently nonequivalent groups used for the YSB analysis. Although 
'\- ')'1 

the size of the sample undoubtedly made small diff~l::~nces statistically 

significant, these differences point to the potential for even well-executed 

random aSSignment designs' to create groups that differ in important ways. 

Three of the eight major background characteristics (Behavioral Orientation 
(', 

~nd Commitment are redundant) were found to differ significantly between 

the two groups. There was only a slight difference between them in terms of 

the number of subsequent violent arrests (TOTVIOL), but the direction of 

the differences between these groups on the Behavioral Orientation scales 

and the number of prior violent arrests would suggest that the treatment 

group be predicted to have more subsequent arrests than the contrqls. 

Adjusting for these differences might therefore be expected to increase 

th~ predicted difference in outcome, leading to a positive treatment effect. 

.. 

r· 

, 
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TABLE IV-2 

Means and Mean Differences for Preston Sample 

Treatment Control Difference 

SRD 2.532 . 2.313 .219 

BCl 14.921 14.740 .181 

COMt4IT 9.522 9.971 -.449** 

FBEHAV .179 -.131 .310** 

AGE 16.883 16.982 -.099t 

RACE (Black) .339 .306 . 033 

RACE (Hispanic) .195 .212 -;".017 
.... 

VPRIOR .490 .402 . 088' 

LOGVPRI .305 .248 .057* 

NVPRIOR 1.695 2.130 ".435** 
" 

LOGNVPRI .858 .990 -.132* 

TOTVIOL 1.890 1.951 -.061 

LOGVIOL .833 .871 -.038 

NOVIOL .322 .277 .045 

FEWVIOL (1 or 2) .349 .409 -.060 

~~NYVIOL lover 2) .329 .313 .016 

n=410 n=552 

tp <.10 

*p <.05 

**p <.01 

.. -

1 
I 

.\ 
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, The lower number of nonviolent priors observed for the treatment grQ~l,Ip would 
"' .. 

mitigate this adjustment to some degree, but the number of priors of t1l1s· 
" 

kind are less predictive of outcome than are the variables on which treatt 
\\, 

ment cases had higher mean values. Glancing at the proportions of each 

group with no, few, or many violent subsequents, we see that the treatment 

cases are slightly overrepresented among those with no arrests and slightly 
I : 

underrepresented among those with only one or two arrests. Simple chi square 

tests of these differences showed neither was statistically significant, 

but again we might expect the difference to be more meaningful after correcting 

for preexisting differences between the groups • 

Results 

The analyses for this sample were carried out in the same way as for 

the YSB sample, with the exception that only one factor was available. For 

the continuous outcome variable (total subsequent violent arrests), we 

performed ANCOVA using the same procedures as before. Results are presented 

for analyses using a) the individual scales and raw scores on offense vari­

ables, b) the individual scales and the logged form of the offense variables, 

and c) the factor scores and logged offense variables. These differences 

provide for assessing the effects of using raw vs. logged data and scales 

vs. factor scores. LISREL analysis employed only the logged data;4 and the 

tobit models were estimated using raw data, since the method ;s designed 

to compensate for the skewness of the variable. Due to the large size of 

tne sample, loglinear analyses were performed with the outcome variable and 

the scores on the Behavioral Orientation factor collapsed into three, rather 

4The covariance matrices, with the means and standard deviation for each 
group, are presented in Appendix F. ' .. , 

I' 
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than two, categories. The categories of the outcome variable corresponded 

to·the categories indicated by the dummy variables mentioned earlier (no 

Subsequents, one or two subsequents, and three or more subsequents), each 

category containing roughly a third of the sample. Behavioral Orientation 

was also collapsed in such a way as to obtain roughly equal numbers in each 

category. Ethnicity was entered as a three-category variable as well. 

Offense history variables were dichotomized: violent priors (0, 1+), non­

violent priors (0 or 1, 2+). In separate analyses, AGE (15-16, 17, 18) was 

used in place of ethnicity in the loglinear models. Logit models were 

estimated separately for predicting no violent subsequents and three or 
more violent Subsequents. 

Continuo~s Outcome Variable: Total Violent Subse uent Arrests TOTVIOL, LOGVrOL) 

The ANCOVA results for this sample are shown in Table IV-3. As expected, 

the adjustment for preexisting differences increased the predicted difference ,0 

between the groups in every case. None of the adjustments, however, resulted 

in a treatment effect estimate that Was statistically significant. When 

logged variables were used in place of the actual numbers of arrests, the 

overall solution was relatively unchanged. The slightly higher t-ratio for 

the estimated effect of Age suggests that the relationship between this vari­

able and outcome may not be linear; when the outcome variable was logged, 

the effect of age differences on lower values of outcome was giVen more 

importance than its effect on higher values. The increased predictive power 

of this variable, on which treatment cases had a lower mean, was also probably 

responsible for the slight increase in the t-value for the treatment effect 

estimate. In the equation using logged variables, we also found a marginal 

interaction effect between scores on the Conunitment scale and treatment . 

.. . 
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Variable 

Scales in Behavioral 
Ori~ntation Factor: 

Self-Report Delinquency .••..• 
Self-Report Obtrusiveness ..•. 
Commitment to Social Values .. 

Behavioral Orientation Factor •. 
Prior Violent Offenses •..•.•... 
Prior Violent Offenses Logged .. 
Prior Nonviolent Offenses ....•. 
Prior Nonviolent Offenses 

Logged ........ III ........ " •• " ••• 

Age .......•........... " . " ..... . 
Race (Black) ..............•...• 
Race {Hispanic) ...........•...• 

Trea tment ........... 40 •••••••• to • 

Constant ............•....• 

Multiple R2 ...•...............• 

Interaction Model: 

* 

Intercept Difference ......•.. 
Interaction Term Coefficient. 

p < .05 
** P < .01 

TABLE IV-3 

ANCOVA Estimates For Preston Sample 

Torv lOLl Sca 1 es LOGV lOLl Sca 1 es LOGVIOL/Factor 

Coefficient t-ratio Coefficient t-ratio Coefficient t-ratio 

.083 3.30** 

.041 2.32** 
-.033 1.46 

.459 5.07** 

.145 3.98** 

-.086 1.06 
1.084 7.33** 

.542 3.33** 

- .114 .93 

2.005 

.149 

.023 

.017 
-.012a 

.332 

.229 
-.056 

.342 

.208 

-.054 

1.180 

- .341 
.030 

2.81** 
2.94** 
1.59 

.049 4.53** 

5.97** .333 6.02** 

5.53** .230 5.57** 
2.09* -0.57 2.13* 
6.99** .347 7.15** 
3.85** .207 3.89** 

1 ,~j2 -.055 1.37 

1.386 

.163 .161 

alnteracts with treatment in interaction model 

I 
I-' 
N 
co 
I 
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However, the effect was small, the negative intercept term and positive 

coefficient indicating a slight tendency for treatment to work better for 

those with low values on the Commitment scale. The same overall adjustment 

in the treatment effect estimate was obtained when factot scores were used 

in place of the scales themselves. This was to be expected, since each of 

the scales were predictive of violent offenses in the expected direction and 

since treatment cases scored, on average, higher on SRD and BCl and lower on 

COMMIT. Thus, nothing was gained through combining the scales into a factor; 

we lost, however, a certain amount of information concerning the effects of 

Commitment. Given the marginality of the apparent interaction effect, how­

aver, its importance is probably minimal anyway. 

The lISREl results using the set of variables were quite interesting 

in a number of ways. The model used was similar in nature to that used for 

the YSB sample, as shown in Figure 10. The direct estimates of the vari­

ables on outcome and the estimated difference between the two groups are 

shown in Table IV-4A, along with the statistical tests for the model. In 

general, the results are consistent with those found with ANCOVA, with three 

major exceptions: the effect of the factor is shown to be considerably 

larger and the direct effects of Age and Hispanic ethnicity are no longer 

statist'ically signific~nt. The reduction in the relative predictive powers 

of thes€\ two demographic characteristics was apparently the result of how 

the factor was estimated. In order to obtain an acceptable fit of the model 

to the dalta, we had to take into account the fact that both Age (for treat­

ment cases) and HispaniC ethnicity (for both groups) were correlated with 

BCl in a direction opposite to that which ;s implied by the positive 

correlation between each of these variables and outcome. These inconsist­

encies werle handled through adding to the model correlations between the 

I 

.f 
I , 

e:l~1 SRD 

e:2~1 BCL 
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FIGURE 10 

lISREL Model for Preston Sample 

TABLE IV-4A 

Direct Effect Estimates and Test Statistics: 
lISREL Preston Model 

Variable: 

Behavioral Orientation .......•..... 
Nonviolent priors (logged) .•...•... 
Violent priors (logged) ........... . 
Age ............................ " .............................. .. 
Race (Black) .......••.....•.......• 
Race (H' .) 1span1c ...... " ...... " ........ " ............ .. 
Treatment (est. mean difference) .. . 

Test statistics: 

Overall goodness of fit: 

Test treatment effect = 0: 

Coefficient 

.114 

.202 
• 291 

-.020 
.327 
.132 

-.074 

t-ratio 

2.73 
4.41 
4.81 
0.61 
6.45 
1.92 
1.67 

x2 = 36.89 (df=28) p = .12 

x2 = 39.62 (df=29) 

x2 tes~ = 2.73 (df=l) ns (accepted) 
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error term for BCL and both Age and Hispanic ethnicity, as shown in Table 

IV-4B (these correlations were omitted from the figure for simplicity). 

Once they \'1ere taken into account, the correlations calculated from the 

LISREL estimates showed that the bivariate relationships between these 

demographics and the estimated factor were considerably higher than when 

the factor was constructed a priori. For example, the correlations between 

the factor created through addi ng standard scores and Hispan.ic was .06 for 

treatment cases and .04 for controls (for the total sample--Table IV-I-­

the correlation was .05). The correlations calculated from the LISREL 

estimates showed these correlations to be = .23 for the treatment groyp 

and = .30 for the control group. The factor estimated by LISREL, in other 

words, was better able to account for the relationships between these two 

demographic variables and outcome. Consistent with the increased effect of 

the factor on outcome and the decreased effect of Hispanic ethnicity (the 

treatment group scored higher on the factor and had fewer Hispanics), the 

estimated treatment effect in this model was higher than that found for 

Ar,~COVA. 

As discussed in Chapter II, the inclusion of correlations between the 

residuals of the factor indicators and the demographic variables serves to 

IItailor ll the factor to take into account differences in the subgroups found 

in the population. 5 Thus, the negative covariances (and their implied 

5These correlations, in the form of covariances, were not constrained 
to be equal across groups, even though they are technica11y part of the 
measurement model for the factor. They were allowed to vary in order to 
compensate for differences between the groups in the variances of the 
variables themselves. The covariances shown in Table IV-4B are very close 
in value betWeen the two groups, however, suggesting that these additional 
equality constraints could have been made without reducing the fit of the 
model to the data. 

1 'I 
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TABLE IV-4B 

Other LISREL Estimates for Preston Model 

Treatment (t-ratio) Control (t-ratio) 

Variances, covarian~: 

SRD .•••••..•.• " ••.•. ,\ " .•. " .•. ( e 11 ) 
BrJ~--- ( ) " .. -.... -.--;OoOo • ~ •• " •• Oo •••••• " •••• " OoOo 622 
COMMIT .............•......... ( e 3 3) 
AGE,BCL."OoOo OoOoOoOoOoOo OoOoOo"Oo"Oo""Oo"Oo 

RACE(Black) ,BCL. ............ . 
RACE(Hispanic),BCL .......... . 

FBEHAV •••.....•.............. (1J!11) 
LOGPNVIO·····················(1J!22) 
LOGPVIOL·····················(1J!33) 
LOGV IOL. .................•... ( 1J! 44 ) 
FBEHAV,LOGPNVIO············ •• {1J!12) 
FBEHAV ,LOGPV IOL. ..........••. (1J!13) 
LOGPNVIO,LOGPVIOL············(1J!23) 

Direct effects: 

AGE on FBEHAV ................ (bl) 
AGE on LOGPNVIO .•...........• (b4) 
AGE on LOGPVIOL •.....•....... (b7) 

RACE(Blk) on FBEHAV ........•. (b2) 
RACE(Blk) on LOGPNVIO ........ Cbs) 
RACE(Blk) on LOGPVIOL. ....... (bs) 

RACE(Hisp) on FBEHAV ....•.... (b3) 
RACE(Hisp) on LOGPNVIO ......• (b6 ) 
RACE(Hisp) on LOGPVIOL ....... (b9 ) 

Differences in means: 

FB EHAV " " ••••..•.••• " . " " " •..•• 
LOGPNVIO. Oo •• " " ••••••• 't ••••••• 

LOGPVIOL .................... . 
AGE ....•..... , ................ . 
RACE(Black) ....•.•........... 
RACE(Hispanic) ........... ' .•.. 

4.353 (6.34) 
10.714 (13.89) 
7.269 (13.48) 
-.309 (2.36) 
. 325 (4.43) . 

-.189 (2.83) 

1. 651 (2.59) 
.234 (14.34) 
.141 (14.33) 
.389 (13.14) 
.013 (0.24) 
.093 (2.20) 

-.068 (7.01) 

-.385 (2.75) 
.168 (5.68) 
.057 (2.47) 

.432 (1.67) 
-.192 (3.52) 

.383 (6.45) 

.995 (3.25) 
-.127 (1. 97) 

.214 (4.25) 

.280 (1.87) 
-.111 (3.34) 

.054 (2.15) 
-.098 (1. 88) 
.031 (1. 04) 

-.016 (0.61) 

4.060 (6.73) 
12.591 (16.18) 
6.292 (15.39) 

.179 (1. 55) 

.223 (3.27) 
-.268 (4.13) 

1.631 (2.83) 
.271 (16.60) 
.144 (16.61) 
.341 (14.82) 
.117 (2.35) 
.005 (0.14) 

-.059 (6.70) 

-.321 (2.58) 
.194 (0.70) 
.235 (1.12 ) 

.293 (1. 33) 

.062 (1. 20) 

.232 (6.18) 

1.057 (4.22) 
.060 (1. 04) 
.083 (1. 98) 

0 
0 
0 
0 
0 

:.-, 0 
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correlations) between BCL and Hispanic (Table IV-4B) suggest that the 

Behavioral Orientation factor that best explains variations in outaome 

among Hispanics is different in both groups than that which best explains 

this variation for Whites: for Hispanics, less emphasis is placed on BCL 

scores. A similar, but opposite, interpretation can be made of the positive 

correlatidn between this scale and Black ethnicity: BCL scores are more 

indicative of this general, causally-relevant orientation for Blacks than 

for Whites. The correlations found for Age are not so easily interpreted, 

since they differ in sign for the two groups. However, these relationships 

are not strong, being marginally significant in one group and nonsignificant 

in the other; since one relationship in twenty can be expected to be 

significant simply due to random variation (at the .05 level), we may 

venture that these covariances are spurious; their inclusion in the model 

merely takes this random "noise" into account. 

With the effects of the demographic variables in the model on the 

predispositional variables allowed to differ between groups, the LISREL 

results provide us with information regarding differences between' the groups 

that would otherwise ,be apparent only by comparing the correlation matrices. 

For example, in Table IV-4B we see that the Black and Hispanic members of 

the treatment group had fewer prior nonviolent offenses than Whites, while 

thi~ was not true in the control group. These kinds of differences may 

suggest ways ;n which onels sampling design was inadequate (in quasi­

experimental design situations) or may suggest that a breakdown occurred 

in the random assignment procedure. In the 'present case, these relation­

ships may be the result of having placed slightly more minorities with high 

I-levels (maturity lev~ls) in the experimental group than was called for by 

the random assignment procedure. As mentioned in Chapter II, the inclusion 

f1 

\
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of the relationships between the demographic variables and the predisposi­

tional ones as "causal" does not necessarily imply that there is, in fact, 

a causal relationship between these characteristics and crime. The 

relationships could just as easily (and perhaps more justifiably) have 

been included in the form of unanalyzed correlations. The remaining para­

meters in the model would have been estimated the same either way. We 

chose this manner of including them in order to demonstrate the flexibility 

of LISREL. 

The reduced form of this model simply excluded the direct effect of 

Hispanic ethnicity and Age on outcome. All other parameters in the model 

were the same as for the full model. The results, shown in Tables IV-SA 
,. 

and IV-SB, show an interesting effect of this change. Although the t-values 

for the direct effects of Age and Hispanic ethnicity were not negligible in 

the full model, the removal of these direct effects from the model (by 

specifying that these parameters were zero) resulted in an increase in x2 

of only 2.3, with two degrees of freedom. This difference is far from 

si,gnificant, indicating that the removal o,f these direct effects did not 

significantly reduce the fit of the model to the data. As a result of these 

changes, the factor was estimated somewhat differently, (the factor loading 

for BeL increased), and the factor was foun~ to have a stronger effect on 

outcome. This newly-constituted factor differentiated more clearly between 

clients and controls as well, with a net result of an increase in the treat­

ment effect estimate. As shown in Table IV-SA, the estimated treatment 

effect for this nlodel was -.102, which was almost twice that obtained with 

ANCOVA using the same logged offense data. The t-ratio and x2 test for 

this estimate both showed it to be statistically significant at the .05 

level. The confidence to be placed in this result is open to question, due 
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TABLE IV-5A 

Direct Effect Estimates and Test Statistics: 
Reduced Form of LISREL Preston Model 

Variable: 

Behavioral Orientation ............ . 
Nonviolent priors (logged) .•....... 
Violent priors (logged) ........... . 
Race (Black) ..•...•................ 
Treatment (est. mean difference) ... 

Test statistics: 

Overall goodness of fit: 

Test treatment effect = 0: 

Coefficient t-ratio 

.193 5.20 

.176 3.92 

.274 4.35 

.289 5.82 
-.102 2.15 

x2 = 39.19 (df=30) p = .12 

x2 = 43.86 (df=31) 

x2 test = 4.67 (df=l) P < .05 (rejected) 

j 
. 1 

I 
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TABLE IV-5B 

-----.~. 

Other LISREL Estimates for Reduced Form of Preston Model 

Factor loadings: 

SRD ...................................... ~ .......... ( A 1 ) 
BCL .•• o •••••••••••••••••••••• (A2) 
COMMIT .......................... " .................. ("'3) 

Variances, covariances: 

SRD ••.•.•.••••••••••••.•...•. (el1) 
BeL .................................................... ( a 22' 
COMMIT ....................... (633) 
AGE,BCL .................. ' ..................... .. 
RACE(Black), BCL. ......•...•.. 
RACE(Hispanic) ,BCL. ......... . 

FBEHAV ..•....•....••......... (1/Jll) 
LOGPNVIO··········.·.·· ...•.. (1/J22) 
LOGPVIOL··········.·· ........ (1/J33) 
LOGV roL. ...........• '.' ....•... (1/J 44) 
FBEHAV, LOGPNVIO ...........•.• (I/II 2) 
FBEHAV,LOGPVIOL········· ..... (1/J13) 
LOGPNVIO,LOGPVIOL········ •... (1/J23) 

Direct effects: 

AGE on FBEHAV .............•.. (b1 ) 
AGE on LOGPNVIO .............. (b4) 
AGE on LOGPVIOL. ............. (b7 ) 

RACE(Bl k) on FBEHAV .....•.... (b2 ) 
RACE(Blk) on LOGPNVIO ........ (bs ) 
RACE(Blk) on LOGPVIOL ........ (bs ) 

RACE(Hisp) on FBEHAV .......•. (b 3 ) 
RACE(Hisp) on LOGPNVIO ....... (b6 ) 
RACE(Hisp) on LOGPVIOL ....•.. (b g ) 

Differences in means: 

FB EHAV ........................... (I .... II ........ .. 

LOGPNV 10 ................................ II .... .. 

LOGPVIOL ......... " ...... I, ................. .. 

AGE .............. " .......................... . 
RACE(Black) ........... , .... .. 
RACE(Hispanic) •........•..•.. 

Treatment (t-ratio) 

1.000 ) 
,553 (3.07) 

-.536 (4.29) 

4.892 (9.80) 
10.565 (13.61) 
7.340 (13.65) 
-.278 (2.08) 

.332 (4.44) 
-2.07 (3.01) 

1.107 (2.95) 
.234 (14.33) 
.141 (14.33) 
.372 (12.30) 
.022 (0.45) 
.079 (2.06) 

-.068 (7.08) 

-.342 (2.72) 
.168 (5.66) 
.056 (2.45) 

.401 (1. 68) 
-.192 (3.51) 

.384 (9.02) 

1.046 (3.78) 
-.126 (1. 95) 

.213 (4.24) 

.292 (2.03) 
-.110 (3.33) 

.053 (2.14) (/ 
-.099 (1.89) 

.033 (1.09) 
-.017 (0.65) 

Control (t-ratio) 

constrained equal 
across groups 

4.604 (11.11) 
12.462 (15.89) 
6.373 (15.67) 

.214 (1.82) 

.226 {3. 27) 
-.291 (4.36) 

1.086 (3.32) 
.271 (16.60) 
.144 (16.61) 
.325 (13.85) 
.113 (2.44) 
.000 (0.01) 

-.059 (6.70) 

-.312 
.194 
.239 

.342 

.062 

.232 

1.104 
.059 
.082 

a 
o 
o 
o 
o 
o 

(2.81) 
{6.71) 
(1.14) 

(1. 65) 
(1. 21) 
(6.18) 

(4.83) 
(1. 03) 
(1. 95) 
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to the sensitivity of LISREL to departures from normality in the distribu­

tions of the variables. The results do suggest, however, that a) with the 

factor estimated in this way and b) with this model hypothesized to account 

for all important differences between the groups related to outcome scores, 

the program was shown to be more effective than it was shown to be using 

ANCOVA I 

In general, the LISREL results for this sample showed this method to 

result in a greater adjustment for differences on the three scales used 

to indicate Behavioral Orientation. This result is consistent with that 

found earlier for the YSB sample. In this case~ the increase in predictive 

power for the factor was largely the result of its being allowed to differ 

in constitution for different subgroups of the larger sample. With these 

variations allowed, pretest information for a sample containing subgroups 

differing with respect to values and culture can, theoretically, be taken 

more fully into account in adjusting for differences between groups. As 

an alternative to including the kin?s of residual correlations used here, 

one may wish to consider analyzing the different ethnic groups separately, 

but this would ordinarily require very large samples. The extent to which 

the factor adjusted the treatment effect estimate depended on whether it 

was modeled as accounting for the apparent differences in outcome related 

to Hispanic ethnicity and Age or not. The differences in x2 values for 

the two models suggested that, with some modification, the factor could 

account for these relationships. 

The Combined Methods approach to these data mainly involved estimating 

_t.he additive equation using the tobit model. Loglinear analysis of these 

data failed to find any significant interaction effects involving outcome. 

The model containing only the main effects on outcome produced a value of 

--- -..... -'-- - """'---
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99.0 for G2 (analogous in use and interpretation to chi square), with 128 

degrees of freedom; the probability value was above .50, indicating a good 

fit to the data. Consequently, the tobit analysis included only the main 

effects of the variables (raw offense measures were used), The tobit 

estimates, along with the ANCOVA estimates for the same set of variables, 

are shown in Table IV-6. These estimates, once again, are very similar 

with respect to direction of effect and t-ratios. Although the t-ratio 

for the treatment effect estimate was slightly higher for the tobit model, 

it was actually slightly lower than that obtained with ANCOVA using logged 

offense data. For these data, then, which are probably typical of the 

kinds of data that might be used in criminal justice evaluation, the use 

of tobit models does not result in estimates that are noticeably different 

in terms of their estimated significances than ANCOVA. 

In general, the conclusions to be drawn from these comparative analyses 

are the same as for the YSB analyses. ANCOVA, LISREL (full model), and the 

tobit model all provided virtually the same estimate of the significance 

of the adjusted difference in outcome for the treatment and control cases. 

In all cases, the treatment group was found to have somewhat lower numbers 

of subsequent violent offenses, controlling for preexisting differences, 

but none of these analyses showed the difference to be statistically 

significant. The various attempts to correct for skewness in the offense 

variables tended to result in somewhat lower standard errors for the treat­

ment effect estimate, relative to the estimate itself, but none showed 

results very different from ANCOVA using simply the raw data. Correcting 

for measurement error through the use of LISREL, on the other hand, did 

result in a greater adjustment for differences in pretest scores. Given 
;('''\ 

- I 
the admitted sensitivfty of LISREL methods to departures from multivariate 
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TABLE IV-6 

Preston ANCOVA and Tobit Estimates: Violent Subsequents 
(t-ratios in parenthes~s) 

Variable ANCOVA (t-ratio) Tobit (t-ratio) 

Behavioral Orientation .146 (4.43) .222 (4.95) 

Prior Violent Offenses .466 (5.18) .603 (5.00) 

Prior Nonviolent Offenses .146 (4.02) .203 (4.14) 

Age -.093 (1.15) -.159 (1.44) 

Race (Black) 1.091 (7.43) 1.439 (7.21) 

Race (Hispanic) .560 (3.48) .819 (3.73) 

Treatment -.119 (.98) -.213 (1.27) 

Constant 2.596 2.936 
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nonnality in the distributions of the variables in the analysis, the apparent 

statistical significance of the estimated treatment effect, however, is 

probably suspect. Without being able to control simultaneously for departures 

from normality and measurement error in the pretests, firm conclusions 

regarding the confidence to be placed in the LISREL results cannot be made. 

Categoric~' Outcome Variables 

Due to the relatively large sample size and the fact that over two­

thirds of the total sample had at least one subsequent arrest for a violent 

offense, it was possible to employ three categories of the outcome variabl~ 
;/'/ 

in these analys~s. As discussed earlier, loglinear analyses failed to find 
l' 

any significant interactions involving subsequent violent offenses. Logit 

analyses, then, were performed using a simple, additive model to predict 

two categories of outcome: the (log) odds of being in the "no violent 

subsequents" category (as opposed to the other two) and the (log) odds of 

being in the "three or more violent subsequents" category. The treatment 

effects estimated for these two analyses have implications for treatment 

effects relative to the category "one or two violent subsequents. 1t These 

results were compared to ANCOVA results predicting th~ same outcomes. The 

treatment effect estimated with ANCOVA refers to the relative probability 

of being in these categories, in the form of estimated differences in the 

proportions of treatment and control groups falling into that category. 
:;f/ 

The proportions of the total sample falling into the NOVIOl, FEWVIQL and 

MANYVIOL categories were .30, .38, and .32, respectively. Againil since 

these proportions all fall between .20 and .80 and since the squared 

multiple cor\elation for these equations can be expected to be small, the 

ANCOVA estimates of the treatment effects relative to thes~ outcomes are 

likely to be pretty good. 
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The results for the ANCOVA and logit analyses for the two separate 

outcome variables are shown in Table IV-7. As expected, the ANCOVA 

estimates appear to be very good, with the ratios'of estimates to their 

standard errors (t-ratios) being almost identical in most cases. In 

partff~ular, the t-ratios for the respective estimates of the treatment 

effect are within .02 of one another. 6 Both methods show the treatment 

cases to be somewhat more likely than controls to have no subsequent 

violent arrests but equally as likely to have three or more such arrests. 

In both analyses, the adjustment for preexisting differences was small, but 

in a direction favorable to the treatment group. vJith ANCOVA, the differ­

ences in proportions in the NOVIOL group increased from a simple difference 

of .045 (more treatment cases) to an estimated difference of .056. Similarly, 

the difference in the proportions of treatment cases to that of controls in 

the MANYVIOL category fell from .016 to .006. These differences are not 

large, but laFge differences could not really be expected where the groups 

are fairly similar and the predictability of the outcome variable is low .. 

No such simpl e i nterpretati on of the treatment-~~ffect coeffici ents for the 

logit analyses are possible. 

These results suggest that the treatment provided during the original 
,;;:--

study had some effect on those who would otherwise have committed a small 

number of violent acts (enough to be arrested one or two times), dropping 

them into the "no violent subsequents" category. Withoutl\knowing the nature 

of acts that would have been committed (our definition of violence included 

6Separate analyses, using more than three subsequent violent arrests 
(19% of the sample) and more than four subsequent violent arrests (10% of 
the sample) as the dependent variable showed a similar consistency between 
ANCOVA and logit results. The differences between the results were slightly 
larger, but the methods agreed as to the significances of the effects of ' 
the variables in the analyses. 

__ \0 \ . 

Variable 
, ! 

1 
j 

Behavioral Orientation 

Prior Violent Offenses 

Prior Non-Violent 
Offenses 

Race (Black) 

Race (Hispanic) 

Treatment 

Constant 
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TABLE IV-7 

Preston ANCOVA and Logit Estimates 
(t-values in parentheses) 

No Violent Subseguents Over 2 Violent Subseguents 

ANCOVA (t-ratio) LOGIT (t-ratio) ANCOVA (t-ratio) LOGIT (t-ratio) 

-.038 (4.86) -.203 (4.70) .025 (3.24) .129 (3.23) 

-.071 (3.36) - .491 (3.M) .105 (4.94 ) .484 (4.53) 

-.024 (2.94) - .166 (3.72}, .027 (3.33) .138 {3.29} 

- .167 (4.89) -.428 (4.55) .277 (6.59) .561 (6.42) 

-.118 (3.12) -.276 (2.80) .162 (4.26) .428 (4.39) 

.056 (1. 93) .144 (1.91) .006 ( .21 ) .014 ( .19) 

.428 .113 

R2=.088 R2=.116 
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misdemeanor assault along with the more serious violent offenses), the 

importance of such a difference-is unclear. The fact that the estimated 

difference almost reached statistical significance would suggest that thes~. 

issues might bear further investigation, perhaps through comparing the 

numbers with specific kinds of subsequent violent arrests. 

\..._' 

1 
I 

I 
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CHAPTER V 

Discussion 

In this study, we investigated the nature and importance of some of 

the problems theoretically associated with the use of analysis of covariance 

(ANCOVA), as appl ied to criminal justice evaluation data. The research was 

not designed to test the validity of the criticisms of ANCOVA, but rather to 

assess their importance through comparing ANCOVA results for criminal justice 

evaluation data to results obtained with analytic methods designed to overcome 

its problems. The two data sets used for this purpose were con,sidered typical 

of the kinds that are commonly used in evaluations of criminal justice programs. 

One data set was artificial, constructed for the present purposes from a larger 

set of data generated during an evaluation of California Youth Service Bureaus 

(YSB sample). The second data set came from an experimental study of an 

institutional program within the California Department of the Youth Authority 

(Preston sample). Outcome data for the second sample came from a recent 

long-range followup of these cases. For both data sets, outcome was a measure 

of subsequent official delinquency (YSB sample) or crime (Preston sample) and 
;, 

background variables included measures of prior police contacts or arrests, 

demographic information, and scales measuring pre-existing behavioral traits. 

The importance of measurement erro~ in these pretest scales was assessed 

by comparing the results obtained with ANCOVA using the scales with those 

obtained using a factor 'score in place of the scales, and with an'~lyses using 

> LISREL, which constructs a factor from these scales in the context of an 

overall causal model predicting outcome. Other analyses focused on the 

importance of violations of the distributional assumptions of ANCOVA, which 

arise as a result of using outcome variables with limited, skewed distributions. 

-144-
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For these analyses, interaction effects were investigated through loglinear 

models, which are free of distributional assumptions. The importance of the 

problems inherent in using these outcome measures in the estimation of 

treatment ~ffects was. examined by comparing ANCaVA results using raw outcome 

variables with ANCaVA using logged outcome variables and to analyses using 

logit models (for dichotomous outcome variables) and tobit models (for 

continuous outcome variables). The logit and tobit models were designed 

specifically for use in predicting variables with distributions like those 

found for offense-type measures. 

The results of the various analyses with the two data sets showed that 
, ({, 

for these kinds of data, the use of alternative analytic techniques provided 

only minimal improvements in the estimation of overall treatment effects. 

The loglinear analysis of the YSB data set did help to identify certain 

problems in the data that went undetected by ANCaVA, LISREL and the tobit 

analysis; these problems increased the skewness of the outcome variable 

and 1 ed to the appearance of a negatiV'e treatment effect. Still, with 

these data, the three analytic techniques would have arrived at the same 

general conclusion regarding the effica<;.y of YSBs. For the Preston sample, 

all of the analyses produced roughly the same results: a slightly lower 

number of subsequent violent crimes among those in the experimental program. 

By comparing outcomes defined both as a continuous variable (number of 

violent crimes) and as dichotomous variables (no violent subsequents and 

many violent subsequents), we learned that the treatment effect for th~;? 

Preston sample WaS primarily in terms of a reduction in the numbers who 

subsequently committed only a few violent crimes. However, the ANCaVA 
:> 

resu,lts for these two kinds of outcome variables were essentially the same 

as those obtained with the other analytic techniques. Thus, we found that 

.. , 

-146-

for these data sets, the results obtained with ANCaVA were adequate for 

determining the effectiveness of the two programs. 

This general conclusion does not mean that the alternative strategies 

provided no improvement over the results obtained with ANCaVA, but only 

that the improvement was not great enough to suggest that the ANCaVA results 

would have led to misleading conclusions concerning the two programs. In 

general, the methods applied here did lead to slightly different estimates 

of treatmf~nt effects a.nd/or of the statistical significance of those estimates. 

These differences, moreover, were in the directions that would be expected 

from methods which overcome, to some extent~ the problems with ANCaVA. The 

LISREL analyses, for example, showed that by controlling for measurement 

error in the pretest scales, the effects of the variable hypothesized to 

underlie these scales is taken into account to a greater extent. In each 

case, the LISREL adjustment for these pre-existing differences was greater 

than the adjustment made by ANCaVA. The fact that these increased adjust­

ments made only a slight difference in the overall estimate of the treatment 

effect simply ~)uggests that when predicting ~omething as complex (and 

difficult to predict) as crime and delinquency, even the best adjustment 

for these kinds of variables may not make a great deal of difference. 

Similarly, the results of the tobit analyses for the YSB sample disagreed 

slightly with the AN CaVA results; tobit found that the treatment effect 

was not statistica'lly significant, a result which was expected given the 

extreme skewness of the outcome variable. Still, the ANCaVA results showed 

only a marginally significant effect, which under the circumstances could 

not have led to any firm conclusions about YSBs anyWay. In short, the 

results suggests that there are problems with the use of ANCaVA with these 

data and that they can be cOl"rected to some degree, but that these problems 
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may not be as serious as some might claim (especially if the researcher is 

aware of them and interprets his or her findings accordingly). 

As di scussed throughout 'the Y'eport, there were some advantages to 

employing the alternative analytic strategies that were unrelated to the 

specific estimatio~ of treatment effects. For example, the use of log­

linear analysis called into question the findings of ANCOVA and LISREL 
i 

regarding apparent interaction effects in the YSB sample. These effects, 

as it turned out were spurious, resulting from the extreme skewness of 

the outcome variable. Although in this case the skewness was caused 

partly by errors in the data, it is not inconceivable that an outcome 

variable such as ours could be skewed to that,degree and still be correct. 

ANCOVA, LISREL, and to some extent tobit, were all affected by those few 

cases at the extreme, attributing effects to the entire sample that were 

mostly true only for those cases. Log7inear models, in which all variables 

were collapsed into categories, was not affected by these extreme cases 

and found neither interactions nor negative treatment effects. By employing 

a method such as loglinear analysis in conjunction with ANCOVA, the researcher 

may avoid the pitfalls of relying too heavily on the results of ANCOVA in 

these situations. Loglinear analysis, however, generally requires relatively 

large data sets and/or only a few categories of each variable. For the 

purposes mentioned above, simple bivariate cross-tabulations of categorized 

outcome scores and categorized predictors might serve just as well to 

identify these spurious effects. Alternatively, one may simply remove the 

cases with the highest outcome scores and USE ANCOVA on the smaller sample 

to determine if the same effects are found. These kinds of alternatives 

would not provide the same amount of information as the 10glinear analysis, 

.. 
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which assesses effects while taking other effects into account, but may 

still be helpful in discovering potential problems in the data. 

The LISREL analysis also provided information that was unavailable 

from the results of the other methods. The major advantage to using 

LISREL, in this regard, is that potentially important or interesting 

insights may be gained about the causes of outcome. LISREL is, after all, 

a method designed for testing particular causal hypotheses and overall 

causal models. In our analyses of the Preston data, as an example, we 

found that the kind of behavioral pattern we referred to as Behavioral 

Orientation differed in its indicators among ethnic groups. We also 

found that differences along this behavioral dimension could explain the 

differences in outcome between Whites and Hispanics. Such a finding 

leaves open the issue of the cause of the differences between the ethnic 

groups on ~his factor, but it does suggest that the differences in outcome 

between ~hese two groups may be explained in terms of differences that 

exist at the onset of adulthood (that differences in later experiences 

are not very important). The higher numbers of arrests for Blacks could 

not be explained in this way, and this fact suggests either that measures 

of the important differences between Blacks and Whites were not included 

in the analysis or, perhaps, that the experiences and opportunities of 

these groups during later years differed enough to result in differential 

crime rates. These kinds of possibi1ities present themselves readily from 

LISREL analyses. The use of LISREL may also bring to light certain problems 

in the data, as we mentioned in the discussion of the two-factor YSB model, 

or help to identify differences between the groups used in a particular 

study, as we found for Preston. 

r· 
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Along with the advantages of using LISREL (and partially because of 

then!), there are some important disadvantages to its use. First, the 

causal-modeling approach to analyzing data is conceptually complex, with 

its own nomenclature and set of concerns.' The mastery of the method 

(and the computer program) may require more time and effort than it is 

worth for those whose main concern is determining whether a particular 

treatment program is effective. Our use of the LISREL program (using two 

separate groups and including the means of the variables in the analysis) 

was the most complicated, but even the most basic uses of the program 

require a familiarity with the method and the terms. A large portion of 

the time spent on the present research was spent in learning and mastering 

the technique, even though we were familiar with the concepts and issues 

involved. 

Second, the LISREL computer program itself, and its use, are fairly 

expensive. Because it employs an iterative process for obtaining estimates 

of the parameters tn the model, it may require a large amount of time to 

estimate complex models. This problem is compounded if the user mis­

specifies a model in certain ways (so that estimates are difficult to obtain) 

or if there are inconsistencies in the data. Large inconsi~tenc;es (such 

as strong negative correlations between indicators Clf hypothetically 

positiyely-correlated factors) may cause the program to cancel the job, 

but small inconsistencies may merely cause it to spend a large amount of 

time trying to find estimates that will fit the inconsistent data. For 

example, it is not unlikely that a demographic variable may be unrelated 

to a factor being estimated in one's model, this unrelat~dness being 

suggested by essentially zero correlations between the demographic 

c y variable and each of the indicators. These zero correlations will not 

.. . 
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actually be zero, however, but will vary around zero (some small and positive, 

others small and negative). Even if the correlation between the factor and 

the demographic variable is specified to be zero in the model, the program 

may have diffi~ulty finding an e$timate of the factor that is consistent 

with the fact that the indicators are correlated differentially with another 

variable in the analysis. The problem is compounded even further when more 

than one group is being analyzed or when the sample size is small; under 

these conditions, it is more likely that a few of these ("zero") corre­

lations will not be small, suggesting to the program that the model is 

seriously flawed. In other wo.rds, chance correlations lin the data may 

make it difficult, expensive, or even impossible to estimate a model that 

may well be true for the population. 

Thus, the LISREL method may not be particularly appropriate as a tool 

for analyzing criminal justice evaluation data, even though it can provide 

a richness and flexibility not found in ANCOVA. Our results show that the 

benefits of its use were not sufficient to call into question the ability 

of ANCOVA to adequately estimate treatment effects with these kinds of data. 

Those who would take advantage of its potential for providing a greater 

understanding of the data would be advised to be careful of small samples 

and low correlations among some of the variables. Features of the latest 

version of the program will enable the user to minimize the cost associated 

with problems that may arise as a result of the data (time limits can be 

set or only initial estimates obtained), but the model-building and model­

testing processes may still lead to a good deal of frustration. 

The logit and tobit models are not so difficult practically or con­

ceptually, and. individuals with an understanding of ANCOVA should find no 

particular problem in using them. Logit programs are readily available 
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in such commonly used statistical software packages as BMDP and Statistical 

Analysis System (SAS). These models appeared to provide no substantial 

improvement over what can be obtained with ANCOVA, however, and the results 

are not as easily interpreted. For most purposes, then, their use is 

probably unnecessary. The tobit model did seem to provide some improvement 

in the assessment of the significance of treatment effects, b~t the 

difference was not great. The main problem with this method is availability. 

The tobit model is not widely used and has not, as far as we know, been 

incorporated in the common statistical packages. Since SAS is constantly 

including new algorithms in its supplementary library, however, it may 

become available in the future. Its use bears more investigation with a 

wider variety of data conditions. 

fl 
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APPENDIX A - YSB Scales 

I. Self-Report Delinquency (SRD) 

(1 = never, 2 = one time, 3 = 2 to 3 times, 4 = 4 to 5 times, 5 = more 
than 5 times) 

During the past year: 

1. I took part iii a fight where our group fought a different group. 

2. Not counting fights you may have had with a brother or sister, 
have you beaten up anyone? 

3. I damaged or mess~d up something in a school or some other building. 

4. Have you gotten something by telling a person something bad would 
happen to them if you did not get what you wanted? 

5. I have taken some part of a car or some gaso1 ine. 

6. Haveyoll taken something not belonging to you worth between $2 and $50? 

7. -Have you ta~dn something not belonging to you worth less than $2? 

8. I have taken a car for a ride without the owner's permission 
(even if returned). 

9. Kow many times have you had some beer, wine, or liquor without 
your parents' permission? 

10. I have used marijuana. 

11. I have used drugs other than marijuana. 

12. Have you run away from home? 

13. How many times did you skip school without a real excuse? 

14. Have you taken things of large value (over $50)? 

15. I have bou9ht or gotten something that was stolen by someone el se. 

'. 

" • 
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II. Self-Report Obtrusiveness (Bel) 

(1 = almost never, 2 = not often, 3 = sometimes, 4 = fartrly often, 
5 = very often) 

1. I interrupt others when they are talking or bother others who 
are busy. 

2. I clown around, horseplay, or act up when I know I'm not 
supposed to. 

3. I try to get others in trouble by getting them into fights 
or arguments or by talking about them. 

4. I agitate or bother others by teasing, laughing, or making 
fun of them. 

5. I get angry or upset when I am frustrated or don't get my way. 

6. I pick on, push around, threaten, or bully others. . 

7. I like to tell others about things I've gotten away with, even 
some that were against the law. 

8. I feel upset if I can't have what I want or do what I want 
right away. 

9. I get loud and noisy at times or places when I probably shouldn't. 

10. I tend to resist authority; I argue or don't go along with what 
people tell me to do. 

III. Commitment to Social Values (COMMIT) 

1. Most of the time I do not want to go to school. 

1 - agree 
2 - disagree 

2. I am very happy when I am in school. 

1 - disagree 
2 - agree 

3. I like school very much. 

1 - di sagree 
2 - agree 

" ..-
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4. I enjoy the work I do in class. 

1 - never 
2 - seldom 
3 - sometimes 
4 - often 
5 - always 

5. How much schooling do you actually expect to get €ventually? 

1 - some high school 
2 - high school graduation 
3 - on-the-job apprenticeship 
4 - trade or business school 
5 - some college or junior college 
6 - college graduation (4 years) 

IV. Attachment to Other People (ATTACH) 

1. How much do you care what your teachers think of you? 

1 - it doesn't matter to me at all 
2 - it matters very little 
3 - I care somewhat what they think 
4 - I care very much 

2. Would you like to be the kind of person your best friends are? 

1 - not at all 
2 - in a few ways 
3 - in most ways 

3. Do you respect your best friends' opinions about the important 
things in life? 

1 - not at all 
2 - a little 
3 - pretty much 
4 - completely 

4. Do you share your thoughts and feelings with your parents? 

1 - never 
2 - sometimes 
3 - often 

5. How likely are you to talk over problems with your parents? 

1 not likely at all 
2 - somewhat likely 
3 - very likely 
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6. Are you interested in what your father thinks of you? 

1 - not at all 
2 - not much 
3 - somewhat 
4 - quite a lot 

7. Are you interested in what your mother thinks of you? 

1 - not at all 
2 - not much 
3 - somewhat 
4 - quite a lot 

8. I always like to hang around with the same bunch of friends. 

1 - false 
2 - true 

9. I often feel lonesome and sad. 

1 - true 
2 - false 

10. I would usually prefer to be alone with others. 

1 - true 
2 - false 

11. I feel alone even when there are other people around me. 
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3. The kids in my group woul d think 1 ess of a person if he/she were 
to get in trouble with the law. 

1 - di sagree 
2 - don't know 
3 - agree 

4. The kids in my group sometimes like to have a little fun even if 
it means breaking the law. 

1 - agree 
2 - don't know 
3 - disagree 

5. Have any of your close friends ever been picked up by the police? 

1 - four or more friends have 
2 - three friends have 
3 - two friends have 
4 - one friend has 
5 - no 

VI.- Belief in the Legitimacy of the Law (BELIEF) 

1. Most police will try to help you. 

1 - false 
2 - true 

2. If the police don't like you, they will try to get you for anything. 

1 - true 
2 _ false 1 - true 

2 - false 

V. Positive Peer Association (PEERS) 

1. Most of my friends do well in school. 

1 - false 
2 - true 

2. Do your friends get in trouble in school? 

1 - yes, quite often 
2 - sometimes a few do 
3 - almost never 
4 - no, never 

3. Police stick their noses into a lot of things that are none of their 
business'. 

1 - true 
2 - false 

4. If someone in your family gets into trouble it's better for you to 
stick together than to tell the police. 

1 - true 
2 - fal se 

5. I think that boys fourteen years old are old enough to smoke. 

1 true 
2 - false 
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6. Pol ice. usually treat you dirty. APPENDIX B 

1 - true 
2 - false Distribution of Outcome Variable (SUBRATE) for YSB Sample 

7. Itls fund to give the police a bad time. 
Cumulative Cumulative ~ - true No. Percent Percent No. Percent Percent 2 - false 

0.0 261 65.4 65.4 .250 7 1.8 92.0 8. I don't mind lying if 11m in trouble. 
.038 1 .3 65.7 .267 1 .3 92.2 1 - true -<.---'" .056 4 1.0 66.7 .2i3 1 .3 92.5 2 - false \\~, 
.059 3 .8 67.4 .278 1 .3 92.7 

Stealing isn't so bad if itls fml a rich person. 9. .063 2 .5 67.9 .286 1 .3 93.0 
1 - true .067 9 2.3 70.2 .294 1 .3 93.2 2 ;.: false .071 6 1 .• 5 71. 7 .300 1 .3 93.5 

.077 12 3.0 74.7 .313 1 .3 93.7 

.083 11 2.8 77 .4 .333 5 1.3 95.0 

.091 9 2.3 79.7 .364 1 .3 95.2 

.100 4 1.0 80.7 .375 4 1.0 96.2 

.111 5 1.3 82.0 .400 1 .3 96.5 

.125 2 .5 82.5 .412 1 .3 96.7 

.133 1 .3 82.7 .417 1 .3 97.0 

.143 6 1.5 84.2 .429 1 .3 97.2 

.154 4 1.0 85.2 .455 1 .3 97.5 

.167 3 .8 86.0 .467 1 .3 97.7 

.176 1 .3 86.2 .500 2 .5 98.2 

.182 3 .8 87.0 .545 1 .3 98.5 

.188 2 .5 87.5 .600 1 .3 98.7 

.200 5 1.3 88.7 .667 1 .3 99.0 

.214 1 .3 89.0 .80G 1 .3 99.2 

.222 3 .8 89.7 1.000 1 .3 99.5 

.231 2 .5- 90.2 1.333 2 .5 100.0 
,. 
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APPENDIX C 

Variance, Covariance Matrices; YSB Sample 

STANDARD 
CLIENTS SRD Bel COMMIT ATTACH PEERS BELIEF AGE SEX lOGPRIOR lOGSUBS MEAN DEVIATION 

it SRD 67.7310 23.061 8.230 
" 

U 
BCl 39.4651 59.4125 20.320 7.708 

II CONMIT -13.1094 -11.1407 11. 7808 17.780 3.432 
ATTACH -1.8473 -1.2830 0.2029 6.1036 21.756 2.470 

}, PEERS -10.9830 -7.2413 3.2034 -0.0219 8.2419 10.640 2.871 
I· BELIEF -8.3023 -4.9901 2.7825 0.5255 2.7698 5.1996 14.604 2.280 l' 
i: AGE -0.3581 . -1.6823 -0.6727 0.0038 -0.0789 -0.4249 2.6394 14.599 1.625 
\, SEX 0.5766 0.1179 0.0098 -0.1586 -0.0805 -0.1027 .0.0534 0.2239 .665 .473 
11 lOGPRIOR 0.4307 0.2534 -0.2060 -0.0425 -0.1562 -0.0632 -0.0292 0.0200 0.1462 .948 .382 U , lOG SUBS 0.3034 0.2163 -0.1503 -0.0786 -0.0631 -0.0268 -0.0118 0.0028 0.0180 0.0193 .070 .139 , 
~ I-' 

0"1 
/'.l 

(0"'197) 
, 

STANDARD 
CO~IPARI:50NS SRO BCl COMMIT ATTACH PEERS BELIEF AGE SEX lOGPRIOR lOG SUBS MEAN DEVIATION . . --- ._-
SRD 58.9539 21.654 7.678 
BCl 20.3603 39.6456 19.035 6.296 
COHI4IT -7.4427 -3.0542 9.8938 18.129 3.145 
ATTACH -3.4556 -2.0783 2.0552 4.6281 21.535 2.151 
PEERS -11.4544 -4.6580 2.0519 1.6007 7.2618 10.752 2.695 
BELIEF -9.5738 -4.1755 3.2658 0.8842 2.8240 5'.7096 14.752 2.390 
AGE 1. 5167 -1.8900 -0.0604 -0.0119 -0.2940 -0.7219 3.5153 14.698 1.875 
SEX 0.1736 0.0498 -0.0425 -0.0497 0.0878 -0.0018 -0.0424 0.2057 .713 .453 

I lOGPRIOR 0.7640 0.0234 -0.2160 -0.1464 -0.1343 -0.1334 0.0923 0.0177 0.1854 .994 .430 
lOGSUBS 0.1219 0.0025 -0.0174 -0.0278 -0.0403 -0.0396 0.0001 0.0044 0.0216 0.0087 .051 .093 

(0=202) 

\ 
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APPENDIX D 

Scales for Preston Sample 

I. Self-Report Delinquency (SRD) 

(1 = never, 2 = a few times, 3 = several timns) 

1. I took part in a fight where knives or other weapons were used. 

2. ] snatched someone1s purse or wallet from them, but didn't hurt them. 

3. I took part in a crime where weapons were used. 

4. I threatened somebody with a weapon. 

5. I took part in a planned robbery or burglary. 

,. II. BCl Obtrusiveness: Observer Rating (BCl) 

(1 = almost, 2 = not often, 3 = sometimes, 4 = fairly often,S = very often) 

1. Interrupts others when they are talking, or bother~ others who 
ue~~. c 

2. Clowns around, horseplays, or acts up at the wrong time or place. 

3. Tries to get others in trouble, by getting them into fights or 
arguments or by saying things about them. 

4.. Agitates or bothers others by teasing, 1 aughing or making fun 
of them.' ' 

5. Gets angry and upset when he is frustrated. 

6. Picks on, pushes around, threatens, or bullies others. 

7. Likes to tell others about things he's gotten away with, even some 
things that were against the law. 

8. Seems to be upset if he can't have what he wants or do what he wants 
right away. 

9. Is loud and noisy at times or places when he shouldn!t. 

10. Resists authority; argues with or won't go along with what people 
ten him to do. 

.. 

, I 
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III. Commitment to Social Values 

1. How do you fell most of the time when you are in school? 

1 - in low spirits 
2 - not very happy 
3 - pretty good 
4 - in very good spirits 

2. Of all the teachers you have known, how many have you liked? 

1 - none 
2 - a few 
3 - about half 
4 - most 
5 - all 

3. If you could be r$membered at school for one of the six things below, 
which ~ would you like it to be. 

o - (any of 5 responses) 
3 - honor student 

4. If it were completely up to you, how far in school would you like to go? 

1 - get out as soon as possible, 
2 - finish junior high 
3 - some high school 
4 - finish high school 
5 - business or tech school 
6 - four year college 
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APPENDIX E 

Distribution of Outcome Variable \TOTVIOL) for PY'eston Samp1e 

Cumu1ative 
No. Percent Percent ~ 

0 285 29.6 29.6 
~ 

1 205 21.3 50.9 

2 164 17.0 68.0 

3 128 13.3 81.3 

4 84 8.7 90.0 

5 44 4.6 94.6 

6 22 2.3 96.9 

7 17 1.8 98.7 

8 4 .4 99.1 

9 4 .4 99.5 

10 1 .1 99.6 

11 2 .2 99.8 

12 1 .1 99.9 

13 0 
;.. 

14 0 
' Il 

15 0 t.\_ 

16 1 .1 100.0 
't 
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